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We have calculated the rate of para- to ortho-hydrogen conversion when the transition occurs in a
physically-adsorbed-gas surface layer above a magnetic substrate. The conversion rates for surfaces with
dilute, random, paramagnetic surface sites and for surfaces with a regular lattice of magnetic sites are
considered separately. Absolute rates in terms of physical parameters are obtained for a variety of

different physical situations.

I. INTRODUCTION

The first calculation for the rate of catalysis of
the transitionbetween para- and ortho-states of mo-
lecular hydrogen was carried out by Wigner! in
1933. In Wigner’s theory the catalytic agents were
taken to be paramagnetic atoms or molecules in-
troduced into otherwise pure gaseous hydrogen.

He showed that the inhomogeneous magnetic-dipole
field of an impurity could couple to the proton mag-
netic moments of the H, molecule in such a way as
to cause transitions between the para- and ortho-
states. Many authors have applied Wigner’s calcu-
lation with modification to the case of catalysis in
the presence of a paramagnetic surface in contact
withgaseous H, . % However, until the recent work
of Nisca and Legrand* there existed no general the-
oretical treatment of heterogeneous conversion.
Our work is similar inapproach to that of Ref. 4, but
differs in specifics. Ilisca and Legrand considered
a model in which the H, molecules diffuse and ro-
tate in the plane of the surface. Their integration
technique and approximations lead to rather com-
plicated expressions for the correlation functions,
and they do not give an expression for the absolute
rate. We have treated a model in which the spins
rotate freely in three dimensions® and considered

a variety of translational modes and substrates.
Our integration and approximation procedures dif-
fer in such a way that we obtain relatively simple
absolute expressions for the rates in several dif-
ferent physical situations.

Because of the complicated nature of the surfaces
on which many experiments have been done, it has
not been possible to treat each in detail. Rather
we have sought to identify the dominant physical
processes responsible for the conversion and to
parametrize them in a way amenable to calculation,

In Sec. II we begin by examining the manner in
which a static inhomogeneous magnetic field is able
to cause transitions between singlet and triplet
states of two nonrotating protons. Following this
we introduce the dynamics appropriate to the con-
version process for molecules physiadsorbed on a
magnetic substrate. The formalism of first-order

8

time-dependent perturbation theory is employed to
directly calculate the transition rate in terms of
molecular spin and rotation matrix elements and
correlations involving substrate spins and molecu-
lar motion on the surface. Group-theoretical ma-
trix-element theorems are employed to derive se-
lection rules governing the transition.

In Sec. III we consider some specific cases of the
general formalism developed in Sec. II. First
we calculate the transition rate in the case that the
surface contains a dilute random array of para-
magnetic centers. The three cases treated specif-
ically correspond to molecular motion appropriate
to (i) a two-dimensional Maxwell-Boltzmann gas,
(ii) diffusion parallel to the surface, and (iii) mo-
tion simply on and off the surface.

Second, we examine the conversion rate over a
dense regular lattice of spins. If the exchange
coupling is comparable to the rotational energy dif-
ferences, the dynamics of the spins influences the
conversion rate. In addition, spatial correlations
of the spins can affect the rate. We illustrate the
effect of changes in the spatial spin correlations by
calculating the temperature dependence of the con-
version rate near a ferromagnetic or antiferromag-
netic critical point of the substrate. Fairly general
arguments are given for the prediction that the tem-
perature derivative of the rate should scale as the
surface magnetic specific heat.

In Sec. IV we discuss and summarize the major
conclusions which precede.

II. GENERAL FORMULATION

Before calculating the para-ortho (p<— o) transi-
tion rate in detail, it is worthwhile to discuss the
underlying physics of the transition and to identify
the physical mechanism of conversion,

If we ignore high-energy vibrational states, the
nuclear wave function of a hydrogen molecule con-
sists of two parts, for the spin and rotation, re-
spectively. Taking the z axis as the axis of quanti-
zation, there are four spinors corresponding to one
singlet state and three triplet states:

Xs =(1/V2)[ 44 = 44) , I=0 1)
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XP=| ), 0= (/N2 44+ 4 x V=] 48y, I=1,

Note that these are coherent states of protons phys-
ically separated by the internuclear distance b
=0.74 A. The relative phase of the two components
of the singlet state is important. This state is
clearly antisymmetric under interchange of the two
protons, and hence the Pauli principle requires the
rotational wave function to be symmetric. The ro-
tational quantum number ! must be even. Similarly
the triplet spin states are symmetric under inter-
change, and are associated with odd-/ values. Mol-
ecules in even-/ states are known as para- and those
in odd-! states as ortho-.

For three-dimensional free rotation, the Hamil-
tonian for the molecule is simply

ot = BLE=BI(I+1),

(2
B~ 86 °K~1.13x10' rad/sec. )

Hence the spin symmetry leads to a large energy
splitting of the para- and ortho-states. To cause a
transition this energy must be either supplied or ab-
sorbed by a perturbation. As we shall later find,
for conversion which proceeds through paramagnetic
surface ions, the dominant source or sinks of en-
ergy are twofold: (i) the kinetic energy of the mol-
ecule, and (ii) the energy of the surface electronic
spin system.

The perturbation which causes the p~— o transi-
tion is the time-dependent inhomogeneous magnetic

J

-~ =
. . L. (0, Hy)
et Py, =<cosw1tcoswzt+ sinwy¢sinwyt cosy +isinw,t coswzt-—l—*ﬁ—-"—

field near a paramagnetic surface. Some insight
into the conversion process may be had if we first con-
sider the simpler problem of finding the evolution
in time of a singlet state of two protons exposed to
a static inhomogeneous magnetic field. We locate
the two protons at positions T, and T, in the pres-
ence of magnetic fields ﬁl and ﬁz, respectively.
The Hamiltonian of the system is

3C=—-II1 E ﬁ1‘ﬁz’ﬁz ®3)
and the singlet state evolves according to
Xs () = e ™ X, (0). (4)

By a power-series expansion of the exponential in
Eq. (4) and using the special properties of the
Pauli matrices we have

- -
A o,°H

ot =<cosw1t+z smwlt‘T‘)
\ | Hyl

- -

. - H.
x(cos Wt + ismwata—lz-ﬁ-l—a> , ©®
ol

where w; is the precession frequency of the ith pro-
ton in its local field. To simplify Eq. (5) we use
the fact that ¢! will act on a singlet state, and
hence

@,+05)Xs =0 . (6)

Thus replacing E& by ~ 0, and further noting that
@, H,)@, H,)=H, H,+i0, [, xH,) we have

1

. . — . ‘ﬁ . . - . - x-.
- zsmwgtcosmt(l"_,—j2 +ismw1tsmw2t—ol_£l-1—l-{z—)> , ()

where y is the angle between the fields ﬁl and ﬁz.
Since 0,x, always produces one of the three triplet
states, the amplitude of the singlet state is just the
sum of the first two terms of Eq. (7). The prob-
ability at time ¢ of still being in the singlet state is
this amplitude squared, and hence the probability
of conversion into any of the three triplet states is

Py ()= 1~ [cosw,t cosw,t +Sinw,tsinw,t cosy]?
=5in?(w, - w,)t +sin?5y sin2w, ¢ sin2w,t
'+ sin?y sinfw,¢sin®w,t . (8)

From thisitisclearthatthe p+— 0 conversionwill
depend on differences in the precession of the two
protons in an inhomogeneous magnetic field.

The general expression (8) contains two effects
which can be analyzed separately by looking at two
limiting cases.

H,| | H,| | Hl

Case 1. The magnitudes of the fields ﬁl and ﬁz
are different, but they point in the same direction
(y=0). Then,

P() =sin®(w; - wp)f . (9)

Case 2, The fields ﬁl and H, have the same
magnitude (w, = w,=w), but they point in different
directions:

(10)

In the first case the differing rates of precession
about the same axis dephase the singlet state. In
the second case, although the rates of precession
are identical, the axes of precession are inclined
to one another, which results in similar dephasing.
The general case contains both of these effects.
Note that a constant static field leads to no transi-
tions at all because the two nuclear spins precess

Py (#)=sin®2wt sin?§ y + sin* wt siny,
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at exactly the same rate around the same axis.

Physical processes equivalent to the above, are
responsible for p—— o conversion near surfaces
containing paramagnetic ions as the source of the
inhomogeneous field. The oscillatory time depen-
dence in Eq. (8) is a consequence of ignoring the
dynamic processes required to supply or absorb the
large energy of the transition for a real molecule.
This will be modified when such processes are in-
troduced as we now proceed to do.

For a real physical system it is not possible to
find the explicit time dependence of the para- and
ortho-states of molecules physiadsorbed at the gas-
solid interface. Neither is it desirable since ex-
periments are designed not to measure such details,
but rather the rate at which a nonequilibrium ratio
of para- and ortho-molecules relaxes back to the ap-
propriate equilibrium concentration. The formal-
ism most suited to our purpose is a direct calcula-
tion of this rate constant through time-dependent
perturbation theory.

The zero-order Hamiltonian of the system con-
sists of two commuting terms for the H, molecule
and electronic spin system, respectively:

¥o=¥Hmo1 +¥Fsp1n « (11)

The molecular Hamiltonian we take to have three
parts involving rotation, translation, and binding
to the surface:

Kooy = BL?+ P2/2M + V(R) . (12)

In addition to binding the molecule to the surface,
V(R) influences the rotational motion and movement
along the surface as well. ® 3C,,,, includes terms for
exchange coupling between the local moments and
surface anisotropy. Additional stochastic forces
due, for example, to the interactions of either
spins or molecules with lattice vibrations are also
present. These will be treated in a somewhat ad
hoc fashion since it is not fruitful to enlarge 3¢, to
include phonons and their interactions. The ap-
proximations used to treat such effects will be de-
tailed later.

The para-ortho transitions proceed through the
time-dependent inhomogeneous magnetic fields of
the electronic spins. We locate these spins at lat-
tice sites R, and write

3C=3Co+3Cyps » (13)
where
Hint == Uy [-fj. * ﬁ('1.'1) +Tz . ﬁ(;z)] . (14)

The coordinates T, and T, are those of the two pro-
tons in the molecule, U, is the proton magnetic
moment, and H(r) is the dipole field due to the elec-
tronic spins:

H) = ZI_-——‘I—s{S,lR, T|2

SCALAPINO 8
—3(§1_;)[-S.j' (ﬁ]-;)]} .

Here ug is equal to the effective-spin g value times
the Bohr magneton.

To simplify later calculation, it is desirable to
separate JC,,, into two parts:

Wynt == 7 Ky {(fl +f2) [HF,) + ﬁ(-fz)]
+(@, -1 [AE) -HE)]E.  16)

The first term has no matrix elements between or-
tho- and para-states since it is a function of the to-
tal nuclear spin T=1,+1,. The second term has ma-
trix elements only between ortho- and para-states,
so we may restrict our consideration to it in calcu-
lating the transition rate.

As noted earher, it is only the spatial inhomoge-
neity of H(r) which leads to conversion, so thatitis
useful to expand H(r,) - H(r,) in a Taylor series
about the molecular center of mass ¥. Defining b
=T, - T, as the vector distance between the two pro-
tons we have

(15)

H(r,) - HE,) =b- VHE)
2 /b\ (B)\(B\. ===z~

ﬁ(i) <§>(§>-VVVH‘ Yeeee
The expansion parameter above is roughly (b/2R)?
where R is some average distance from molecule
to local spin, Thus successive approximations
converge quite rapidly. In practice we will keep
only the leading term, but it is useful to note some
group-theoretical properties of the full expansion
before dropping the others.

Equation (17) is an expansion of the dipole field
in terms of contracted spherical tensors of rank w
=2,4,6,.... To illustrate, consider the dominant
first term (V H),,; = 0H,/8x, is the second-rank Car-
tesian tensor which may be written as the direct
sum of scalar, spherical-vector, and spherical-
second-rank-tensor components. However, both
the scalar and vector components vanish since v
‘H=0and VxH=0. Thus VHis a pure second-rank
spherical tensor. Defining D*=08/8x+i8 /8y, D*
=3/8z, and H*=H,+iH,, the five components are

T2 (H) = iD°H’,

T2 (H)=- {(D'H*+ D'H*) ,

T$® ()= VI (D'H* - 4D*H - 4D H")
T [{H) =4 (D"H*+D*H") ,

T (H)=LD"H"

(17)

(18)

Similarly, it is easily shown that the vanishing
curl and divergence of H imply that the fourth-rank
Cartesian tensor vV V H has only nine nonvanishing
linearly independent components which transform
under rotation as a pure fourth-rank spherical ten-
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sor. Analogous reasoning on higher-order terms
leads to the identification of pure sixth-, eighth-,
etc., rank spherical tensors.

The (scalar) interaction Hamiltonian may then be
expanded as

5€1n¢=-%’[(f1—fz)5:‘7”H

(T TBEB vV VH+--]. (19)
The significance of Eq. (19) is twofold. First, it
isolates (to the left of the contraction sign) the por-
tions of the interaction referring to molecular spin
and rotation states; and (to the right of the contrac-
tion sign) the portions of the interaction pertaining
to the electronic spin system. This greatly sim-
plifies the calculation of matrix elements of the
former. Second, even though the tensors (Il- Iz)b
and ( f)bbb for example, have components
which transform as scalars, vectors, etc., only
the second-rank-spherical-tensor components, in
the first case, and the fourth-rank-spherical-ten-
sor components, in the second case, are contracted
with nonvanishing tensors of the electronic-spin
system. This fact enables us to develop group-
theoretical selection rules for the transitions
caused by successive terms in the expansion.

If we consider molecular eigenstates of total an-
gular momentum J= L+I we can apply the Wig-
ner-Eckart theorem to identify the possible transi-
tions caused by each succeeding term of the expan-
sion. The resulting selection rules are sketched
in Fig. 1 for the lowest few J values and for the
lowest rank tensors. Thus, independent of any ap-
proximation made by dropping higher-order terms
in Eq. (19), the total transition rate between =0
and /=1 states may be found by keeping only the
first term of the expansion. To calculate the rate
between /=2 and /=1 states we need only the first
two terms of the expansion, etc.

As our first approximation to the full interaction
we drop all but the leading term of Eq. (19). We
form the second-rank spherical tensor b(f, - T,)
with components

’I‘éz’(ﬁ-f)=%b’1’ ,

T B =- 1" 15+ 1" b9,
T GD =V -56 1" -
TP®OD=L @ 1°+v°1),
T'20GD=10"1",

where b*=b,+ib,and I =1, - T,. The truncated in-
teraction Hamiltonian then becomes

$6°1%, (20)

e~ =3 1, 3 o ? DT (H) . (21)

Uz

Apart from statistical factors appropriate to the
molecule, the standard Golden Rule expression for
the para-to-ortho conversion rate is

A= Zﬁ"; Z en | p,n|3i| O’ )|%6(E, - E,) . (22)
By » and »’ we denote states of molecular transla-
tion and electronic spin, while p and O, refer only
to molecular spin and rotation states. E; and E,
are the initial and final energies of the entire sys-
tem, E, is the energy of state n, and Z=73 ,e™%En,
Because of the complexity of ¥¢,,, it is more con-
venient to express Eq. (22) in terms of time-depen-
dent correlation functions. Writing

1| iEEpem
o(E; — Ef)= a7 € dat

= b i(Bj-Ep)t/n (23)
27 ), dte +C.C.,

we have, in the usual way,

"z Z; e f- <P,nl et *0¥n 30, e-mot/h‘ Own")
0

k.n.
x(Ogn’ | 3Cype| p,mydt +c.c.  (24)

The intermediate states in Eq. (24) are product
states involving nuclear spin and rotation, molec-
ular translation, and electronic spin. Extracting
the time dependence due to 3., , using the fact that
a complete set of molecular translation states and
electronic spin states is represented by 17" ><n'l ,
and using the explicit form of 3C;,, , we have

dN

N
/

T
"
nN o wWop

T 1
"
C © o o
woon
o o0 — N
1

(a) (b)

FIG. 1. Allowed para-ortho transitions due to suc-
cessive terms in the expansion of the interaction, Eq.
(19). (a) Rank w=2 tensor, (b) rank w=4 tensor. The
energy splittings for different J values have been exag-
gerated for clarity.
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_ [ z [ Wop $ 2
) [ ez ol 06Dl

X(TD*(H, )T H, 0)) +c.c.  (25)

Further simplification of Eq. (25) is impossible
without specific assumptions regarding the para-
and ortho-molecular states. Because of the poten-
tial V(R) the adsorbed molecules are perturbed
from the eigenstates of a free rotor appropriate to
the gas phase. The extent and nature of this per-
turbation depend upon the details of surface geom-
etry.® Here, in calculating matrix elements we
will approximate the rotational eigenstates by their
free-rotation forms but treat the rotational energy
differences 7w,, as parameters which may vary
from their free-space values. ®

The molecular spin and rotation matrix elements
can be evaluated in straightforward fashion. As
illustrative, consider the I=0-1'=1 transition,
Then,

2 | (] 7 B0, !

=(=)*p|T@GBDTS(T)|p), (26)

since the set of I’ =1 ortho-states is a complete

set in so far as matrix elements of 73’ (b 1) are
concerned. Only the scalar portion contributes and
this is independent of u:

(- T@(b) T2 bT) =4 s¥( 1B +13- 21, 1))

=5 o%(3-20,- 1)) (27)

In the para-state T, - I,= -2, and hence
2 |@=0|T® (b1)|0,)|%=40%. (28)
k

For other sums of matrix elements the same
method can be used because of the Al=1+1 selection
rule. It is then straightforward to derive the gen-
eral expression

o K 1 T@T) 1 mm ) 122k 52
ml,m,:,m,:
(29)
where k., =H1+1"+1) .

The final factor entering the transition rate is
the correlation function (T (H, ¢) T (H, 0)).
The field H and its gradients which appear in the
above tensor operators is that due to all electronic
spins both on or below the surface. However, the
magnitude of the contribution from a spin a dis-
tance R away from the molecule falls off as R™.
Further, in the correlation function above, this
factor is squared, so that the range of the interac-
tion is actually quite short. We thus approximate
that the dominant portion of the transition rate is
due only to the first surface layer of paramagnetic

ions, and neglect the contribution of ions deeper in
the bulk.
The explicit tensor operators are

= s W /-6a'S; 15@;. a)(a*)?
Téz’(H)—? _zi(—s—ia +——,——’a ) ,

-

T (H)=T* (H),
a*S§+S;a* _5a*a (S, - 3)\
as a’ );

T{Z)(ﬁ)= 23”5 , (30)
¥
T? ()= - T (),

- 6a*s* 3(5,- 3 5(a®)?
-3 1] 050 s

where a= ﬁ, -T is the vector distance between the
jth surface spin and the molecule. It becomes con-
venient to introduce a two-dimensional Fourier
transform in Eq. (30). This is easily accomplished
by the replacement

E Tfla) <§p R’j -T)~ JZZ T(ua)(s 7 ) 5Rj-i~-l

i a2

1 . <
=ﬁ2 Z} eil mi’f’”Tﬁz’(Sj, 3, (31)

a i,

where the functions T (8, R, —¥) are given by Egs.
(30). N is the number of equivalent lattice sites
on the surface, and is not necessarily equal to the
number of paramagnetic sites. The set of vectors
a=(a,, a,, z) defines the distances from molecule to
local spin within which the dipole interaction is
considered effective.

Since each tensor operator in Egs. (30)islinear
in the spin operators we may write

T®@E,3)=5,- @), (32)

where the Eu(i) are spatial form factors for the
dipole interaction., Inserting this definition into
Eq. (31) we have

s e 1 SR EDE L
%; T:Z)(Sj,Rj—r)=NZ).E eti*(Rj r-i)sj . Bu(a)

qQ a,j
=2 e E; - BL@)] , (33)
where
5;=(1/N)2 iRy 5,
! . (34)
B.@=2 B,@e? .

Thus the time-dependent correlation function be-
comes

(TP*(H, 0T (H, 0))

=D, <e-¢i-r‘(t)eia'-ao) )
@

<([80)* Bu(@]* 4. (0) - B.@))
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= ? (enEWmHFOy ([5.(4) . B, @)]*50) B, @) .

(35)
In writing Eq. (35) we have adopted a random-phase
approximation, so that

(emi T T Oy b2z e-ﬁ-l?(t)-?-(on)
q

and
(S% Sge)=06gq+ {S§ Sg) -

This is rigorously true for a homogeneous sur-
face, but is otherwise true only in an average
sense,

The two factors of Eq. (35) are, respectively, cor-
relation functions involving the translational mo-
tion of the molecule and the dynamics of the elec-
tronic spin system. In the latter the form factors
guarantee that only correlations involving the same
spin component survive:

([540) - B.@1*840) - B.@)
= 2. (Si:(t) sk0)y | B.@ |2, (36)
i

where i=x,y,2., Our expression for the transition
rate between the para-state with orbital angular
momentum [ and the ortho-states with orbital an-
gular momentum [’ is finally

£

Agye =k,,.(u,b/2ﬁ)2f_

dtZ <e-ia°[?(n-?(0)1>
0 g

x 25 (Sta(t) SH0)) 22 | BL@) | 2e'er ¥ +c.e.  (37)
i A

Here w,, has been replaced by the difference in en-
ergy between the I’ and [ orbital states which we
denote by w;. Equation (37) is the central result
of this section. Before applying it in detail we
pause to identify the possible forms of the time-
dependent correlation functions.

Consider the correlation function involving mo-
lecular position. There are two appropriate limits.
If the molecule moves over the surface essentially
as in a two-dimensional gas, r(f)=T(0)+Vt, where
V is a thermal velocity of motion parallel to the
surface. Averaging the spatial correlation function
over a two-dimensional Maxwellian velocity dis-
tribution we find the simple result

<e-ia"[?(t)-x’(0)]>=e-qzﬂ'zt2 , (38)

where 7 is the rms thermal velocity (26T/M)Y2,

On the other hand, if the molecule is found pref-
erentially at certain surface sites, random phonon
collisions can cause it to execute a kind of random
walk from site to site across the surface. The
exponential can be expanded, and for a Gaussian
random process the higher moments {[r(¢) - r(0)]")
can be related to the second moment ([r(z) - ¥(0)]?).
Resumming the series we have

3 - _Do2
(e-ii’ L) ?(0)1)= gDt (39)

b

where D is the diffusion constant. One additional
factor which can enter is the surface lifetime. In
that case the molecule executes a “lossy random
walk” with an additional probability that stochastic
forces will eject it from the surface into the sur-
rounding gas. Calling this lifetime 7 we have

(em T TEIFOIy _ ot/ oDt (40)

A similar correction can be applied to Eq. (38).

The spin-spin correlation is discussed most
readily in limits appropriate to (i) a dilute random
array of uncoupled moments and (ii) a regular array
of exchange coupled moments. In the former case
the spin dynamics is governed by the spin-lattice
relaxation time T;:

(St4(2) S50) )= (N, /N*) 5 S(S+1) et/ T2, (41)

where N is the number of spins. In the latter case
the possibility of spin waves exists, and these can
produce a kind of resonant transition probability.
This arises when (S_g(t)S4(0)) = 7@ (S_2Sg),
where w(g) is a spin-wave energy = w ;.

In any case Eq. (37) makes clear that there exist
two means to supply the necessary energy for the
conversion—the translational motion across the
surface or away from it, and the dynamics of the
spin system. Which of these is more important
depends on the particular temperature and the sub-
strate under consideration.

III. APPLICATION

With this formalism, we proceed to calculate
the conversion rate appropriate to the two cases
of a dilute number of paramagnetic spins and of a
dense regular lattice of exchange coupled spins.

A. Dilute Concentration of Paramagnetic Centers

Here we consider a surface in the x-y plane con-
taining N, paramagnetic impurities sufficiently
diluted so that each impurity separately affects
molecules in its vicinity. Then the spin correla-
tion function is given by Eq. (41) and the rate of
conversion from Eq. (37) is

N, /b \2 1
Nore=Phore _L(_P_) —S(S+1)f dt ot gt/ Ty
12 114 N on 3 o

2
x%;(e“'"“"""”) 2 2 |BL@ |%+c.c.

i2X 9,8 Hz=2
(42)
Essentially the only factor which has not been
specified in some limit is the sum of form factors.
If the molecular motion across the surface pro-
ceeds in a continuous manner, governed either by
diffusion or by a Maxwellian velocity distribution,
we can evaluate these form factors in the limit of
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-
continuous a.

t(q Ee-w-zﬁ (") L-affd -ca.xﬁt(a)

(43)
where L? is the area of a unit cell of the surface.
If we define the angles made by E and a with respect
to a fixed x axis as ¢’ and ¢, respectively, we
have

Then,

BL@)= L'zf d¢f adae @ ooste-o" gi (3) |
(44)
The integrals can all be carried out exactly, yield-
ing the remarkably simple results

5,0 =- f%#xqzew‘em°'kos¢',i§n¢',—i),

B @=31@ ,

2,@) - 2_"L“zs_ g®e™ e'®’ (cos¢’, ising’, - 1) ,

B.@=3+@ , (45)

B@ = 2Ba )72 4% e (cosg’, ising’, - ) .
Hence,

2 2
T D |ai@|t-2 () gte. (46)
The short range of the interaction is indicated by
the factor of q4 and the exponential dependence on
2. With this result we can perform rate calcula-
tions appropriate to the different kinds of molec-
ular motion on the surface.

As the first example we allow the molecule to
move in accord with atwo-dimensional Maxwellian
velocity distribution at temperature 7. Then the
conversion rate becomes

2 o
Aype=Ryge %(-‘zf’h_—b) §S(S+1)f dteterit

xl_]\:f %} (e"“'")(ﬁp' > gte®*ic.c., (47)
where we ignore both the surface lifetime and the
spin-lattice relaxation time as small compared to
wy;e. The bracket around the factor for transla-
tional motion now indicates an average over the
velocity distribution.

We take the appropriate continuum limit so that
in polar coordinates

N =
q
where g, is a cutoff wave vector.
angular average we have

ifz’d(p <e-iE~?t>
2" 0

(48)

Performing the
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1 & .
= ?ﬁ d¢)l <ei¢vt coso >= (Jo(qvt)> . (49)

The time integration in Eq. (47) yields
foudt cosw,.,t <Jg(q’l)t)>

=(0(gv ~w;;)/[ (qv)a - w%’z]”z)» (50)

where 6(x) is the unit-step function.
The average over velocity can now be carried

out:
y-#f

_Yn
T g7

vdy e'”zlu
(qv) —wyer)

0( V=wjge
[(qv) —wm]

e-w%:,/qa;yz .

(51)

Thus our final expression for the transiton rate
becomes

Aye=2\Fla), (52)
with
J2n N S(S+1) (yp)? B\ 1
MY N3 <z><L)ZB (53)
and
2q0%
F(a)= %’ a[ dx t e * e 9%/, (54)
0

Here B is the rotational energy given in Eq. (2)
and o is the dimensionless parameter w,.;(z/7).
Taking the cutoff wave vector so that 2¢,z=6,

the numerical results obtained for F(a) are plotted
in Fig. 2.

075

F(a), G(y), H(X)

0.25 I 1 L 1 1 1 1 | | 1 )

a,y, X

FIG. 2. Spectral weight functions F(a), G(y), and
H(x) vs @, v, andx, respectively. F(a) is a measure of
the dipole-gradient power spectrum for a two-dimension-
al Maxwell-Boltzmann H, gas with o = wz (M/2kT)1/2,
G(y) is the power spectrum for diffusive motion with
'Y=wz2/4D, and H(x) is the spectrum for motion con-
trolled by a surface lifetime 7 with x =w7.
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If the characteristic time of passage z/7 is long
compared to wj}, then > 1 and

Fla)~ ate®??, (55)

In the vicinity of @~ 1, there is a broad maximum
and for o <1,

Fla)~ Vra. (56)

For the =0 to I’=1 transition and an assumed val-
ue of z~2 A, the peak in F(a) occurs for T~ 1200
K. Since this value is proportional to (w;q/ z)z, it
is sensitive to the energy-level spacings of the
para- and ortho-states as well as to the effective
distance of approach z. It is possible that the sur-
face potentials could be such that the temperature
of the peak is in fact considerably reduced. For
example, if the rotational motion were hindered to
two-dimensional rotation, then the peak for the
71=0 and I’ = 1 transition would occur at room tem-
perature. The remarks following Eq. (39) are
appropriate here.

Consider now a second case in which the molec-
ular motion is diffusion dominated. If we neglect
the surface lifetime and spin-lattice relaxation,

N, (2 2 /b\% 2
)'ll'=kll' ?(i;—ﬁh—) (z—) —3— S(S+1)

© % d R 2
xf dte""l't'f E‘Z_ q°e 2P ¢ ¢,
0 b “T

(57
Carrying out the time integration, we can write
this in the same form as Eq. (52):
Ape=2G(Y). (58)
In this case,

e

4 qcx/a 7
Gly)= %—‘yf dy %T— (59)

2
+
0 Y

and 'yEw,.,zz/4D. Figure 2 shows a plot of G(y)
obtained by numerical integration using the same
cutoff g,z =3 as before. At high temperature, y <1
and

G(y)= 0. 3187. (60)
I}

dt

and
d d
E?bNO:_EGN’ . (66)

Here we are treating the H, molecules as freely

rotating in three dimensions and taking 7w, = BI(l +1).

d -
e 6Np= -[7t°1+(7\21+7t23)e'”“’2+(7\43 +X45)e an4+' .

The transition rate then exhibits a negative tem-
perature coefficient proportional to D, Atlow
temperatures,

G(y)~ 0. 315y (61)

and the transition rate decreases as the diffusion
coefficient. A maximum occurs for y~ 1.

As the final possibility for molecular motion on
the surface, we consider the case in which only the
surface lifetime is important. The molecule ex-
ecutes no motion other than its hop on and off the
surface. Then Eq. (37) reduces to

2q £ ©
Agge= ﬁ-f ¢ dxxse"‘Ref dtel“ritet/"
° ’ (62)
=)\H(Q’1'1Ts)y
with
H(x)=1.40[x/(1+4%)]. (63)

H is plotted in Fig. 2. It exhibits the same type of
resonant behavior found for F and G. The transi-
tion rate peaks when 7=w7:;. Thus an extremely
short surface lifetime is required for maximum
conversion efficiency. In general we expect 7
>wp;, SO that

)t”:w 1.47\/0),.,1'. (64)

Note that in each of the three cases considered
the spin-lattice relaxation lifetime has not ap-
peared—the spin system has been considered to be
static. Unless T,510™% sec, it can safely be ig-
nored in comparison with w ;.. To the authors’
knowledge no experimental dependence of the p+-o0
rate on the spin-lattice relaxation time T; has ever
been observed® which is consistent with the phy-
sical expectation that T, is long compared to w;}. .

In order to obtain the absolute para-ortho con-
version rate, we consider the case in which the
rate determining step is the rate of conversion on
the surface. Assuming that there is a rapid inter-
nal thermalization of the individual para- and ortho-
surface-state manifolds, the rate equations de-
scribing the relaxation of the nonequilibrium sur-
face concentrations of para-8N, and ortho-5N, have
the simple forms

16N, /z,

+[(o+Ry2) BP9 £ (Agq +2gp) e PP “3 4. . L] 8Ny /20  (B5)

The para- and ortho-partition functions have the
standard form

z2,=1+5e®"“24+9e N ¥g ...
? ’ (87
—3p-Bhwy , m BN W
zp9=3e +Te B4eee,
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The physical interpretation of Eq. (65) is straight-
forward. The first term takes into account the
thermal occupation and transition rate out of all of
the para-states, while the second term describes
in a similar way the rate of transitions out of the
ortho-states and hence into the para-manifold. The
degeneracy factors (27 +1) which one expects in the
numerator are already included in our definition of
M0 5 see Eq. (29).

Combining the rate equations gives

d
i (8N, — 8Ng) = — B(5N, — 6N), (68)
with the absolute rate constant given by
k_ H(wyoT) . [H(wyo 7) +H(wyy 7)] €751
-8w
L Hwy 1) +Hwgp )] e702 (69)

Z,

Here H is appropriate for the case in which the sur-
face lifetime 7 controls the dynamics. For free
motion or diffusion F or G should be used in place
of H.

In order to determine the temperature depen-
dence of the absolute rate given by Eq. (69) we
must include the temperature dependence of 7. As
a simple parametrization we will assume that 7
has the activated form

Twm=ae°“ . (70)

Here t is the temperature measured in units of the
temperature separation of the lowest para-ortho
states (for free rotation ¢=g}T). The parame-
ter w,o/a represents an effective vibrational fre-
quency of the H, molecule perpendicular to the
surface. For physical adsorption we expect that
the effective vibrational frequency w,¢/a is of or-
der 10'% so that a is of order 1. The parameter

b is a measure of the surface activation energy.

A value b =1 corresponds to a surface activation
energy of order 350 cal/mole. In computation we
have allowed b to vary from 1 to 5.

When the effective vibration frequency w,o/a is
larger than w,q (@< 1) the peak in the spectral densi-
ty H(w) moves from above w;, at low temperatures
to below w,;q at higher temperatures. This causes
the conversion rate from =0 to I’=1 to increase
with temperature at low temperatures, reach a
maximum at an intermediate temperature where
Twip~ 1, and then decrease as the temperature is
further increased. This can also come about sim-
ply by the variation in thermal population of the
various states even if a >1, At higher tempera-
tures the relative population of the I'=1 state de-
creases, and the spectral weight H(w) can be suf-
ficiently weak for the higher transitions that dk/dT
becomes negative. Thus both negative and positive
temperature coefficients for conversion are pos-
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sible.

For a=1and b=1, the successive contributions
to k/\ obtained from the first three terms in Eq.
(69) are plotted in Fig. 3 versus the reduced tem-
perature. We see that over this temperature range
(43-430 K), the first few terms dominate. In Fig.
4, results for various values of the parameters a
and b are given, It seems likely that a >1 for most
physical situations.

In a similar way, we have parameterized the dif-
fusion constant as

wmzz/D=a'e"'“. (71)

Then, using the appropriate values of G in Eq. (69),
we have obtained the diffusion results for k/\ given
in Fig. 5. We expect that b’ will be less than b .

since the activation energy for diffusion should be
less than that for evaporation. We have used val-
ues of a’ equivalent to those previously used for
a. Finally, for the case of free motion, taking
z=2 A and 5= (2T/M)*/?, we obtained the results
for /) shown in Fig. 6.

The variety of thermal behavior illustrated for
these three dynamic models is further complicated
by the variation in the ortho-para spectrum pro-
duced by the surface potential. As the rotational
motion becomes hindered, the energy splitting and
degeneracies can change from the three-dimensional
form to two-dimensional and even to one-dimen-
sional form. Inaddition, it may well be that the

local atomic arrangement characteristic of the cat-
alytic sites is such as to locally hinder the motion.
One of the important consequences of this hinder-
ing is that the relevant para-ortho energy dif-
ferences are reduced. Thus even if w;o7>1 for
free rotation, it may be that the hindered fre-

It is just for this

quency @ is such that @97~ 1.

075 -

0.50

>l=

0.25

FIG. 3. For a=1and =1, the first three terms con-
tributing to /A, Eq. (69), are plotted vs the reduced
temperature t= 1172 T K. The uppermost curve corresponds
to 2/ obtained from the sum of these contributions.
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>|x

>|x

FIG. 4. The normalized conversion rate 2/A vs ¢
=é T K for the case in which the surface lifetime 7
=(a/wige® /t controls the dynamics. The value of g is
listed just above the ¢ axis and the b values are listed
next to the curves.

reason that we have plotted k/x for a variety of
parameters. We hope that it will be possible to
use these results to deduce some information about
the nature of the catalytic site and the H, motion
from the experimental temperature dependence of
the rate.

The net number of para-H; molecules converted
to ortho-H, molecules per second can be written

k(6N , = 6Ng) = AN, 60(k/). (72)

Here we have introduced a coverage fraction 66
which gives the nonequilibrium difference between
the ratio of the sites occupied by para-H, and ortho-
H, molecules:

86-= (5N, — 6Ng)/N. (73)

N=A/L? is the number of possible H, sites on an
area A of the surface. Taking L and z equal to
2 &, Eq. (72) gives

R(6N, — 8Np) =2x10% [3S(S +1)]N,66(k/2). (74)

For a coverage fraction &9 of order 1%, this cor-
responds to approximately k/\ conversions per
surface impurity spin per second. Thus, to within
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10t b=0.5
b=1Q
X I
A
05+ bl=|.5
a'=05
0 1 1 | L 1 | 1 L |
0.5 1.0 1.5 20 25

1
1.0 . 20

FIG. 5. The normalized conversion rate /A vs ¢
= T K for diffusion with wye2’/D=a"e?"/t.

a factor 2S(S+1), the ratios 2/ plotted in Figs.
4-6 can be interpreted as the number of conver-
sions per surface-impurity spin per second for a
coverage fraction of 1%.

B. Dense Magnetic Lattice Substrate

In a regular lattice of spins, several additional
effects of physical interest can influence the con-
version rate. First, if the exchange coupling is
comparable to 7w,;., the dynamics of the spin sys-
tem become important. For example, in the or-
dered state, Nlisca’ has pointed out that the energy
transfer in p < o conversion can be supplied by the

05

>|=

FIG. 6. The normalized conversion rate k/A vs t=i—§—2 TK
for a two-dimensional Maxwell—Boltzmann H, gas.
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absorption or emission of a spin wave. Secondly,
even when the energy transfer comes from the
center-of-mass motion of the H, molecules, the
static spatial correlations of the lattice of spins
will affect the conversion rate. Here we briefly
discuss the dynamic spin-wave problem using the
formalism of Sec. I to obtain an explicit expres-
sion for A,;;.. We then turn to the effects of spatial
correlations and examine the conversion rate in the
vicinity of the Curie or Néel temperature for the
case in which the energy is supplied by transla-
tional motion.

Our starting point is again Eq. (37), but for ease
of later analysis we adopt a somewhat different
approximation for the form factors. Consider the
specific case that the molecule sits preferentially

T (8% #)SH0)) 1 | BL@)|® = (Bry/2*)?1(S2(2) S5(0)) + (S(¢) S3(0)) + 6 (S%;(¢) SX(0))]
i u

and Eq. (37) reduces to
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above a magnetic site. Because the interaction is
of such short range, it is a useful approximation to
assume that this site is responsible for all of the
catalytic activity. This corresponds to setting a,
=a,=0, a,=z in the Fourier transform of f,(a).
Bu@ =20 ema B.@=8,E=(0,0,2)). (75)
a
Thus, the form factors are independent of §, and
from Eq. (30) it follows that

Ba(d)=0=B_,@),

Bi(@) = (3ry/2%(1, 4, 0)=BH(@), (76)
Bo@)=6 V3 (u,/2%(0,0,1).
Within this approximation
(77)

Nae= ks (31, 1Y/ 2240 f Catetennt D @ RGORON (50(1) 53(0))+ (S5 (1) SH0)) + 6(S% (1) SHON) ] +e. c.

0 q

To treat the translational correlation function in
Eq. ('78) we first consider the specific limit in
which the time dependence of the spin operators is
much more rapid than that of the molecular mo-
tion. Hence we set T'(¢)~T¥(0) and

(e R TD-FOy 1 (79)

We will ignore H, surface lifetime effects.

As illustrative of the effects to be expected con-
sider the case of ferromagnetic ordering along the
+z direction. An analogous calculation could be
carried out for antiferromagnetic ordering with
similar results. In the ferromagnetic case the two
transverse spin correlations of Eq. (78) correspond,
respectively, to single magnon emission and ab-
sorption. Notice, however, that the operators S;*
are hybrid operators. They create or destroy a
single magnon of wave vector { in the x-y plane at
z coordinate zero. Therefore, we can represent
them in terms of a sum over the @, component of
the fully Fourier transformed operators Sa:

+ _

S¥= OZ‘, S%. (80)
4

Introducing an effective surface magnon energy of
states p (w) by
z [ (S(1)S30)) et dt = 25T (w) py (@), (81)
q -
where n(w) is the Bose factor, the transverse con-
tribution to X;;., Eq. (78), reduces to

(78)

—
2
Ni)i=kyyenS (31, b b/Hz*V R

x{ps (= wy ) [1+n(=wyy )]+ (@g)nlwy, )}
(82)

This expression will be valid so long as the magnon
density of states and the Bose factors vary slowly
in comparison with the inverse of characteristic
damping times. Note that %Zw,;, is the energy dif-
ference between an ortho-state of angular mo-
mentum ! and para-state of angular momentum ',
If 1>1' then w,,;. is positive, but if <!’ then w,,, is
negative; and p(- lw|)=0. In the temperature re-
gion BT > Filw,;.| the transition rate can be ex-
pressed as

(A2~ [4.5/(S+1)](L/2)? kTps(|wyy | )2, (83)

This can exhibit a temperature dependence in p; due
to the renormalization of the spin-wave energies
as well as the simple linear dependence arising
from the increasing number of magnons at high
temperature.

In the low-temperature limit 2T < 7Z|w;; !,

)i~ [4.5/S +D(L/2) 2R | w0

X[ pg (= w”’)+ps(wll')e-8nw"'] . (84)

In this case, the conversion requiring magnon ab-
sorption falls exponentially as the number of availa-
ble magnons decreases, while conversion driven by
magnon emission becomes relatively insensitive to
temperature. However, the latter process is ex-
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ponentially damped by the fact that relatively few
high-energy para-molecules are present at low tem-
perature. This statistical factor is, of course,

not contained in Eq. (84).

We conclude by estimating the rate of these mag-
non-assisted processes. With z2=2 A, n(iw,;.)=1,
and py(w;;0)~ Q/Jeze™ Q/Tiw ;- we find an absolute
rate 10°QS 50 sec™! per spin. For @~ 1, this rate
is comparable to that obtained when molecular
translation supplies the necessary energy [cf. Eq.
(74)]. However, as discussed by Ilisca, " if the en-
ergy fw;;. corresponds to a peak in the magnon den-
sity of states, the value of @ can be an order of
magnitude or more larger.

Note in addition, that the relative stability of
our estimates of the absolute conversion rate should
not be taken to imply an expected uniformity of con-
version rate for all catalysts. Many of them un-

J

31, s bY
)‘u'=ku'(_2;§;45_)
/ q

b (BEe BN 2Dg*
W\ 2mzt ) T whe+ (DgR)?

The form factor in Eq. (85) limits the range to
(D/w;y)*'?%, which means that the short-range spin
correlations dominate and X,;;. varies as the sur-
face interaction energy. The temperature deriva-
tive of the conversion rate should then be propor-
tional to the magnetic specific heat of the surface.
This argument is similar to that originally intro-
duced by Fisher and Langer® to explain the tempera-
ture dependence of the electrical resistivity of a
metallic ferromagnet near T,. Here, however, the
local surface-spin correlations are explored.

It is worthwhile to pursue this somewhat further
with a more specific model of molecular transla-
tion. Suppose there were a definite array of local
surface spins, and the molecular hopping proceeded
with a rate p from one site to the next. The dis-

3 b ¥
Ape=kyy (_I-l_,_lls_l) 2

Zh'w".z s

In this case the transition rate is seen to involve
only autocorrelations and nearest-neighbor pair
correlations.

If one spin site is equivalent to any other, and
rotational invariance holds (i.e., neglect surface
anisotropy) we have the simple result

ltz'=ktt'(iuﬁ‘i")z (§%N‘°') (8- 8oy~ (8- 8,))

h—w”'Z

37 5 I [(ShS3)+ (SaS8) +6(S555) = (SkShus) — (53 Shus) - 6(SH S -
R
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doubtedly have material parameters, e.g., D, 7,
Joxens Which cause them to operate at far below
their theoretical maximum efficiency.

Another characteristic effect of a regular lattice
of spins on the conversion rate arises from the
spatial correlation of the spins. Clearly these
spatial correlations will influence the gradient fields
probed by the adsorbed H, molecules. The time de-
pendence of this field can be due to the dynamics of
the spins, as is the case of spin waves, or to the
translational motion of H,. Here we focus on the
spatial spin correlation effects near the Curie or

‘Néel point for a material in which the translational

motion supplies the energy transfer.

We will use the form factors given in Eq. (76).
I, in addition, we ignore the H, surface lifetime
and assume that the dynamics are described by mo-
lecular diffusion, Eq. (39), the conversion rate is

° - 2 + - - +
]; dt e“"”"z_‘, e P ‘((S_asa)+<S_ESa)+ 6(S§S$))+c.c.

(85)

(5253 )+(S2;5¢)+ 6(S55%)).

|
crete lattice counterpart to Eq. (39) is then

(e~ 1T )70 y= exp(—pt Y- e-ia-s)) , (86)

-

where 3 is a distance to a nearest-neighbor spin.
This reduces to the continuum limit as §- 0 with
D=p8s%. Using this form and neglecting terms of
order (p/w;;.)? compared to 1 in the denominator
we find that
3u, 1. b2 i3ed
7\zz'=kzl'(2 ;) 221’?’(1—6 )
qQ ]

h’w,,:z
X((S%83)+(57;52)+6(S%;S5)).  (87)

The sum over { may be done exactly from the de-
finition of the Fourier transform:

(88)

-

B - &)

where N, is the number of nearest neighbors, §o

is the spin operator for a typical site, and §1 is the
operator for one of its (equivalent) nearest neigh-
bors. We note that even without the assumption of
rotational invariance, there will always be a por-

PN,
|C0”l|
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tion of Eq. (88) which can be written in such rota-
tionally invariant form.

The first term of Eq. (89) will have no marked
temperature dependence near the critical point
since the hopping rate p should not vary substantial-
ly. However, if the spin system is governed by
Heisenberg exchange, the second term is propor-
tional to the magnetic energy of the surface spins.
Neglecting the variation of p the temperature deriva:
tive of Eq. (89) near the critical point yields

Ay 15 (1_, p

C, (),

daT 7 \2/ lwy! Jega

T~ TC,TN (90)

where Jg,q is the exchange integral and C (T) is
the surface specific heat per spin. For antiferro-
magnetic ordering, Jo4<0 and Eq. (90) predicts
an increase in the conversion rate as the system
orders. For a ferromagnetic transition Jg, >0
and a decrease is indicated.

Although we have obtained this particular result
under specific geometrical assumptions regarding
the interactions of the molecule with the spin sys-
tem, we expect that the earlier general arguments
concerning the importance of short-range correla-
tions will carry over to more general cases. So
long as the diffusion is relatively slow (compared
to w;;+), and the replacement of dynamical short-
wavelength spin correlations by static averages is
warranted, the conversion rate should reflect the
temperature dependence of the surface magnetic
specific heat.

IV. CONCLUSION

We have not attempted to explain in detail the
wide variety of experimental measurements on the
p —o transition. Our purpose has been rather to
explore a framework, based upon a microscopic
study of the conversion process, within which ex-
perimental results can be interpreted. It is unfor-
tunate that much of the literature is clouded by
rather ill-defined theoretical concepts such as, for
example, “negative” activation energies. This is
perhaps understandable in the light of the great
complexity and variety of surface phenomena; how-
ever, we have tried to present our treatment in
terms of parameters such as v, 7, D, w;p», and
2z which are hopefully more amenable to measure-
ment and calculation.

In Sec.II we have expanded the interaction Hamil-
tonian responsible for the transition and developed
group-theoretical matrix-element theorems which
justify the neglect of all but the first term in the
expansion. The Golden Rule of time-dependent per-
turbation theory has been used to find a general ex-
pression [Eq. (37)] for the transition rate in terms
of two correlation functions involving the molecular
position and the surface spin system. The time de-

pendence of these correlations then determines
which contributes more effectively to the rate of
conversion. In the limit of dilute, widely separat-
ed paramagnetic surface sites we find that the ki-
netic energy of the molecule governs the transition
because spin-lattice relaxation times are generally
too long. Inthe case of a magnetically ordered
surface, emission and absorption of spin waves can -
become rate determinative if J,,., is large enough.
In addition, spatial spin correlations can play a sig-
nificant role.

In Sec. Il we have investigated three possible
types of molecular motion: (i) motion as in a clas-
sical two-dimensional Maxwell-Boltzmann gas;

(ii) motion governed by diffusion; and (iii) motion
simply on and off the surface. We find that under
different conditions there can be negative as well
as positive temperature coefficient of conversion.
These results provide a basis for understanding the
activation energies which occur repeatedly in ex-
perimental literature. Given the uncertainties in
such parameters as w;;», 2, and D, we estimate
an absolute rate of conversion per spin which is
comparable to that often encountered experimental-
ly. We believe that it should be possible to use the
theory to determine these parameters from the
measurements of the p o rate.

For magnetically ordered systems we have dis-
cussed the phenomenon of resonant conversion due
to emission or absorption of spin waves first sug-
gested by Ilisca.” For this process to occur with

maximum efficiency it is desirable that J .= 7w,
If Joyen <7y, resonant conversion is impossible

because the spin-wave energies are too low; where-
as if Jogen> fwyg, the density of magnon states be-
comes too small. For resonant conversion we re-
gard the molecule as effectively static while the
spin dynamics induces the transition. Such a res-
onant effect is found to exist for both ferromagnet-
ic and antiferromagnetic ordering.

Finally, we have considered the effects to be ex-
pected near a magnetic phase transition of the sub-
strate. We have treated this for the case that the
energy of conversion arises solely from molecular
motion, with the spin system regarded as static.
Due to the small range of the interaction Hamilto-
nian, short-wavelength spin correlations are found
to be the most important. This leads to a depen-
dence of the conversion rate A;;» upon the magnetic
energy of the surface, and hence a prediction that
dx0/dT is proportional to the surface specific heat
near the critical point.

In conclusion we note that we have ignored mole-
cule-molecule interactions which occur on surfaces
of high coverage, and have not considered the ef-
fects which an externally applied magnetic field can
have on the conversion rate.?”'® These will be con-
sidered in later publications.
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The contribution of Pr’* in iron garnets to the first-order anisotropy constant and to the microwave
loss is highly nonlinear with respect to the Pr’* concentration and is shown to be strongly dependent
on the lattice constant. The value of the anisotropy constant per Pr ion goes from — 18X 10* to about
+3%10* erg/cm’ as the lattice constant increases from 12.4 to 12.7 A. The microwave linewidth of

Pr,ScFe,0
of Pr** in yttrium iron garnet.

The contributions of Pr* in the iron garnets (IG)
to the first-order anisotropy constant K; and to the
microwave linewidth have been investigated. In
each case this contribution is found to be highly
nonlinear with Pr content and to be strongly depen-
dent on the lattice constant. To our knowledge this
is the first detailed experimental study of the con-
centration dependence of K; and the linewidth in
rare-earth garnets. The usual formulation of the
expression for the linewidth!’? and the anisotropy®”
assumes that the rare-earth ions act independently,
and consequently the contribution per ion is inde-
pendent of the concentration. The only substantial
deviation from this single-ion approximation pre-
viously reported® is for the second-order anisot-
ropy constant K, at 80 °K of Y;Fes0,, with 1-at.%
Sm when compared to Sm3Fe;0,,. For pure SmIG
K, is large and positive, while for the 1-at.% Sm
crystal K, due to Sm is small and negative. The
value of K; at 80 °K extrapolated from the Sm-doped
yttrium iron garnet (YIG) sample is 25% higher than
the value obtained from SmIG. For GdIG, YbIG,
and YIG from 4.2 to 300 °K, ® and for SmIG and
EulG at 300 °K, " the single-ion approximation has
been shown to give an accurate description of K;.

6

12 is 21 times narrower than expected from the extrapolation of the low-concentration data

The anisotropy constant for the garnets indicated
in Fig. 1 was measured at 77 °K using a recording
torque magnetometer. To eliminate the growth-
induced anisotropy the samples were annealed at
1200 °C for 16 h. The results for K; per Pr ion
(per formula unit) are plotted in Fig. 1(a) as a func-
tion of the Pr content. (The Sc, is necessary to
obtain Pr; in the crystal.) To obtain these results
the contribution to K, of the host lattice was sub-
tracted from the measured anisotropy. For the
series Pr,Y,;.,ScFe Oy, and Pr,Y;.,Fe;0,, the an-
isotropy of the host crystals at 77 °K was taken as
that of Y;ScFe 0y, (Ky= —0.7X10* erg/cm®) and
Y,Fes0,, (K; = —2.2X10* erg/cm®), respectively.
Implicit here is the assumption that the anisotropy
of Fe* (d°) is independent of the rare-earth pres-
ent, Yttrium, of course, does not contribute to
K,. For the Pr,Gd;..Fe;0,, compositions the con-
tribution of the Fe® ions was again taken from the
YIG value and the contribution per Gd ion was de-
duced from the value obtained for Gd;Fes0;, at
77 °K (-3.7x106* erg/cm®). Here it is assumed,
as will be partially justified later, that the anisot-
ropy per Gd ion does not vary with composition.
For the sample containing Scy.sFey.5, the average



