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The paper reports on quantitative comparisons of experimental and simulated image intensities in high-angle
annular dark-field imaging in scanning transmission electron microscopy of a PbWO4 single crystal. The
experimental image intensities are normalized to the incident beam. Provided that the effects of spatial inco-
herence and multiple thermal diffuse scattering events are taken into account in the simulations, excellent
agreement within about 5% is achieved between theory and experiments. The comparisons depend critically on
accurate knowledge of the Debye-Waller factors, which were determined by x-ray single-crystal structure
refinement, and of the experimental thickness values. The Debye-Waller factors are different for different
atomic columns, causing column intensities to not be a simple function of their atomic number. Channeling
effects associated with the oxygen columns contribute to intensity variations between the Pb and W columns.
The results show that even for single crystals, image simulations are required to correctly interpret the contrast.
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I. INTRODUCTION

Atomic resolution high-angle annular dark-field
�HAADF� �or Z-contrast� imaging in scanning transmission
electron microscopy �STEM� is rapidly emerging as one of
the most important techniques for the direct determination of
interface and defect atomic structures in materials. In addi-
tion, because the image contrast in HAADF is highly sensi-
tive to the atomic number �Z�, these images can provide
information on the type of species in the atomic columns.
Two of the present authors �J.M.L. and S.S.� have recently
developed a method to place experimental HAADF images
on an absolute intensity scale, allowing for direct compari-
sons with image simulations without any need for scaling.1

Quantitative comparisons with image simulations of SrTiO3
crystals showed excellent agreement,2 provided that the
simulations account for thermal diffuse scattering �TDS� to
all orders �i.e., all multiple thermal scattering event se-
quences� and spatial incoherence. The excellent match is in
sharp contrast to conventional high-resolution transmission
electron microscopy �HRTEM�, based on parallel imaging
with electrons elastically scattered to low angles, where a
large contrast mismatch known as the “Stobbs factor” is
observed.3–6

The goal of the present study was to investigate if the
excellent agreement between experiment and simulation in
quantitative HAADF also applies to crystals containing
heavier elements than those in SrTiO3. In particular, in a
previous study of HAADF images of an epitaxial PbTiO3
thin film, a contrast mismatch was observed,7,8 which could
not be accounted for by the multiple scattering and spatial
incoherence alone. One can envisage both theoretical and
experimental reasons for the mismatch. For instance, on the
theoretical side, Anstis9 has suggested that the phase grating
�or Molière� approximation on which the standard simula-
tions are founded breaks down for heavy elements at large

scattering angles. On the experimental side, thin-film mate-
rials are subject to mismatch strain and nonstoichiometry,
which are typically not included in simulations. Analysis of
the possible causes of the discrepancy from that data set was
further hindered because the experimental images were not
acquired on an absolute scale. To avoid strain and nonsto-
ichiometry, the present study uses a single crystal of lead
tungstate �PbWO4�, which contains two cations with rela-
tively large Z �ZPb=82 and ZW=74�. By establishing that
excellent quantitative agreement between experiment and
simulation can be achieved for heavy elements in a well-
characterized specimen, the discrepancies noted previously
could become a source of further information about the ma-
terial.

II. EXPERIMENTAL

A single crystal of PbWO4 with the tetragonal scheelite
structure10 was obtained from MTI Corporation �Richmond,
CA�. The crystal was prepared for electron microscopy along
�100� by wedge polishing followed by argon-ion milling
�Fischione model 1010�. To remove amorphous surface lay-
ers, the sample was chemically etched in a 0.75 N NaOH
solution for approximately 2 min. The sample was then re-
turned to the ion mill for a short period ��3 min�. To avoid
charging, the sample was coated with an approximately 0.9-
nm-thick carbon layer. An FEI Titan 80–300 kV S/TEM op-
erating at 300 kV was used for HAADF-STEM �Cs
�1.2 mm�. The STEM imaging conditions were set as fol-
lows: extraction voltage of 4400 kV, spot size of 10, gun lens
of 6, and a convergence semiangle of 9.4 mrad. The focus
��51 nm underfocus� was determined using the maximum
intensity criterion in both experiments and Bloch wave simu-
lations, as described previously.2,11 A Gatan Enfina spectrom-
eter was used for electron energy-loss spectroscopy �EELS�.
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The thickness at each image location was measured by
using both the EELS log-ratio method12 and zone-axis con-
vergent beam electron-diffraction �CBED� patterns that were
compared with simulations. For EELS, the inelastic mean-
free path was estimated to be 105 nm from an empirical
estimate given by Egerton.12 Position-averaged CBED
�PACBED� patterns were acquired with a Gatan Ultrascan
1000 charge-coupled device camera while rapidly scanning
the probe across the area of the image. This allowed mea-
surement of the thickness directly after the acquisition of the
HAADF image with no need to change the optical param-
eters of the microscope. The thickness for each experimental
PACBED pattern was determined by comparisons with pat-
terns calculated with Bloch wave simulations. Fine details in
the PACBED patterns change rapidly with thickness, allow-
ing for a thickness determination accuracy of �2–4 nm by
comparison with simulations.13 For very thin regions
��30 nm�, the PACBED patterns could be matched to
within �1 nm.

The HAADF signal was measured with a Fischione model
3000 HAADF detector set to an inner detector semiangle of
65�1 mrad and an outer semiangle of approximately 350
mrad. The incident-beam intensity and image intensities
were acquired with a National Instruments dynamic signal
analyzer �model 4474� connected to the detector preamp-
lifier, as described previously.1 Because the HAADF detector
has a nonuniform detection efficiency, the effective incident-
beam intensity was determined by averaging the detector
output from 65–130 mrad.1 The images were acquired with a
dwell time of 49.07 �s and a frame size of 512�512. To
account for noise within the images, the maximum image
signal was defined as the intensity at which 1.5% of the total
number of image pixels ��3700 pixels� fell below the abso-
lute maximum image signal. The 1.5% value was chosen
based on the noise level of the images and so that the maxi-
mum intensities at the column positions were within this
range. The minimum �“background”� signal was defined as
the largest intensity for which 1.5% of all image pixel values
were above the absolute minimum image signal.

The multislice frozen phonon approach2,11,14 was used for
simulating the theoretical image intensities of PbWO4 be-
cause it correctly accounts for multiple thermal diffuse scat-
tering events.2,14 The outer detector semiangle for the calcu-
lations was 240 mrad, based on the sampling bandwidth
limit. Such simulations are inherently carried out for a point
source but a finite effective source size, or spatial incoher-
ence, can be readily included in postprocessing.15 To check
whether approximations made in the standard simulation
theory break down for the heavy elements in this specimen,9

we have compared the standard frozen phonon calculations
with calculations which make corrections for higher-order
Laue zones16 and with multislice calculations using a very
finely sliced three-dimensional potential.17 In both cases, the
more elaborate calculations were in good agreement with the
standard simulations. We also checked the performance
against standard tabulations18 of differential scattering cross
sections for scattering of Pb at 80 keV calculated using a
partial-wave expansion and found agreement. This agree-
ment is expected to be even better at 300 keV. That these
higher order methods do not significantly change the results

suggests that the standard approach should still be adequate
for this specimen.

The intensities of the atomic columns in HAADF images
are sensitive to atomic vibrations;19 thus, atom displacements
in the frozen phonon model require accurate values of the
Debye-Waller factor for each atom in the PbWO4 structure.
The Debye-Waller factors were determined by x-ray single-
crystal structure refinements. For the structure refinement, a
Siemens SMART platform diffractometer outfitted with an
Apex II area detector and monochromatized Mo K� radiation
was used to measure a crystal �approximate dimensions
0.25�0.25�0.03 mm3� at room temperature. The structure
was refined using the BRUKER APEX II program package.

III. RESULTS AND DISCUSSION

Similar to reports in the literature20 x-ray diffraction
showed a superstructure that was inconsistent with the I41 /a
space group of the ideal scheelite structure. The structure
was thus refined in the space-group P4 with a larger unit cell
�with the lattice parameter a multiplied by a factor of �2�
that was consistent with the superstructure and which had
previously been suggested for a Pb-deficient phase
�Pb7.5W8O32� from neutron-diffraction experiments.20 The
Debye-Waller factors for all oxygen atoms within the struc-
ture were constrained to be equal but free to vary during
refinement. The Debye-Waller factors21 for Pb and W were
found to range between 0.0134–0.0165, and
0.012–0.014 nm2, respectively, depending on their position
within the unit cell �see Table I�. The Debye-Waller factor
for the oxygen atoms was 0.0154 nm2. The refinements con-
verged at R=0.113 �R= ���F� / ��Fo�� for 572 unique reflec-
tions with I�2��I� and R=0.155 for all 1722 unique reflec-

TABLE I. Fractional atom coordinates and Debye-Waller factors
�B� in PbWO4 in space-group P4 with a=0.7725 nm and c
=1.2048 nm.

Atom x y z
B

�nm2�

Pb �1� 0.7487 0.2509 0.2494 0.0165

Pb �2� 0.5000 0.0000 0.5000 0.0134

Pb �3� 0.5000 0.5000 0.0000 0.0141

Pb �4� 0.0000 0.0000 0.0000 0.0134

W �1� 0.2491 0.2485 0.2505 0.0123

W �2� 0.5000 0.0000 −0.0003 0.0130

W �3� 0.5000 0.5000 0.5000 0.0121

W �4� 0.0000 0.0000 0.5000 0.0140

O �1� 0.0460 0.1830 0.5800 0.0154

O �2� 0.6870 0.4510 0.4190 0.0154

O �3� 0.0620 0.2930 0.3310 0.0154

O �4� 0.2030 0.0640 0.1670 0.0154

O �5� 0.2980 0.4450 0.1660 0.0154

O �6� 0.3150 0.0430 −0.0820 0.0154

O �7� 0.4330 0.2020 0.3320 0.0154

O �8� 0.5440 0.1850 0.0820 0.0154
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tions and 64 variables. The refinement suggested that the Pb
positions in this sample were fully occupied, consistent with
the composition PbWO4. Thus the superstructure was not
due to Pb deficiency. The moderately high R values were
probably due to the low accuracy of the superstructure re-
flections. All crystallographic directions stated in this paper
refer to the smaller scheelite unit cell, shown in Fig. 1. In a
�100� projection of scheelite PbWO4 �Fig. 1� the Pb and W
columns form pairs along �001� and alternate along �010�.
The oxygen columns also form pairs but their orientation and
spacing alternates.

The experimentally measured Debye-Waller factors were
used for the atom displacements in the frozen phonon image
simulations accounting for TDS. Figure 1 shows a simulated
HAADF intensity line scan along �001� across pairs of Pb
and W columns with and without TDS. The term “with TDS”
refers to a frozen phonon calculation averaged over several
configurations of the atoms �enough to obtain a reasonable
convergence�. By “without TDS” we mean a simulation in
the frozen phonon model using a single configuration with
no displacements of the atoms. With TDS, the overall inten-
sity scattered onto the HAADF detector decreases and the
contrast is reduced by 19%. Both are caused by a significant
decrease in the atomic column intensities due to thermal vi-
brations. This is different from prior simulation results for Si,
where accounting for TDS resulted in no modification of the
contrast.22 Without TDS, the Pb columns would have ap-
peared brighter than the W columns, as expected because of
their larger Z. With TDS, however, the Pb and W columns
have almost identical intensities. They alternate slightly in
intensity �depending on the thickness� because of the differ-
ent Debye-Waller factors for each column. Thus, a simple

intuitive interpretation of the image contrast based on Z is
not possible and image simulations are essential for correct
interpretation. Furthermore, the Pb and W columns cannot be
distinguished in the experiments.

In addition to correctly accounting for Debye-Waller fac-
tors in the simulations, accurate measurements of the thick-
ness are essential for comparisons between theory and ex-
periment. In particular, strongly scattering crystals, such as
PbWO4, are much more sensitive to errors in the experimen-
tal thickness determination than crystals with smaller Z. To
illustrate this point, Fig. 2 compares the thickness depen-
dence of simulated image intensities �background and maxi-
mum intensity, without spatial incoherence taken into ac-
count� for SrTiO3 and PbWO4. The background signal
increases with thickness by about a factor of two faster in
PbWO4 than in SrTiO3.

In this study, an estimate of the experimental thickness for
each image was first attempted using EELS.12 The thickness
values obtained from EELS, however, exhibited significant
scatter, most likely due to nonuniform surface contributions
�i.e., carbon surface layers�.2,12 In contrast, the PACBED pat-
terns �see Fig. 3 for an example� yield precise and highly
accurate thickness values that are very sensitive to small
changes in thickness. Although PACBED relies on compari-
son with pattern simulations, further validation of its accu-
racy comes from analyzing image intensities as a function of
thickness determined by PACBED. Figure 4 shows a com-
parison of mean HAADF image intensities in simulation and
experiments as a function of thickness, which was obtained
by PACBED in the experiments. Excellent agreement was
obtained across the entire thickness range. It should be noted
that the mean image intensity is not influenced by spatial
incoherence or instabilities, which results in a redistribution
of images intensities,23 relative to the incident probe, in con-
trast to the maximum and minimum image signals consid-
ered next.

Figure 5 shows a comparison of the experimental and
simulated image signals. The maximum atom column inten-
sities differ by a factor of 1.2–1.3 if simulations do not take
into account the cumulative effects of a finite source size,

FIG. 1. �Color online� �Top row� Simulated intensity line scan
along �001� in a �100� projection for a 17.5-nm-thick PbWO4

sample without thermal scattering �dashed line� and with thermal
diffuse scattering �solid line�. The effects of spatial incoherence are
not taken into account. The line scan is across the Pb and W column
pairs. Note that after including thermal diffuse scattering some of
the W columns can appear brighter than the Pb columns, opposite to
what might be expected from their atomic number. A �100� projec-
tion of the scheelite structure is shown in the bottom row.

FIG. 2. �Color online� Frozen phonon simulations of the maxi-
mum and minimum �“background”� image intensities for SrTiO3

and PbWO4 as a function of thickness. The signals increase about
twice as fast with thickness for PbWO4 compared to SrTiO3. The
effects of spatial incoherence are not taken into account.
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sample vibration, or any other sources contributing to spatial
incoherence �dashed lines�. A similar mismatch is observed
for the background signal. To model the influence of spatial
incoherence, the simulated images were convolved with a
Gaussian function.11,15 Figure 5 shows that after convolution
with a Gaussian with a 0.115 nm full width at half maximum
�FWHM�, excellent agreement between experiments and
simulations is obtained �see Appendix for a discussion of the
effective source size�. After convolution, the match between
experiments and simulations is within about 5% �mean er-
ror�. It should be noted that if the PbWO4 structure was

refined using the ideal scheelite space group, slightly differ-
ent Debye-Waller factors were obtained compared to those
obtained in the refinement including the superstructure. Us-
ing the Debye-Waller factors obtained for the ideal scheelite
structure resulted in only a slight increase in the background.
The conclusions in this paper concerning the HAADF image
intensities are not affected by whether or not the structure
was refined in the larger unit cell or the ideal scheelite struc-
ture. Figure 6 shows experimental and simulated images for
different thicknesses, confirming the excellent agreement for
the entire thickness range.

Although the oxygen columns are not directly visible in
the images in Fig. 6, their arrangement is intimately con-
nected to the change in background intensity as a function of
thickness. In particular, for thicknesses greater than about 40
nm the background exhibits an alternating pattern, being
highest in the locations were the oxygen atoms are located
furthest from one another in the projected structure but clos-
est to the heavy W columns. The scattering potential of oxy-
gen is too weak to contribute much directly to the HAADF
images, or to significantly bind the channeling probe. But the
oxygen atoms can have an appreciable effect on the evolving
electron intensity distribution. Basically, a probe positioned
between an oxygen column pair will spread preferentially in
the direction of the oxygen columns. For those column pairs
aligned diagonally relative to the conventional unit cell
shown in Fig. 1, this serves to transfer electron density to-
ward the strongly channeling W columns. The column pairs
aligned along the �001� direction in Fig. 1 do not as effec-
tively transfer electron density to the cation columns. This
difference is responsible for the alternating background con-
trast seen in Fig. 6.

FIG. 3. �Color online� Simulated �top half� and experimental
�bottom half� PACBED patterns along �100� for a 14-nm-thick re-
gion of PbWO4.

FIG. 4. �Color online� Comparison of the mean image intensity
for experimental �symbols� and simulated �line� images as a func-
tion of thickness. The experimental thickness was determined from
PACBED patterns.

FIG. 5. �Color online� Comparison of experimental �symbols�
and simulated �line� image signals as a function of thickness. Both
the maximum signal and minimum �“background”� signal are
shown. The dashed and solid lines represent simulations without
and with the effects of spatial incoherence taken into account by
convolution with a 0.115 nm FHWM Gaussian, respectively. The
difference in signals between experiments and simulations after
convolution is less than 5% on average.
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IV. CONCLUSIONS

In summary, by placing the experimental image HAADF
intensities on an absolute scale, direct comparisons between
experimental image intensities and frozen phonon image
simulations could be made. Excellent agreement within 5%
of the experimentally measured signals was achieved. The
results presented here and those previously reported for
SrTiO3 �Ref. 2� show that the agreement in HAADF is far
better than in conventional HRTEM, where a mismatch cor-
responding to a factor of two to three is usual.5,6 Spatial
incoherence has to be taken into account in the simulations.
This parameter is difficult to measure independently in non-
aberration corrected STEM,24 although the good agreement
demonstrated here for a wide range of specimen thicknesses
and for different materials supports its determination by
comparison with simulation for well-characterized speci-
mens.

The results also point to potential challenges in quantita-
tive HAADF. In particular, comparisons with simulations for
crystals with heavy elements are much more sensitive to er-
rors in foil thickness measurements than those for more
weakly scattering materials. A second challenge is knowl-
edge of the Debye-Waller factor of each atom. While Debye-
Waller factors can be measured for bulk materials, this is not
the case at interfaces or near defects. Previous reports of a
large contrast mismatch between simulations and experi-
ments of PbTiO3 films may have originated from neglecting
TDS in the simulations7 and/or the unknown magnitude of
the Debye-Waller factor in epitaxially strained films.8 These
errors are in addition to any errors in thickness measurement

by EELS, which has been shown to be very sensitive to
surface effects in some materials, in particular the
perovskites.2 Most importantly, the study has shown that,
because of the great sensitivity to thermal vibrations and
channeling effects, image simulations are required to fully
understand the image contrast, contrary to common percep-
tion that HAADF-STEM images are intuitively interpretable
in terms of the atomic numbers present. The excellent agree-
ment between simulations and experiments points to the ex-
citing possibility of imaging previously unknown param-
eters, such as Debye-Waller factors in strained films or
around defects.
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FIG. 6. �Color online� Experimental �left panels� and simulated �right panels� images for different thicknesses �see labels�. The simulated
images account for finite source size characterized by a 0.115 nm FWHM Gaussian distribution. Note that different intensity scales are used
in �a� and �b� for clarity. The uncertainties in the experimental thicknesses are �2–4 nm and the simulated thicknesses are within �2 nm
of the value given in the figure.
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APPENDIX: COMMENT ON THE EFFECTIVE
SOURCE SIZE

Schottky field emitters are not entirely stable over time
because the high extraction electric field causes atom migra-
tion at the tip.25 In an earlier study ��12 months prior to the
data acquisition in this study� with the same field-emitter tip,
accounting for the effective source size via a convolution of
the simulated images with a Gaussian envelope of 0.08 nm
resulted in excellent agreement between experiments and
simulations of SrTiO3.2 In contrast, in a more recent inves-
tigation of SrTiO3 �approximately the same time as the
PbWO4 data were acquired�, a convolution with a 0.11–0.12
nm FWHM Gaussian was required to achieve the same ex-
cellent agreement, as shown in Fig. 7. Although part of this
might be due to the more accurate thickness determination in
this study using PACBED, the degradation of the field emit-
ter over time apparently influences the effective source size
in STEM. The convolution with a FWHM of 0.12 nm does
not reduce the resolution below the experimentally deter-
mined value of �0.136 nm �i.e., the 	110
 Si dumbbells are
still resolved after the convolution�. Furthermore, that the
same FWHM gives excellent agreement between simulations
and experiments for different materials �SrTiO3 and PbWO4�
across the entire thickness range shows that it is a good es-
timate for the spatial incoherence, and possibly to some de-
gree of other effects, such as small misalignments or uncer-
tainties in Cs and defocus. This is in sharp contrast to the
effects of the “Stobbs factor” in HRTEM, which was found
to vary with experimental conditions such as thickness.6
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FIG. 7. �Color online� Comparison of simulated 12-nm-thick
region of SrTiO3 with different magnitudes of ��a�, �b�, �d�� the
Gaussian FHWM effective source sizes and �c� an experimental
image. The right column in �c� shows the original experimental
image and the left column after Fourier filtering with a 9.85 nm-1

circular aperture. An effective source size with Gaussian FWHM
between �b� 0.11 and �d� 0.12 produces the best fit.
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