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We study the critical charge dynamics of the superconducting to the normal-state transition for
La2−xSrxCuO4 �LSCO� thin films with a wide range of the Sr concentration by measuring the frequency-
dependent excess parts of the complex microwave conductivity, which is induced by the superconducting
fluctuations. We present a dynamic scaling analysis of the complex fluctuation conductivity, which includes the
information on the universality class and the dimensionality of the critical charge dynamics as a function of the
Sr concentration, the film thickness, and the magnetic field. In our previous study �H. Kitano et al., Phys. Rev.
B 73, 092504 �2006��, the two-dimensional �2D�-XY critical dynamics for underdoped LSCO and the three-
dimensional �3D�-XY critical dynamics for optimally doped LSCO were reported. In this study, we observed a
two-dimensional unknown critical charge dynamics for overdoped thin films from x=0.17 to 0.20, which is
clearly distinguished from the 2D-XY critical dynamics. Through the systematic measurements by changing the
film thickness or by applying small magnetic field, it was confirmed that this unusual behavior, which is
referred as 2D-“U” below, was not induced by the finite-size effect but was intrinsic to the overdoped LSCO.
Thus, it was found that the critical behavior in the phase diagram of LSCO is classified into the following three
types: �i� 2D-XY for underdoped region, �ii� 3D-XY for optimally doped region, and �iii� 2D-“U” for overdoped
region. In other words, the dimensionality in the critical charge dynamics is changed twice with hole doping.
We discuss possible origins of such anomalous dimensional crossovers with hole doping, including an inter-
pretation based on the possible existence of a hidden quantum critical point near the optimally doped region.
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I. INTRODUCTION

One of the most striking features in the cuprate supercon-
ductors is the strong doping dependence of the critical tem-
perature, Tc. It is well known that a plot of Tc versus the
carrier doping forms a bell-shaped phase diagram. In spite of
a large number of experimental and theoretical studies on
this issue, the physical origin of the phase diagram including
the pseudogap phenomena above Tc in the underdoped re-
gion is still debated.

When we focus on a role of quantum criticality �QC� in
the phase diagram of high-Tc cuprates, most of theoretically
proposed phase diagrams can be classified into the following
two groups. In the first group, two quantum critical points
�QCPs� are recognized at both end points of the supercon-
ducting transition line. However, the bell-shaped supercon-
ducting dome or anomalous properties in the pseudogap re-
gime is explained by a different concept from the QC, for
instance, the gauge-field fluctuations in the t−J model1,2 or
the classical phase fluctuations of superconducting orders,
which are assumed to survive even in the pseudogap
regime.3

On the other hand, in the second group, in addition to the
two well-established QCPs in the first group, another QCP is

assumed to exist �or to be hidden� inside the superconducting
dome. In other words, the existence of a hidden order is
assumed, which may compete or cooperate with the super-
conducting order. In this viewpoint, superconductivity and
the anomalous behavior in the pseudogap regime are related
to the hidden order and its large quantum fluctuation around
the hidden QCP. Various candidates for this hidden order
have been proposed; for instance, a magnetic Néel order,4,5

an incommensurate charge-density wave,6 a time-reversal-
violating state,7 a d-density wave,8 and a charge/spin stripe
order.9,10 Possible candidates for such an unknown order
have also been investigated by a more general consideration
using a group-theoretic classification for competing orders.11

Several experiments have suggested a possibility that there is
the hidden QCP in the vicinity of the optimally doped
concentration.12–17 However, the interpretation of such ex-
perimental results is still controversial and the relationship
with a mechanism of superconductivity also remains unre-
solved.

These two groups contrast strikingly with each other in
term of the possibility of a hidden quantum phase transition
�QPT�. If a typical frequency scale of such a QPT was suf-
ficiently larger than a thermal energy, it is difficult to disen-
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tangle quantum and thermal effects.18 This means that the
classical critical dynamics can be affected by the quantum-
fluctuation effects near the hidden QCP. Therefore, one can
know which group is more appropriate for describing the
phase diagram of high-Tc cuprates by investigating the su-
perconducting to the normal-state transition with a wide
range of carrier doping. Fortunately, the critical fluctuation
effects, which reflect the transition nature, can be explored in
the high-Tc cuprates because the short coherence length, the
small superfluid density, and the quasi-two-dimensionality
largely enhance the classical fluctuations of the supercon-
ducting order.19

In our previous paper,20 we reported that the critical
charge dynamics for underdoped La2−xSrxCuO4 �LSCO�
from x=0.07 to 0.14 was successfully expressed by the two-
dimensional �2D�-XY universality class, that is, Berezinskii-
Kosterlitz-Thouless �BKT� picture.21 On the other hand, the
critical behaviors for almost optimally doped LSCO �x
=0.16� were found to be expressed by the three-dimensional
�3D�-XY universality class. This sudden change of the uni-
versality class was highly unexpected because the classical
critical behavior must be universal, irrespective to the micro-
scopic details such as a carrier concentration.22

These anomalous results supported the idea that the sys-
tematic measurements of the critical charge dynamics as
functions of carrier concentration are quite effective to study
the phase diagram of high-Tc cuprates. However, the previ-
ous work covered a part of the whole phase diagram. Thus, it
is crucially important to complete the investigation including
the overdoped region.

Based on these backgrounds, we have investigated the
critical charge dynamics of the superconducting to the
normal-state transition for high-quality LSCO thin films with
a wide range of the Sr concentration. We measured the fre-
quency dependence of the complex microwave conductivity,
����=�1���− i�2���, which is enhanced by the supercon-
ducting fluctuation, under zero and small finite magnetic
fields. In this paper, we present results of the critical charge
dynamics for optimally doped LSCO �x=0.15 and 0.16� and
overdoped LSCO �from x=0.17 to 0.20�. The most important
finding was that there is another dimensional crossover from
3D to 2D between x=0.16 and x=0.18. To clarify the details
of this anomalous behavior, the finite-size effects were also
investigated by changing the film thickness or by applying
small finite magnetic fields. Together with our previous
study,20 we discuss a whole picture of the critical charge
dynamics in the phase diagram of LSCO in terms of various
proposed models. We consider that the newly found second
sudden crossover needs to be explained by assuming the ad-
ditional hidden QCP near the optimal doping.

This paper is organized as follows. In Sec. II, we summa-
rize the practical merits of a dynamic scaling analysis using
the frequency-dependent complex conductivity, comparing to
the scaling analyses using other thermodynamic and trans-
port properties. In Sec. III, we briefly describe the prepara-
tion of high-quality LSCO thin films and the broadband tech-
nique to obtain the frequency-dependent microwave
conductivity. Section IV contains all the experimental results
on the dependence of the critical charge dynamics on the
hole doping, the film thickness, and the magnetic field. In

Sec. V, various proposed models are systematically discussed
to explain the sets of our data. Finally, we conclude this work
in Sec. VI.

II. DYNAMIC SCALING ANALYSIS OF COMPLEX
FLUCTUATION CONDUCTIVITY

The critical behaviors are characterized by the divergence
of typical length and time scales in the vicinity of a critical
point. In the case of classical phase transition,22 a correlation
length, �, is often used as the typical length scale. � diverges
as �=�0�T /Tc−1�−�, where �0 is the correlation length at T
=0 and � is a static critical exponent. On the other hand, the
divergence of a correlation time, �, is given by �=�z. Here, z
is a dynamic critical exponent. The divergence of � and � in
quantum phase transition can also be defined in a similar
manner, except that a singular point is not a Tc but a QCP at
T=0.

Fisher, Fisher, and Huse �FFH� �Ref. 19� provided a gen-
eral formulation of the dynamic scaling hypothesis for the
frequency-dependent complex fluctuation conductivity,
�fl���, near the superconducting transition, as follows:

�fl��� � �z+2−dS���z� . �1�

Here, S�x� is a complex universal scaling function and d is a
spatial dimension. As was emphasized in our previous
paper,20 the most essential part of our analyses is that we can
check the validity of this hypothesis by measuring the fre-
quency dependence of �fl���. Following a pioneering work
by Booth et al.,23 we use both the magnitude, ���, and the
phase, ����tan−1��2

fl /�1
fl��, of �fl��� as scaled quantities in

the scaling analysis of �fl���. First of all, the phase part of
�fl��� at different temperatures is scaled by using a normal-
izing factor, �0, along the � direction in the plots of ��

versus �. Next, the magnitude part of �fl as a function of the
normalized frequency, � /�0, is also scaled by using another
normalizing factor, �0, along the ��� direction. Note that �0
and �0 are independently obtained in our procedure, since we
measure data sets of �fl��� as complex quantities with two
independent components.

If the data sets of �� and those of ��� /�0 collapse on to a
single universal function of � /�0, respectively, we find that
the dynamic scaling hypothesis is satisfied. Thus, Eq. �1�
tells us that the two scaling parameters, �0 and �0, can be
connected with the diverging length scale, �, as follows:

�0 � �−z � �T/Tc − 1��z, �2�

�0 � �z+2−d � �T/Tc − 1�−��z+2−d�. �3�

By using these relationships, we can directly determine the
two critical exponents, � and z, and the dimensionality, d,
through the temperature dependence of �0 and �0. On the
other hand, if the data sets of �� or those of ��� /�0 do not
collapse on to a single curve, we find that the dynamic scal-
ing hypothesis is broken down, so that we cannot extract the
information of the universality class from Eqs. �2� and �3�.
Indeed, we have encountered such a breakdown of the data
collapse in �� for the conventional NbN superconducting
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thick film, showing a dimensional crossover due to the di-
vergence of � beyond the film thickness.24 We also observed
that a broad distribution of Tc caused a breakdown of the
dynamic scaling, which will be described in Sec. V

The dynamic scaling procedures described above yield
more reliable information than other scaling procedures be-
cause of the following reasons. First of all, the scaling pro-
cedure of ����� was performed in a linear scale. This re-
quired a stricter criterion in data collapse than ordinary
scaling procedures performed in the log-log plots, which eas-
ily lead to spurious scaled behaviors. In addition, the dy-
namic scaling analyses can be performed by using only the
experimental data. In other words, we can check whether
data obey the scaling hypothesis or not, without any assump-
tion. This is in contrast with other scaling procedures. For
example, in the case of the scaling analysis of the I-V
characteristics,25 the dimensionality, d, has to be assumed
first. The value of z is obtained from the limiting behavior of
V��I�z+1�/�d−1�� at Tc. Only after those procedures, data can be
scaled in the plots of �I /T��T−Tc�−��d−1� versus �V / I��T
−Tc�−��2+z−d�. The value of � is obtained from a successfully
scaled behavior of the plots. However, the ambiguity of Tc
easily gives rise to large error bars on the obtained results of
z and �, which degrades the reliability of the scaling analysis.
In addition, one cannot detect the breakdown of the dynamic
scaling hypothesis due to the dimensional crossover in these
procedures. Other scaling analyses require the assumption of
a particular model in advance to perform the scaling analyses
as well, such as, the scaling analysis of the dc
magnetization,26 the specific heat,27 the thermal expansion,28

and the ac conductivity at a fixed frequency.29

Unfortunately, there was no consensus among the previ-
ous results on the superconducting fluctuations of high-Tc
cuprates mostly based on the measurements described above.
We believe that such controversial results were attributed to
the lack of the experimental check on the applicability of the
static or dynamic scaling hypothesis. In this sense, only the
dynamic scaling analysis of �fl��� is exceptional, since no
assumption is needed to check whether the data sets of �� or
��� collapse on to a single curve or not. This is the reason
why we adopted this method to investigate the critical charge
dynamics near the superconducting transition of high-Tc cu-
prates as a function of carrier doping.

More precisely speaking, the determination of � and z is
affected by the ambiguity of Tc, even if the dynamic scaling
form predicted by FFH is confirmed to be satisfied. However,
the determination of the dimensionality, d, is free from the
ambiguity of Tc, since a product of �0 and �0 is proportional
to �2−d, as derived from Eqs. �2� and �3�. This suggests that
�0�0 is independent of T for d=2, while it increases with
increasing T for d=3, since � is always positive. In addition,
Eq. �1� shows us that the phase angle and the magnitude of
�fl��� behave as

�� →
	

2

z + 2 − d

z
, �4�

���
�0

→ �−�z+2−d�/z, �5�

respectively, as T approaches Tc. This limiting behavior is
also very useful to discuss the dimensionality. If d=2, then

���	 /2 and ����1 /� for T→Tc, independent of z. On the
other hand, for d=3, it is expected that ���	 /4 and ���
�1 /�2 for T→Tc, since a fully relaxational dynamics with
z�2 �that is, the so-called model-A dynamics in the Hohen-
berg and Halperin classification30� is expected for a charged
superfluid.19 Thus, we can discuss the dimensionality of the
superconducting phase transition through the limiting behav-
ior of �� and �0�0 in the vicinity of Tc, even if the precise
value of Tc is unknown. This is particularly important when
we discuss the dimensionality as a function of carrier doping.

III. EXPERIMENTAL

A. High-quality LSCO films

Epitaxial LSCO thin films covering a wide range from x
=0.07 to 0.20 were grown on LaSrAlO4 �001� substrates by a
pulsed laser deposition technique. Details of the growth con-
dition were described elsewhere.31–33 Pure ozone in an atmo-
sphere of 10 mPa was used for oxidation during both the
deposition and post-annealing processes in the growth cham-
ber, in order to obtain superconducting LSCO films with
very low residual resistivity. The excellent c-axis orientation
of each film was confirmed by x-ray diffraction. The rocking
curve of the 002 reflection showed the full width at half
maximum �FWHM� of about 0.2°, which was almost the
same as FWHM of LaSrAlO4 �LSAO� substrate, suggesting
that the mosaicness of the film is not so much different from
that of the substrate.32

All films were carefully annealed in air �or O2 gas for x
=0.20� at 700 °C for 2–4 hours, following the heat treatment
procedure developed for high-quality LSCO single
crystals.34 The annealed samples were rapidly quenched
down to low temperatures using liquid nitrogen.

The in-plane dc resistivity, 
dc, of each film was measured
using a standard four-probe method. Table I lists a thickness,

TABLE I. Various parameters of LSCO films. t is a thickness, 

is the resistivity at T=50 K, Tc

R is a critical temperature defined by
zero resistance, �Tc is the 10%–90% transition width, and Tc

sacle

was determined from the dynamic scaling analysis, respectively.

x
t

�nm�



�m � cm�
Tc

R

�K�
�Tc

�K�
Tc

scale

�K�

0.07 460 0.78 18.0 3.6 18.2

0.10 220 0.35 28.2 1.7 28.5

0.12 230 0.28 33.7 1.5 33.7

0.14 270 0.19 38.9 0.5 38.9

0.15 150 0.22 31.6 1.8 32.1

0.16 140 0.12 35.5 1.6 35.9

0.17 140 0.15 34.4 1.7 34.7

0.17 115 0.14 34.4 1.2 34.7

0.18 240 0.11 34.5 1.3 34.8

0.18 120 0.15 27.9 2.7

0.18 60 0.15 27.8 1.5 28.0

0.19 135 0.09 26.7 1.0 26.9

0.20 90 0.05 32.4 1.7 32.8
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the resistivity at T=50 K, Tc defined by zero resistance, �Tc
defined by the 10%–90% transition width, and Tc used in the
dynamic scaling analysis for all the samples. As shown in
Fig. 1 and Table I, we confirmed that the absolute value of

dc just above Tc systematically decreased with increasing
hole doping within the experimental error and also that it
agreed with the reported best values for LSCO thin films35,36

and single crystals37 with the same value of x within the
factor of 2. Note that such a factor of 2 does not influence the
critical phenomenon in the vicinity of Tc as a function of the
Sr concentration. In the present study, we used commercially
available LSAO substrates with no special treatment to the
surface condition. Thus, the crystallographic quality of the
heteroepitaxially grown LSCO thin films is not necessarily
identical since it is affected by the surface condition of the
substrate. However, such a crystallographic imperfection oc-
curs in an atomic scale, which can be safely neglected in a
much larger scale of the coherence length in the vicinity of
Tc.

Together with the narrow rocking curve observed by the
x-ray diffraction, these properties show that the thin films
under this study are of so high quality that the critical phe-
nomenon near Tc deserved to be investigated experimentally.
Note that the transitions appear to be broad, especially for
underdoped films. However, this is a consequence of the
fluctuation and is not due to the inhomogeneity of Tc. The
only exception is the 120 nm thick film with x=0.18, which
will be referred in Sec. V as an example of the breakdown of
the dynamics scaling due to the inhomogeneity of Tc.

As was already described in our previous paper,20 for the
purpose of investigating the critical charge dynamics in a
whole region of the phase diagram, LSCO is an ideal system
with a simple layered structure, where the hole concentration
can be widely controlled. In addition, the use of LSAO sub-
strate for LSCO films provides an advantage over bulk crys-
tals of LSCO because the tetragonal symmetry of LSAO
substrate prevents the corrugation in the CuO2 plane, which
is attributed to a staggered rotation of CuO6 octahedra in
low-temperature orthorhombic �LTO� phase of bulk LSCO.32

Thus, we can expect that ideal flat square CuO2 planes,
which are free from disorders due to corrugations and twin
boundaries, are realized in LSCO films on LSAO substrate.

B. Microwave broadband technique

When the film thickness, t, is sufficiently smaller than the
skin depth, , the frequency-dependent microwave complex
conductivity, ����, can be obtained from the complex reflec-
tion coefficient, S11���, as follows:38

���� =
1

tZ0

1 − S11���
1 + S11���

, �6�

where t and Z0�=377 �� are the film thickness and the im-
pedance of free space, respectively.

We measured the frequency dependence of S11��� in the
frequency range between 45 MHz and 10 GHz by using a
vector network analyzer �HP 8510C� in a step-sweep mode.
The thin-film sample with the electrodes in a Corbino disk
shape was terminated to the end of a coaxial cable through a
modified jack-to-jack coaxial adaptor. The contact electrodes
of LSCO thin films in the Corbino disk geometry were
formed by painting ink with gold nanoparticles �Au nano-
metal ink, ULVAC Materials Inc.�. After painting, they were
dried on a hot plate at 200 °C for several minutes and an-
nealed in O2 gas �or air for x=0.07� at 800 °C for 3 min. The
contact resistance in these electrodes was estimated about
10 m� from a residual resistance in the superconducting
state, independently of x. We found that this was the best
way to obtain the smallest contact resistance among the
methods we tried �for instance, a standard gold sputtering or
a gold evaporation�. The contact electrodes formed by this
method were very durable so that we could repeat the S11���
measurements for the same sample.

A stable electrical contact between the sample and the
modified coaxial adaptor was realized by two springs, fol-
lowing the work by Booth et al.39 One spring was embedded
into a center conductor pin of the adaptor and the other
spring was located at the backside of the LSAO substrate.
Other details of the experimental setup are described
elsewhere.40

In practice, the measured reflection coefficient, S11
meas���,

is affected by the attenuation and the phase shifts in the
intervening coaxial cable, giving rise to large systematic er-
rors at lower temperatures and higher frequencies. Thus,
S11

meas��� is given by the following equation:41

S11
meas��� = ED��� +

ER���S11���
1 − ES���S11���

, �7�

where, ED���, ER���, and ES��� are complex error coeffi-
cients, representing the directivity, the reflection tracking,
and the source mismatching, respectively. A standard method
to determine these unknown error coefficients is to measure
three known reference samples as a function of frequency at
each temperature. Typically, we used a gold film as a short
standard, a NiCr film as a load standard, and a teflon sheet as
an open standard, following the work by Stutzman et al.42 By
performing this standard calibration procedure, both �1���
and �2��� for all LSCO films were successfully obtained in
the frequency range at least between 0.1 and 10 GHz, as
shown in Fig. 2. For all films, we confirmed that the skin
depth  at 10 GHz, which was given by ����, was suffi-
ciently longer than the film thickness t over the whole mea-

0 100 200 300
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1

2
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2-x
Sr

x
CuO

4
thin films

on LaSrAlO
4

substrate

x=0.20
x=0.18

x=0.16
x=0.14

x=0.12

x=0.10

ρ D
C

(m
Ω

cm
)

Temperature (K)

x=0.07

FIG. 1. Temperature dependence of the dc resistivity for LSCO
thin films with x=0.07–0.20.
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sured temperature range including the vicinity of Tc and that
the frequency dependence of both �1��� and �2��� well
above Tc could be regarded as those in the Hagen-Rubens
limit of the Drude conductivity.38

C. Calibration procedure to obtain complex fluctuation
conductivity

The standard calibration procedure using three known
standards is based on the high reproducibility between four
measurements including three known reference samples and
an unknown LSCO sample. In our measurement apparatus,
the measured S11 was reproduced typically within 0.05 dB in
the magnitude and 0.2° in the phase of S11 at 1 GHz. As
shown in Fig. 2, this reproducibility was enough for us to
obtain ���� between 0.1 and 10 GHz for LSCO films far
above Tc. However, as was already reported by our previous
paper,20 we found that the present reproducibility was insuf-
ficient to obtain ���� in the vicinity of Tc. This is because a
small unexpected difference between the phase of S11

short and
that of S11

load gave rise to a large error in ���� in the vicinity
of Tc, as suggested by Eq. �6�.

In order to overcome this difficulty, we modified the cali-
bration procedure as follows. First of all, we regarded both
the magnitude and phase parts of S11��� for the LSCO
sample, which were measured at a temperature �T=T0� well
above Tc, as those of S11

load, based on the observation that the
normal-state conductivity of the LSCO films was regarded as
that in the Hagen-Rubens limit of the Drude conductivity.
Next, we equated the phase of S11

short to that of S11
load at T=T0

based on the assumption that a small difference between
them was purely due to the experimental error. Finally, we
assumed that the phase parts of both S11

short and S11
load were

independent of temperature in a narrow range between Tc
and T0. Thus, the phase of S11

short agreed with that of S11
load at

any temperature from Tc to T0, as expected for the ideal load
and short standards. We also confirmed the validity of this
procedure by the same measurements of conventional NbN
superconducting thin films as a reference.24

If ���� was obtained at each temperature in the vicinity
of Tc through the modified calibration procedure, the com-
plex fluctuation conductivity, �fl�� ,T�, is given by the fol-
lowing equation:

�fl��,T� � ���,T� − �n�T� . �8�

Here, �n�T� is the normal-state component included in
��� ,T�, which agrees with the normal-state conductivity far
above Tc. Although the change of �n�T� with decreasing tem-
perature was estimated by the linear extrapolation of dc con-
ductivity from higher temperatures, we found that the dy-
namic scaling behavior of the extracted �fl��� in the vicinity
of Tc was insensitive to the temperature dependence of
�n�T�.

IV. RESULTS

A. Doping dependence in zero magnetic field

Figure 3 shows the typical frequency dependence of ����
for the optimally doped LSCO �x=0.16� and the overdoped
LSCO �x=0.20� at several temperatures near Tc in zero mag-
netic field. We observed that both �1��� and �2��� in the
low-frequency limit diverged rapidly as the temperature ap-

FIG. 2. �a� Frequency dependence of �1 for LSCO thin films
with x=0.07–0.20 at T=100 K. �b� Frequency dependence of �2

normalized by �1 at 0.1 GHz for the same films. For all films, �1 is
independent of frequency and �2 is much smaller than �1, suggest-
ing that the charge dynamics in the normal state can be safely
regarded as in the Hagen-Rubens limit of the Drude conductivity.
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FIG. 3. Frequency dependence of �a� �1 and �b� �2 of the x
=0.16 film at T=36.0–37.6 K and �c� �1 and �d� �2 for the x
=0.20 film at T=33.2–36.5 K. All temperatures are just above Tc.
Both �1 and �2 showed a remarkable enhancement in the low-
frequency limit as temperature approaches Tc. Insets show the tem-
perature dependence of dc resistivity. Each circle represents the
temperature of each data in the main panels.
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proached Tc from above, suggesting that the contribution of
the superconducting fluctuations to ���� was evident with
decreasing temperature. This behavior was more clearly
demonstrated by plotting the phase and the magnitude of
�fl����=����−�n� as a function of frequency. Figures 4�a�
and 4�c� show that the plots of the dimensionless phase
angle, ��, of �fl versus frequency move to a lower frequency
region with decreasing temperature, suggesting that a char-
acteristic time scale of the superconducting fluctuations is

critically slowing down. On the other hand, as shown in Figs.
4�b� and 4�d�, the magnitude, ���, of �fl increases rapidly
with decreasing temperature, suggesting a critical divergence
of the superconducting fluctuations.

Following the scaling procedures described in Sec. II, we
tested whether these behaviors were truly attributed to the
critical fluctuations of the superconducting order or not. Fig-
ure 5 shows the results of the data scaling of �� �upper
panels� and ��fl� �lower panels� for the LSCO films with five
Sr concentrations from x=0.15 to x=0.20. As clearly indi-
cated in Fig. 5, we confirmed that both of �� and ��� suc-
cessfully collapsed on to single curves for all Sr concentra-
tions, strongly suggesting that the dynamic scaling
hypothesis was successfully satisfied so that we could inves-
tigate the change of the critical behavior as a function of the
Sr concentration along this line.

The solid and dashed lines depicted in Fig. 5 were the 2D
and 3D Gaussian scaling functions, respectively, which were
calculated by Schmidt.43 They play roles of the guide to eyes
for the dimensionality in the critical charge dynamics, sug-
gested by Eqs. �4� and �5�. We found that the optimally
doped LSCO �x=0.15,0.16� showed the 3D-like critical be-
havior while the overdoped LSCO �x=0.18�0.20� showed
the 2D-like critical behavior.44 This suggestion was quantita-
tively confirmed by the plots of the scaling parameters, �0
and �0, versus the reduced temperature, T /Tc−1, as shown
in Fig. 6. Here, we used the values of Tc

scale as Tc. The error
bars on the scaling parameters were estimated by using the
methods described in the Appendix. In the dynamic scaling
theory by FFH,19 the plots of �0�0���2−d� are expected to be
independent of T /Tc−1 for d=2, while they are expected to
increase monotonously with T /Tc−1 for d=3. It should be
noted that these behaviors are not affected by the ambiguity
of Tc

scale. Thus, within the error bars of �0�0, Figs. 6�a� and
6�d� clearly indicate that the dimensional crossover from 3D

FIG. 4. Frequency dependence of �a� the phase, ��, and �b� the
magnitude, ���, of the fluctuation-induced complex conductivity for
the x=0.16 film and �c� �� and �d� ��� for the x=0.20 film.
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FIG. 5. �Color online� Scaled data of the phase �upper panels� and the magnitude �lower panes� of �fl��� for the LSCO films with various
carrier concentrations. The phase and the magnitude are normalized by 	 /2 and the scaling parameter, �0, respectively. Difference in colors
represents the measured data at different temperatures. The temperature ranges of the scaled data for each film are from T=32.4 to
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to 2D occurred near the boundary between the optimally
doped region and the overdoped region.

As was already described in Sec. II, the ambiguity of
Tc

scale affects the values of � and z, when we determine them
from the temperature dependence of �0 and �0. Qualita-
tively, Tc

scale must be larger than Tc
R and be smaller than the

minimum temperature down to which �� and ��� are success-
fully scaled on to single curves. With any value of Tc

scale

within this range, we confirmed that �0 and �0 for the opti-
mally doped LSCO with x=0.15 and x=0.16 agreed with
those for the relaxational 3D-XY universality class with �
=0.67 and z�2 �Ref. 45� rather than those for the 3D Gauss-
ian fluctuation whose critical exponents are �=0.5 and z=2.
As shown in Figs. 6�b� and 6�c�, we also estimated the error
bars of Tc

scale for the optimally doped LSCO with x=0.15 and
x=0.16, which were found to be less than 0.05 K by using
the linear plots of the �th root ��=0.67� of �0�0 versus tem-
perature.

On the other hand, �0 and �0 for the overdoped LSCO
with x=0.18–0.20 were found neither to show an exponen-
tial singularity expected for the 2D-XY universality class nor

to show a divergence with an exponent of �z=1 for the 2D
Gaussian fluctuation. Rather, they seemed to show a diver-
gence with an unusual exponent of �z=1.5�0.2, as shown
in Figs. 6�e� and 6�f�. Here, the error bars on �z were esti-
mated by considering the ambiguity of Tc

scale, which was typi-
cally less than 0.1 K. Note that a lower value of Tc

scale closer
to Tc

R can provide a larger value of �z exceeding 2, where the
temperature dependence of �0 and �0 seems to be described
by a single power law up to higher temperatures. However,
we considered that the value of �z exceeding 2 was an over-
estimation, since the so-called short-wavelength cutoff effect
should be considered at higher temperatures far from Tc, as
was previously reported by Johnson et al.46 The critical be-
havior with �z=1.5�0.2 observed for the overdoped LSCO
shows a sharp contrast to the behavior for the underdoped
LSCO with x=0.07–0.14, as already reported in the previous
paper.20 We note that this is never explained by the known
universality class, such as the 2D-XY or Gaussian fluctua-
tions. Thus, we refer this unusual behavior to the 2D-“U” as
an unknown universality class. In the next section, we dis-
cuss the origin of this unusual behavior in terms of various
possible candidates.

Figure 7 shows a summary of our results about the critical
charge dynamics of LSCO as a function of the Sr concentra-
tion. The temperature region where the suggested universal-
ity class became dominant was determined by fitting of the
temperature dependence of �0 to corresponding models. To-
gether with our previous study for the underdoped LSCO,20

we found that two kinds of the sudden dimensional cross-
overs took place across the phase diagram. One is the dimen-
sional crossover from 2D-XY to 3D-XY between x=0.14 and
x=0.15, while the other is the dimensional crossover from
3D-XY to 2D-“U” between x=0.16 and x=0.18. The first
dimensional crossover was already reported in our previous
study,20 while the second was observed by this work. In the
following two sections, we first investigate the critical be-
havior in the overdoped LSCO in more detail in terms of
finite-size effects.
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FIG. 6. �Color online� Temperature dependence of the obtained
scaling parameters: �0�0 �top�, �0 �middle�, and �0 �bottom�. Left
�Right� panels are for the optimally doped �the overdoped� LSCO.
Error bars along the vertical and horizontal directions were esti-
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suggesting the 3D-XY critical charge dynamics. Three dashed lines
in the right panels are similar calculations with d=2 and �z
=1.3,1.5,1.7, respectively.
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B. Finite-size effect

In this study, we used relatively thin LSCO films in the
overdoped regime, as listed in Table I. This is because, for
the reliable data of �fl��� to be obtained by the microwave
broadband technique, the sheet resistance just above Tc is
needed to be larger than about 2 �. This condition requires
us to use thinner films for less resistive overdoped LSCO.
However, the use of thinner films leads to a suspicion that
the observed 2D-like critical behavior for the overdoped
LSCO is caused by a finite film thickness. Indeed, we have
demonstrated that the dynamic fluctuations in the supercon-
ducting NbN thin films showed the 2D Gaussian fluctuations,
which were introduced by the divergence of � beyond the
film thickness.24

In order to investigate this problem, we measured the
films with different thickness near the Sr concentration
where the second dimensional crossover occurred. Figures 8
and 9 show the scaled data of �� for x=0.17�t
=115,140 nm� and x=0.18�t=60,240 nm�, respectively.

First of all, as shown in Fig. 8, the behavior of �����
scaled by �0 for x=0.17 showed the 2D-like behavior for the
thicker film �t=140 nm� and the 3D-like behavior for the

thinner film �t=115 nm�. It is clear that this change of the
dimensionality cannot be explained by the finite-size effect,
in contrast to the previous results on the NbN films.24 Rather,
this result implied a possibility that the intrinsic dimensional
crossover occurs suddenly near x=0.17.

The behaviors of �� for x=0.18 agreed with the 2D-like
critical charge dynamics even for the thicker film �t
=240 nm�, as shown in Fig. 9. By comparing this result to
that of the film with x=0.16�t=140 nm� which showed the
3D-XY critical charge dynamics, it provided us the following
important insight. As shown in Fig. 10, the 2D-like critical
fluctuations for the thicker film could be observed in the
temperature range from �1.006�0.003�Tc to 1.02 Tc by con-
sidering the ambiguity of Tc

scale. If we consider that the 2D
behavior is due to the finite-thickness effect on the 3D-XY
critical behavior, � should be larger than the film thickness
�t=240 nm� below 1.02 Tc. This requires that �0 is larger
than 20 nm. On the other hand, the 3D-XY fluctuations for
x=0.16 were observed in the temperature range from
1.004 Tc to 1.02 Tc. This means that ��T� is not larger than
t=140 nm above T=1.004 Tc, requiring that �0 is less than
3.5 nm. Note that such estimations of � are not influenced by
the ambiguity of Tc

scale, since it becomes more important only
for x=0.18 in the vicinity of Tc as suggested by Fig. 6. Thus,
a difference of �0 between x=0.16 and x=0.18 needs to be
larger than 6 times in magnitude. This seems to be too large
to be explained by the change of Tc or the superconducting
gap with hole doping. Therefore, the observed behaviors in
�� for these films with different thickness never supported
that the 2D-like critical behavior near x=0.18 was attributed
to the finite-thickness effect. The same conclusion was also
obtained from the scaled data of ���.

C. Effects of external magnetic field

Another way to investigate a finite-size effect in the criti-
cal charge dynamics is the use of an external magnetic field
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FIG. 8. �Color online� Scaled data of �� for the x=0.17 films
with different thicknesses. They are plotted in a temperature range
from T=29.0 to 30.8 K for the t=115 nm film and from T=35.0 to
36.6 K for the t=140 nm film. Solid �dashed� lines are the 2D �3D�
Gaussian scaling function. Insets: Temperature dependence of dc
resistivity of the corresponding films.
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ics with �0=3.5 nm�20 nm�. Solid arrows show temperature
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perpendicular to the film. If a magnetic field larger than the
lower critical field was applied to a type-II superconductor,
vortices can penetrate into the superconductor. Since the vor-
tex pinning effect is negligibly small near Tc, vortices are
distributed uniformly over the sample. At the core of each
vortex, the growth of the superconducting order parameter is
strongly suppressed, suggesting the divergence of � due to
the superconducting fluctuation is cut off by a finite distance
between vortices. Thus, the external magnetic field can be
used as a tunable probe to study the finite-size effect, since
the mean distance between vortices, �v, is proportional to
	�0 /B.

Of course, it is crucially important to distinguish the criti-
cal charge dynamics under a magnetic field from the vortex
dynamics in the mixed state. For this purpose, we measured
four LSCO films �x=0.07, 0.16, 0.17, and 0.18� by applying
magnetic field perpendicular to the CuO2 planes up to 1 T
systematically and investigated the obtained results very
carefully.

Figure 11 shows the scaled data of �� and ��� for the
underdoped LSCO �x=0.07� at several constant magnetic
fields. We found that both �� and ��� were scaled success-
fully up to B=0.1 T, while neither of them were collapsed
on to single curves at B=1 T. This suggests that the contri-
bution of the vortex dynamics is almost negligible up to at
least B=0.1 T, whereas it cannot be neglected at B=1 T. As
shown in Figs. 12�a� and 12�b�, we confirmed again that the
behavior of �0 and �0 obtained at B=0 T excellently agreed
with the BKT theory in the temperature range from 1.02Tc to
1.2Tc. Note that �0

−1��0��KT
2 in the relaxational 2D-XY uni-

versality class. Here, the BKT correlation length, �KT, shows
an exponential divergence in a critical region, as follows:

�KT = �0 exp�b/	T/Tc − 1� , �9�

where b is a numerical constant, which was determined to be
�0.2 in this study.

The plots of the correlation length, �, given by 1 /	�0 as a
function of 1 /	T /Tc−1 were found to be very useful to un-
derstand the finite-size effect due to the external magnetic
field. As is shown in Fig. 12�c�, the divergence of � in the
vicinity of Tc was suppressed with increasing magnetic field.
This behavior can be understood by considering two kinds of
the characteristic length scale: the BKT correlation length,
�KT, and the mean distance between vortices, �v. In the tem-
perature region not very close to Tc, where �KT��v, the
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FIG. 11. �Color online� Scaled data of �� �upper panels� and ��� �lower panes� for the x=0.07 film in zero and finite magnetic fields.
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logarithmic interaction between a vortex and an antivortex,
which is essential to the BKT transition, is not screened by
the externally induced vortices. Thus, the exponential diver-
gence due to �KT is observed. On the other hand, in the
vicinity of Tc, where �KT��v, the externally induced vortices
can screen out the interaction between vortex and antivortex,
leading to a crossover of the characteristic length scale from
�KT to �v. Thus, the growth of � is suppressed as � ap-
proaches �v. We confirmed that the saturated value of � in the
limit of Tc did not exceed �v at each magnetic field by using
a reasonable assumption that �0�3 nm. In summary, the
result of Fig. 12 is also consistent with the BKT picture for
the fluctuation of the x=0.07 sample.

Figures 13 and 14 show the results of dynamic scaling
analyses for the optimally doped LSCO �x=0.16� at several
constant magnetic fields. We found that the data collapse of
the scaled �� and ��� to single curves were successful up to
B=1 T, suggesting that the contribution of vortex dynamics
was almost negligible in the measured magnetic field region.
In addition, all the results clearly indicated that the 3D-XY
critical charge dynamics was maintained up to B=1 T. Thus,
the external magnetic field seemed not to give any change to
the critical charge dynamics near Tc, in contrast to the case of
the BKT transition. This is because the power-law-like diver-
gence of ��T� in the 3D-XY critical charge dynamics is much
slower than the exponential divergence of �KT�T�. Indeed, by
assuming that �0�3 nm and �=0.67, we could estimate that
��T� for this film �x=0.16� was less than 31 nm in the ob-
served temperature range at B=1 T. Since �v is estimated to
be �45 nm at B=1 T, we can safely conclude that ��T� is
always smaller than �v even at B=1 T, strongly suggesting
that the critical behavior is never affected by the external
magnetic field at least up to B=1 T.

Figures 15 and 16 show the results of dynamic scaling
analyses at several constant magnetic fields for the over-
doped LSCO film �x=0.18 and t=60 nm�. As was already
pointed out, the critical charge dynamics of this film in zero

magnetic field was represented by an unknown universality
class in the 2D system �2D-“U”�. Figure 15 clearly indicates
that the scaled data of both �� and ��� up to B=1 T were
very similar to those at B=0 T. In addition, the temperature
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FIG. 13. �Color online� Scaled data of �� �upper panels� and ��� �lower panes� for the x=0.16 film in zero and finite magnetic fields.

10-2 10-1
10-3
10-2
10-1
100
101

10-2 10-1

10-1

100

101

102

10-2 10-1
10-1

100

101

102

(b)�� 0
(a
rb
.u
ni
ts
)

(c)

(T - Tc) / Tc

�� 0
(a
rb
.u
ni
ts
)

0 T
0.01 T
0.1T
0.3 T
1 T

(a)

x=0.16

�� 0
�� 0
(a
rb
.u
ni
ts
)

FIG. 14. �Color online� Temperature dependences of the ob-
tained scaling parameters, �a� �0�0, �b� �0, and �c� �0, for the x
=0.16 film in zero and finite magnetic fields. Error bars were esti-
mated by using the methods described in the Appendix. Solid lines
are calculations given by Eqs. �2� and �3� with �=0.67, z=2, and
d=3, suggesting the 3D-XY critical charge dynamics.

OHASHI et al. PHYSICAL REVIEW B 79, 184507 �2009�

184507-10



dependences of the scaling parameters at all magnetic fields
except for B=1 T excellently agreed with each other, as
shown in Fig. 16. These results strongly suggest that the

small applied magnetic field �at least up to 0.3 T� did not
affect the critical charge dynamics of the overdoped LSCO.

Thus, for both x=0.16 and x=0.18, the magnetic field
dependence of the critical temperature, Tc�B�, which was ex-
perimentally determined through the dynamic scaling analy-
sis at finite magnetic field below B=0.3 T, can be regarded
as the same as the temperature dependence of the upper criti-
cal field, Bc2�T�, as shown in the inset of Fig. 17. Note that
Bc2 is not a phase-transition point in practice. There is only a

FIG. 15. �Color online� Scaled data of �� �upper panels� and ��� �lower panes� for the x=0.18 film in zero and finite magnetic fields.
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FIG. 16. �Color online� Temperature dependences of the ob-
tained scaling parameters, �a� �0�0, �b� �0, and �c� �0, for the x
=0.18 film in zero and finite magnetic fields. Error bars along the
vertical and horizontal directions were estimated by the methods
described in the Appendix and by the ambiguity of Tc

scale, respec-
tively. Solid lines are calculations given by Eqs. �2� and �3� with
�z=1.5 and d=2.
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FIG. 17. Plots of the applied magnetic field for the optimally
doped LSCO �x=0.16� and the overdoped LSCO �x=0.18� as a
function of 1−Tc�B� /Tc�0�. Error bars were estimated by the ambi-
guity of Tc

scale. Solid and dashed lines are calculations given by Eq.
�10� with �=0.67 and �=0.9, respectively. Inset: Plots of the ap-
plied magnetic field, B, as a function of the critical temperature,
Tc�B�, for each film, which was determined through the dynamic
scaling analysis at each magnetic field. If vortex dynamics can be
neglected, this plot agrees with the temperature dependence of
Bc2�T�.
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first-order transition of vortices at a lower field. However, the
concept of Bc2 as the mean-field critical field still makes
sense. This provides us another route to estimate � and �0 by
using the following relationship:

Bc2�T� =
�0

2	��T�2 =
�0

2	

�1 − T/Tc0�2�

�0
2 , �10�

where Tc0 is the critical temperature at B=0 T. As shown in
the main panel of Fig. 17, we confirmed that the plots of the
applied magnetic field, B, as a function of �1−Tc�B� /Tc0� for
the optimally doped LSCO �x=0.16�, agreed with a line of
Bc2�T�=�0 /2	��T�2, with �=0.67 and �0�3 nm, as sug-
gested by the dynamic scaling analyses for x=0.16. This sup-
ports the idea that the plots of B as a function of �1
−Tc�B� /Tc0� can be regarded as those of Bc2�T� as a function
of �1−T /Tc0�.

Based on this idea, we estimated that �=0.9�0.05 and
�0�3 nm for the overdoped LSCO �x=0.18�. Here, the er-
ror bars on � were estimated by considering the ambiguity of
Tc

scale. As shown in Fig. 17, it is clear that the value of � for
x=0.18 is larger than the values for the Ginzburg-Landau
�GL� theory ��GL=0.5� and the 3D-XY universality class
��3DXY =0.67�. We found that ��T� increased up to 70 nm in
the measured temperature range at B=0.3 T by using the
estimated values of � and �0. Since �v was estimated as 83
nm at B=0.3 T, � was always smaller than �v within the
measured temperature range at least up to B=0.3 T, which
confirmed that the critical charge dynamics, not the vortex
dynamics, was observed. Together with the value of
�z�=1.5�0.2� obtained at B=0 T, we obtained that z
=1.7�0.3 for x=0.18. Thus, the experimental results for x
=0.18 suggested that the 2D-“U” universality class had the
critical exponents of �=0.9�0.05 and z=1.7�0.3.

In contrast to the results for x=0.16 and 0.18, the behav-
ior of �� and ��� for x=0.17 �the thicker film, t=140 nm�
was largely dependent on the applied magnetic field. Up to
0.1 T, the scaled data of �� and ��� and the temperature
dependences of the scaling parameters were similar to those

at B=0 T, as shown in Figs. 18 and 19, respectively. By
assuming that �0 was about 3 nm, which was the same value
as those used for x=0.16 and 0.18, ��T� at 1.02 Tc was es-
timated to be �100 nm for the 2D-“U” critical charge dy-
namics. Since �v was about 140 nm at B=0.1 T, ��T� did not
exceed �v up to B=0.1 T. Thus we confirmed that the con-
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FIG. 19. �Color online� Temperature dependences of the ob-
tained scaling parameters, �a� �0�0, �b� �0, and �c� �0, for the x
=0.17 film in zero and finite magnetic fields. Error bars along the
vertical and horizontal directions were estimated by the methods
described in the Appendix and by the ambiguity of Tc
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tively. Solid �dashed� lines are calculations given by Eqs. �2� and
�3� with �z=1.5 and d=2 ��=0.67, z=2, and d=3�.
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tribution of vortex dynamics was negligible and that the 2D-
“U” critical charge dynamics retained up to 0.1 T. However,
above 0.3 T, we found that the values of ���� /�0� in the
high-frequency limit clearly decreased with increasing mag-
netic field and also that the frequency dependence of
���� /�0�� was weakened, as shown in Fig. 18. Within the
dynamic scaling theory,19,22 these results seem to suggest that
the dimensionality in the critical charge dynamics changes
from 2D to 3D by applying magnetic field. Figure 19 also
shows that the temperature dependence of �0�0���2−d� was
changed markedly to the 3D-like above 0.3 T. However, we
could not clearly confirm the 3D-XY critical charge dynam-
ics since �0 and �0 could be fitted by the critical exponents
of the 3D-XY universality class only in a very narrow region
between 1.01 Tc and 1.03 Tc. This suggests a possibility
that another contribution affects the critical behavior above
0.3 T. This possibility was also suggested by the fact that the
scaled data of �� at B=1 T were more scattered than those
at B=0 T, leading to poorer fitting results of �0 and �0 to
the 3D-XY model. As one possible candidate, we suspect that
the vortex dynamics dominates the data. Indeed, the esti-
mated ��T��100 nm for the 2D-“U” critical charge dynam-
ics at 1.02 Tc exceeds �v�80 nm at 0.3 T. However, we
found that the scaled data of �� for x=0.17 above 0.3 T were
qualitatively different from those observed for x=0.07 at 1 T,
as shown in Figs. 11 and 18. In addition, if we use the
3D-XY critical exponent, ��T� in the measurement tempera-
ture range is estimated at most �60 nm, which is smaller
than �v�80 nm at 0.3 T. Therefore, there is another possi-
bility that the critical charge dynamics changed from the 2D-
“U” to the 3D-XY universality class, even though it remains
unclear at present why the critical charge dynamics for x
=0.17 was largely dependent on the applied magnetic field.

In summary, the systematic studies of the effects of the
external magnetic field on the critical charge dynamics con-
firmed that our determination of the universality class, which
was classified into 2D-XY for the underdoped region, 3D-XY
for the optimally doped region, and 2D-“U” for the over-
doped region, was plausible.

V. DISCUSSION

As was already pointed out, we discovered three different
universality classes in the phase diagram of LSCO, repre-
senting the existence of two kinds of crossover lines across
the phase diagram. One is the dimensional crossover from
2D-XY to 3D-XY between x=0.14 and x=0.15, while the
other is the crossover from 3D-XY to 2D-“U” between x
=0.16 and x=0.18. The study of the effects of thickness and
magnetic field dependence supported that these features were
not caused by the finite-size effects, but were intrinsic to the
superconducting phase transition in LSCO. In this section,
we discuss possible origins of these changes of the univer-
sality class with the Sr concentration from various points of
views.

A. 2D-XY critical charge dynamics in the underdoped region

First, we discuss the 2D-XY critical charge dynamics in
the underdoped region �x=0.07–0.14�. This possibility was

already pointed out by our previous study.20 In this work, we
confirmed that the exponential divergence of �KT�T� for x
=0.07 was suppressed by applying small magnetic field, in
agreement with the BKT theory which considered the effects
of externally induced vortices.47 These results strongly sup-
port that the critical charge dynamics in the underdoped re-
gion was classified into the 2D-XY universality class. What
is most significant is that the phase fluctuations of the super-
conductivity order parameter, which could be directly deter-
mined in our methods,48 survived only up to much lower
temperature �at most �1.4 Tc� than the closing temperature
of the pseudogap. As shown in Fig 7, this shows a sharp
contrast to the Nernst experiments by Ong and Wang.49 Our
results indicated that the anomalous pseudogap phenomena
cannot be explained only by the classical phase fluctuations
of superconducting orders, in contrast to the early prediction
by Emery and Kivelson.3 A similar conclusion was also ob-
tained by a theoretical consideration on “cheap” vortices
where the vortex core energy is very small ��kBTc� and both
of the amplitude and phase fluctuations are controlled by the
same energy scale, kBTc.

50

In the layered superconductor, it is suggested that the fi-
nite interlayer coupling effect enhances the true critical tem-
perature, Tc, as follows:

Tc/TBKT = 1 + 
 	

ln 	1/�
�2

, �11�

where TBKT and � are the BKT transition temperature and
the anisotropy ratio of the interlayer coupling to the intra-
layer coupling, respectively.51,52 According to Eq. �11�, the
2D-XY critical behavior is no longer observed in the vicinity
of Tc and that the system should exhibit the 3D critical be-
havior, except for the case that the interlayer coupling is
negligibly small ���0�. However, it should be pointed out
that Eq. �11� overestimated Tc. In fact, Eq. �11� was derived
by considering the critical radius, rc, where the energy of the
independent vortex pair balances with that of the vortex ring
�see Fig. 20�. In Refs. 51 and 52, rc was estimated by ne-
glecting the contribution of the vortex core energy, Ec, com-
pared to the logarithmic interaction term. However, this is
incorrect, which was already pointed out in the original pa-
per of the BKT theory21 and also in a recent theoretical re-
view paper more clearly.50 Particularly, according to the lat-
ter paper, Ec is expected to be at least comparable to the
logarithmic interaction term even for cheap vortices. Thus, it
is clear that Eq. �11� overestimates the enhancement of Tc
owing to the interlayer coupling effect. In order to discuss

(a) independent vortex pair (b) vortex ring

FIG. 20. Schematic drawings of �a� independent vortex-
antivortex pair and �b� vortex ring in a layered superconductor.
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the possibility of the vortex ring excitation in the layered
cuprate superconductor more precisely, we need the accurate
estimation of Ec of cheap vortices, which remains an open
issue.

Even if we consider a somewhat unrealistic situation
where Ec is negligible, our results merely suggest that the
interlayer Josephson coupling is not yet developed at least
above the minimum temperature where the critical behavior
was successfully observed �1.01Tc for x=0.07, as shown in
Fig. 7. Indeed, we found that the effective thickness of the
superconducting sheet was comparable to the distance be-
tween the CuO2 planes, suggesting that the fluctuating super-
conductivity appeared in each CuO2 plane which remained
nearly decoupled within the measured temperature range.20

We emphasize that our results do not rule out the develop-
ment of the interlayer Josephson coupling, which will finally
lead to the 3D critical behavior. The Josephson coupling is
expected to be developed in the further vicinity of Tc, which
we could not approach experimentally. Thus, our observation
of the 2D critical behavior does not contradict the general
property of a layered superconductor.

B. Two crossovers in the phase diagram

The most important findings are the two crossovers, that
is, the crossover from 2D-XY to 3D-XY near x=0.14 �Ref.
20� and the other crossover from 3D-XY to 2D-“U” near x
=0.16 in the phase diagram. First, we focus on the first cross-
over. The sudden change of the universality class from the
2D-XY to 3D-XY around at x=0.14 is discussed in terms of
several theoretical models.

In the U�1� mean-field theory of the t−J model,1,2 Tc is
controlled by the Bose condensation of holon in the under-
doped region and the fermion pairing in the overdoped re-
gion. This means that a qualitative change of the condensa-
tion nature is expected to take place at the optimal doping.
Our results were consistent with this picture in the sense that
the critical charge dynamics changes near the optimally
doped region. However, it seems to be difficult to explain the
change of the dimensionality. In the theory, the weak 3D
interlayer hopping is assumed to obtain a finite transition
temperature of the Bose condensation of holons. As was sug-
gested by Lee and co-workers,50 the BKT transition for the
fermion pairing and the boson condensation can occur simul-
taneously where the gauge field becomes massive due to the
Higgs mechanism. Thus, the phase-transition lines for the
fermion pairing and the boson condensation, which were pre-
dicted in the U�1� mean filed theory of the t−J model, be-
come the crossover lines and only the superconducting tran-
sition remains to be the real BKT transition. This suggests
that we should observe only the 2D-XY universality class in
the whole range of the phase diagram. In other words, the
anomalous change of the dimensionality in the critical be-
havior with carrier doping cannot be explained only by the
early framework in the t−J model suggesting the fermion
pairing and the boson condensation. The so-called
confinement-deconfinement transition due to the strong-
coupling gauge field50,53 is another candidate for the change
of the critical behavior. Although a confinement-

deconfinement transition does not always imply the change
of the dimensionality, it is possible that a 3D Fermi-liquid
phase is realized as a consequence of the confinement of
fermions and bosons, in which the 3D-XY critical behavior
arises.

On the other hand, in the hidden QCP scenario, this sud-
den change of the universality class can be understood as a
classical-quantum crossover which may occur with x ap-
proaching the hidden QCP located beneath the superconduct-
ing dome. A spatial and time correlation of the quantum fluc-
tuation of the hidden order is strong near the QCP. Therefore,
provided that the quantum fluctuation couples to the thermal
fluctuation of the superconducting order, the critical dynam-
ics around the superconducting transition can be affected by
the quantum-fluctuation effects in the vicinity of the QCP. In
this picture, it is also predicted that the quantum-fluctuation
effects should become less prominent as x increases away
from the hidden QCP. From this point of view, the behavior
in the overdoped region reported in this paper is very crucial
to examine these theoretical models.

In the overdoped region, we found the second crossover
from 3D-XY to 2D-“U” near x=0.16, in addition to the first
crossover near x=0.14. This is highly unexpected, since the
general trend is that the transport properties of the high-Tc
cuprates become less anisotropic with carrier doping.54 The
t−J model based interpretation encounters a difficulty since
it does not expect any further dimensional crossover to take
place. Even if a 3D Fermi-liquid phase was realized by a
confinement of fermions and bosons, there is no reason why
the 3D phase is realized only in a narrow range near the
optimally doped region. On the other hand, the theoretical
models assuming the hidden QCP can naturally explain our
finding that the critical charge dynamics at least down to T
�1.01 Tc was essentially 2D all over the phase diagram
except for a narrow range near the optimally doped region.
This result was in correspondence with the expectation that
the quantum-fluctuation effects are prominent only in the vi-
cinity of the QCP.

More precisely, the quantum-fluctuation effects at finite
temperatures are prominent only in the quantum critical re-
gion, which will be described below. In general, in the 2D-
QPT scenario, the hidden order of the QPT becomes long
range only at zero temperature.18 For instance, suppose the
Heisenberg antiferromagnet with the 2D square lattice,
which corresponds to an undoped CuO2 plane.55 The mag-
netic long-range order is present only for g�gc at T=0,
where g and gc are a key parameter to control a QPT and a
critical parameter corresponding to the QCP, respectively. At
T=0, the correlation length �Q of QPT diverges as ��g
−gc�−�̃ in the vicinity of gc, where �̃ is a static quantum
critical exponent. On the other hand, at finite temperatures,
there are three characteristic regions, each of which is sepa-
rated by two crossover lines, T= � �g−gc��̃z̃, where z̃ is a
dynamic quantum critical exponent, as shown in Fig. 21.
Here, we used the same description for each region as that
proposed by Sachdev,18 since the commonly used description
such as “quantum disordered” seemed to be somewhat mis-
leading.

In the low T region on the magnetically ordered side �0
�T� �gc−g��̃z̃�, both of �Q and the correlation time, �Q, de-
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crease exponentially as T increases, suggesting that the
quantum-fluctuation effect is extremely small �line �a� in Fig.
21�. Thus, in this region, the system is regarded as classical
at finite temperatures. In the quantum critical region �T
� �gc−g��̃z̃ and T� �g−gc��̃z̃�, �Q and �Q decrease as �1 /T
�line �b� in Fig. 21�. This means that large quantum fluctua-
tions survive even at high temperature which might appear in
various properties, as well as thermal fluctuations. Finally, in
the low T region on the quantum paramagnetic side �0�T
� �g−gc��̃z̃�, �Q exponentially reaches a constant value as T
→0 �line �c� in Fig. 21�. The value of �Q at T=0 behaves as
�g−gc��̃z̃. This region can also be regarded as a “spin liquid”
state,50 since there is no long-range order even at T=0. In
this region, although quantum fluctuations surviving at T
=0 contribute to the oscillatory spin correlation, the long-
range time correlation is exponentially relaxed by thermal
fluctuations. Thus, the behavior of �Q at T�0 is rather domi-
nated by the classical relaxation. In summary, the schematic
behavior of �Q for the 2D Heisenberg antiferromagnet is
shown in Fig. 21.

When this concept is applied to discuss the phase diagram
of the cuprates, the parameter, g, is related to the carrier
concentration, n. As holes are doped into the CuO2 plane at
T=0, it is expected that the long-range order of the spin
correlation is broken at a critical value of the hole doping, nc,
which is corresponding to gc. Thus, one can consider that g is
a positive function of the hole doping and that g�nc�=gc. In
the quantum critical region around nc, the antiferromagnetic
quantum fluctuation is considered to decay slowly as �1 /T.
It is already well established that the antiferromagnetic quan-
tum fluctuation favors the d-wave superconductivity.4,5 This
suggests the possibility that a spatial and time correlation of
the superconducting order can be enhanced by the quantum-
fluctuation effects. Provided that the interlayer correlation is
also enhanced, the observed dimensional crossover from 2D
to 3D can be understood as a consequence of these quantum-
fluctuation effects. Note that this effect is limited to the quan-
tum critical region. In other two regions, �Q for the quantum

fluctuation decays exponentially with increasing tempera-
ture, suggesting a purely classical dynamics. Thus, the ex-
perimental result that the 3D behavior was observed only in
the vicinity of the optimally doped region showed good
qualitative agreement with this QCP scenario, as shown in
Fig. 22.

Note that the 2D antiferromagnetic order discussed here is
just one of the candidates for the possible QPT. The scenario
is essentially based on a hidden order in the 2D system. The
2D order is present only at T=0 and becomes short range at
finite temperatures, independent of g. Therefore, no experi-
ment at finite temperatures can determine nc directly. This
means that the disappearance of the 3D Néel order by hole
doping does not always imply the position of the QCP in the
2D antiferromagnet. Rather, a scaling analysis of the wave
vector- and frequency-dependent magnetic fluctuations
seems to be useful to search the position of the QCP. Indeed,
the neutron-scattering study using an LSCO single crystal
suggested that the QCP might be hidden near x=0.14,12

which agrees well with our results.
At present, this scenario seems to be compatible with our

results most successfully. The important requirement is that
the quantum fluctuation around the hidden QCP couples to
the thermal fluctuations of the superconducting order near
the superconducting transition. Thus, a crucial question is
what is the most plausible candidate for a hidden order
among various proposals.4–11 A very recent discovery,56 of
the 4a0 wide unidirectional electronic domain which was de-
tected by using a tunneling-asymmetry imaging technique in
STM, may be also a candidate for such hidden orders. Un-
fortunately, we could not find a clear answer to this question
in this work. In addition, there is a more complicated prob-
lem in the neighborhood of the Mott insulator-to-metal tran-
sition. It is predicted that the coupling between the order
parameter of the QPT and the low-energy fermions provides
a more complex behavior with two dynamic quantum critical
exponents.57–59 In LSCO single crystals, the insulator-to-
metal crossover was suggested to occur near x=0.16 by the
in-plane resistivity measurements down to T=0.65 K using
a 61 T pulse magnetic field.60 An open issue is whether this
behavior is attributed to the Mott transition or not.
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FIG. 21. �Color online� Schematic phase diagram of the 2D
quantum antiferromagnet. Lines �a�–�c� represent �Q in each region.

FIG. 22. Schematic phase diagram of LSCO together with our
results about the critical charge dynamics. Solid circles are the phe-
nomenologically well-established QCPs. An open circle near the
optimal doping is a hidden QCP assumed to explain our findings.
The region between two dashed lines is the quantum critical region.
Thick solid line at T=0 is a long range ordered region.
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C. Possible origin on the 2D-“U” critical charge dynamics

The critical charge dynamics observed in the overdoped
region was found to be different from the well-known uni-
versality classes �2D-XY, 3D-XY, or the Gaussian fluctua-
tion�. Here, we discuss this 2D-“U” critical behavior in de-
tails.

First of all, we consider the effect of disorder due to the Sr
substitution, which is expected to be more prominent with
increasing Sr concentration. As was emphasized repeatedly,
the successfully scaled data confirmed that the observed 2D-
“U” critical behavior could not be explained by the distribu-
tion of Tc due to the disorder effect because our method to
obtain the data collapse of �� and ��� is sensitive to the
breakdown of the dynamic scaling hypothesis, which can be
caused by a broad distribution of Tc due to disorders. Figure
23 shows an example of the breakdown of the dynamic scal-
ing due to the distribution of Tc. This is ����� scaled by �0
of the thicker film �t=120 nm� with x=0.18. As shown in
the inset of Fig. 23, dc resistivity showed a broader transition
width than that of the thinner film �t=60 nm�, which yielded
the successfully scaled �fl���. It is clear that the data col-
lapse of ����� for the thicker film becomes worse with de-
creasing temperature, suggesting that a broad distribution of
Tc due to disorder results in the breakdown of the dynamic
scaling hypothesis.

The plots of Fig. 7 are also suggestive to consider the
influence caused by the distribution of Tc. Although a lower
bound of the hatched region in Fig. 7 seems to show our
experimental limitation to approach the critical region as
close as possible, it may be explained by another possibility
that it is determined by the influence of the slight distribution
of Tc. In such a case, we can estimate the distribution of Tc as
follows. If a lower bound of the smeared Tc was given by
Tc−, the critical behavior of �0 or �0 with � diverging at
Tc− deviates from a power-law behavior below a tempera-
ture in the vicinity of Tc. For instance, in the case of x
=0.18, the power-law behavior with �z=1.5�0.2 down to
TL= �1.007�0.003�Tc at B=0 T, where the error bars of �z
and TL were derived from the ambiguity of Tc

scale. This sug-
gests that the deviation from the power-law behavior due to

the distribution of Tc should be observed below TL. Figure 24
shows the calculation of �0 with � diverging at Tc− for
several values of �z and , indicating that the deviation oc-
curs at a higher temperature with increasing the values of �z
and . Thus, we found that  for x=0.18 was less than
0.001 Tc��0.03 K� even for the maximum value of �z, sug-
gesting that the distribution of Tc was negligibly small even
for the overdoped LSCO.

In addition to such an experimental justification, the so-
called Harris’s criterion on the critical phenomenon also tells
us that the weak disorder is irrelevant to the 2D-XY or
3D-XY critical behavior.61 On the other hand, the strong dis-
order can change the critical behavior to a different one.
However, even for the strong disorder, it seems difficult to
change the dimensionality in the critical charge dynamics. In
other words, the observed dimensional crossover from 3D to
2D is a very robust one, which cannot be explained by the
disorder effect.

Meanwhile, the strong disorder effect is one of the pos-
sible candidates for the origin of the anomalous critical ex-
ponents. The disorder effect on the 2D system has been in-
vestigated by the 2D random gauge XY model, which
introduced the disorder effect as the random variables in
magnetic bond angles uniformly distributed in the range
from −r	 to r	.62 When the disorder strength, r, is equal to
1, the model corresponds to the standard XY gauge glass
model,63 while the standard XY model is recovered for r=0.
Interestingly, a recent Monte Carlo simulation of the 2D ran-
dom gauge XY model suggested that a non-BKT type transi-
tion with ��1.1 occurred at low temperatures for a stronger
disorder strength than a critical value of r, while the standard
BKT transition occurred at low temperatures for a weaker
disorder strength.62 The calculated critical exponent is not so
different from our result ���0.9� for x=0.18. Thus, this is
one possibility for the 2D-“U” universality class. However, a
better agreement of the critical exponent is obtained by con-
sidering the frustration effect on the 2D system. We will
discuss this later in terms of the frustrated 2D-XY model.

Next, in the t−J model assuming the BKT transition for
the fermion pairing and the boson condensation, it is ex-
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pected that the 2D-XY critical behavior is observed in a
whole region of the phase diagram. In practice, the BKT
transition cannot be observed unless the BKT criterion, ��

�L, is satisfied,21 where ���=�2 /Ds� and L are a screening
length and a lateral size of a superconducting sheet, respec-
tively, and � and Ds are a bulk penetration depth and a thick-
ness of the superconducting sheet, respectively. In the under-
doped region, this criterion is satisfied, indeed.20 For
overdoped films, �� was estimated to be 10�100 mm,
which is sufficiently larger than L�1 mm, showing the cri-
terion is satisfied also for overdoped samples. Therefore, the
2D-“U” critical behavior was not induced by the failure of
the BKT criterion. Thus, the 2D-“U” feature cannot be ex-
plained by the t−J model based theories.

In a model assuming that a Fermi-liquid state is realized
in the heavily overdoped region, one may expect that a con-
ventional Gaussian fluctuation rather than the critical fluctua-
tion becomes more prominent with increasing the Sr concen-
tration. From this point of view, a crossover from the 2D-XY
critical behavior to the Gaussian fluctuation can be a candi-
date for the origin of the observed anomalous critical expo-
nents. In order to examine this, we estimated 1 /� for each
film �� is the correlation time of the fluctuation� by compar-
ing the scaled data of ����� to the Gaussian scaling
function.43 In the GL theory assuming the Gaussian fluctua-
tion, it is well known that the divergence of � near Tc is
given as follows:

�GL =
	�

16kB�T − Tc�
. �12�

Surprisingly, we found that all the results of 1 /� for x
=0.07, 0.16, and 0.18 were much smaller than 1 /�GL by 2 or
3 orders of magnitude, as shown in Fig. 25. A similar slow
critical charge dynamics has been reported for the nearly
optimally doped YBa2Cu3Oy thin film.23 These results show
a sharp contrast to the similar plots of 1 /� for NbN thin

films,24 which almost agreed with 1 /�GL �also shown in Fig.
25�. Therefore, the observed dynamics is indeed attributed to
the critically slowing down phenomenon in the critical re-
gion and it cannot be explained by a crossover to the Gauss-
ian fluctuation. Interestingly, such a slow dynamics is also
expected in the low T regions both on the magnetically or-
dered and the quantum paramagnetic sides around the QCP
because of the opening of an energy gap in the excitation
spectrum.18

In terms of the QCP scenario, we believe that the spin
liquid state in the low T region on the quantum paramagnetic
side seems to provide key information to understand the ori-
gin of the 2D-“U” critical behavior. When a hole is doped in
the CuO2 plane, the spin on a Cu site is combined to the spin
of the doped hole to form the Zhang-Rice �ZR� singlet,64

giving rise to the spatial modulation of the nearest-neighbor
exchange interaction, J, to a square lattice in the CuO2 plane.
In other words, the formation of the ZR singlet by doped
holes introduces the frustration between the spins in the 2D
antiferromagnet, as pointed out by Anderson.65 In particular,
mobile ZR singlets can give rise to the dynamic spin frustra-
tion. This dynamic or static frustration effect has been con-
sidered to play an essential role in stabilizing the spin liquid
or glass state.65,66 Such a frustrated state might be related to
the 2D-“U” critical behavior in the overdoped region. Thus,
we need to consider more explicitly the influence of the frus-
tration effect to the superconductivity realized in the quan-
tum paramagnetic side.

The static frustration effect in the XY spin systems has
been extensively investigated by the so-called frustrated XY
model67 both theoretically68 and experimentally.69 Interest-
ingly, the study of the critical behavior in frustrated XY spins
seems to suggest the possibility of a new universality class,
which is clearly different from the 2D-XY universality
class.68 Indeed, many numerical simulations for the fully
frustrated XY model suggested that �=0.8–1.0,68 which
shows a good agreement with our result ���0.9� for x
=0.18. Although the explicit correspondence between the
frustrated XY spin system and the superconductivity realized
in the spin liquid state is an open issue to be resolved, the
resemblance between the critical behaviors of both systems
suggests the importance of frustration effect in the overdoped
region.

VI. CONCLUSION

We investigated the critical charge dynamics of the super-
conducting to the normal-state transition for LSCO thin films
with a wide range of the Sr concentration �x=0.07–0.20�
through the dynamic scaling analysis of the fluctuation-
induced microwave conductivity. We discovered that the
critical charge dynamics in the phase diagram of LSCO was
classified into the following three different universality
classes: �i� the 2D-XY universality class for the underdoped
region �x=0.07–0.14�, �ii� the 3D-XY universality class for
the nearly optimally doped region �x=0.15 and 0.16�, and
�iii� the 2D-“U” ��=0.9�0.05, z=1.7�0.3� universality
class for the overdoped region �x=0.17–0.20�. We confirmed
that the anomalous 2D critical behavior for the overdoped
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films �t=50 nm,150 nm� in Ref. 24. Error bars were estimated
through those for �0, which were estimated by using the methods
described in the Appendix. A solid straight line is 1 /�GL given by
Eq. �12�.
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region is not induced by the finite-size effect but is intrinsic
to the overdoped LSCO.

Our results indicated that there are two kinds of dimen-
sional crossovers in the phase diagram of LSCO, suggesting
that the dimensionality in the critical charge dynamics
changes twice with hole doping. In other words, except for
the 3D-XY critical charge dynamics observed only near the
optimally doped concentration, we found that the critical
charge dynamics of LSCO was essentially two dimensional.
This suggests that the fluctuating high-temperature supercon-
ductivity initially appears in each CuO2 plane, preceding the
development of the interlayer Josephson coupling. Our re-
sults for the underdoped LSCO also indicated that the 2D-XY
critical charge dynamics could be observed at most up to
�1.4Tc, which was much lower than a closing temperature
of the pseudogap. Thus, some of the early naive pictures
about the pseudogap and the critical fluctuations in high-Tc
cuprates need to be modified.

We discussed the possible origins of the anomalous di-
mensional crossovers. It is concluded that neither the weak-
ened anisotropic property with hole doping nor the
confinement-deconfinement transition discussed in the t−J
model can explain the second dimensional crossover from
the 3D-XY to the 2D-“U”, which occurs between x=0.16 and
0.17. On the other hand, the so-called hidden QCP scenario,
where the quantum critical fluctuation near the hidden QCP
couples to the superconducting fluctuation, was able to ex-
plain the existence of two kinds of dimensional crossovers
qualitatively. This scenario also seems to provide a key in-
formation to understand the origin of the 2D-“U” critical
behavior, whose critical exponents were found to be similar
to those of the frustrated XY model. The importance of the
frustration effect in the spin liquid state is implied

At present, the scenario based on a hidden order of QPT
in the 2D system seems to be the most reasonable candidate
for the anomalous change of the universality class with hole
doping. However, the hidden order which provides the direct
evidence for QCP has not been yet discovered. If the hidden
order is formed in the 2D system, it will be almost impos-
sible to be found at finite temperatures. Thus, the dynamic
scaling analysis including the quantum critical fluctuations
plays an important role to settle this issue.
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APPENDIX

In the present study, the scaling procedures described in
Sec. II were usually performed by eyes. However, the noises
appeared in the scaled data of �� and ��� often make a reli-

able estimation of errors on scaling parameters quite diffi-
cult. In this appendix, we describe another methods to per-
form the scaling procedure, which enable to estimate the
error bars on the scaling parameters, �0 and �0. If the most
appropriate scaling function is already known, the least-
squares minimization of the residuals is very useful. How-
ever, this means that one must assume a plausible scaling
function before performing the scaling procedure. This is not
a completely independent analysis we propose, but the same
as the conventional analysis assuming the dimensionality or
the critical exponents. As an alternative method without as-
suming any scaling function, we propose the following two
methods to check the data collapses and to evaluate their
error bars.

The first method �method I� is performed as follows. After
the frequency dependence of ����� at each temperature is
converted to the data sets of log ����� as a function of ��,
the difference of log ����� showing the same �� between
the adjacent temperatures is calculated, as shown in Fig.
26�a�. When we describe it as � log �����, the mean value
of � log ����� gives the difference of log �0 between the
adjacent temperatures, where �0 is the scaling parameter.
Thus, the error bars of log �0 are given by the standard de-
viation of � log �����. The other scaling parameter, log �0,
and its error bars can also be estimated by repeating similar
procedures for the data sets of ���� /�0��.

This method was found to provide almost the same results
as those obtained from the scaling procedures by eyes when
the presence of noise was less prominent. In our measure-
ment technique, the noises that appeared in �� and ��� are
mainly attributed to the slight ripple structure remained after
the calibration. Thus, we made the averaging or smoothing
procedure on the data of ����� and ������ before performing
the scaling procedures by method I.

Although the averaging or smoothing procedure is useful
to suppress noises, such secondary data treatments may
break the intrinsic properties included in the original data.
The second method �method II� was developed to avoid the
averaging or smoothing procedure in the scaling of ��, as
described below. First, we plot the data of �� as a function of
log �, as shown in Fig. 26�b�. Next, the ith data of ���log ��
at a temperature �T=Ti� are shifted along the � direction by
a test value, log �1. We describe it as ���log �i
−log �1 ,Ti�. Finally, a square of the difference between
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FIG. 26. �Color online� �a� The first method �method I� and �b�
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���log �i−log �1 ,Ti� and ���log �i� at the adjacent tem-
perature �T=Ti+1� is summed up in the frequency range
where the data sets of ���log �� at both temperatures are
overlapped. When we describe it as Y��1����i����log �i
−log �1 ,Ti�−���log �i ,Ti+1��2�, the scaling parameter, �0,
is determined by the definition that �0 is equal to the test
value giving the minimum of Y��1�. In practice, the second-
ordered least-squares minimization technique was used to
determine the minimum of Y��1� more precisely. Thus, we
used the difference between �0 and the test value of �1,
which gave the minimum among the discrete sets of Y��1�,
as a measure of the error bars on �0.

Figures 27 and 28 show the comparison among three
methods of the scaling procedures, which were performed
for x=0.16 in zero magnetic field. We confirmed that not
only the data collapse of �� and ��� but also the temperature
dependence of �0 and �0, which were obtained by both
methods �method I and method II�, showed a good agree-
ment with those obtained from the scaling procedures by
eyes. Similar results were obtained for other samples. There-
fore, it is clear that our conclusions are not changed by the
methods to perform the scaling procedures.
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