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The dynamical properties of ferroelectric perovskites have typically been classified as being either of order-
disorder or displacive type. Here we show that this simple scheme is not generally applicable but that the
generic and intrinsic properties of this material class always combine both aspects. Important in this respect is
the fact that different length and time scales are associated with the two properties which makes it difficult to
observe them with a single experiment. In addition, it is shown that independent of the transition temperature
of the respective system precursor dynamics exist which set in approximately 75 K above the actual phase-
transition temperature. This theoretical result is supported by measurements of elastic and dielectric
coefficients.
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I. INTRODUCTION

Perovskite oxide ferroelectrics are known since almost six
decades and belong to one of the most interesting material
classes since not only their huge potential of applications is
of interest but also their broad range of ground-state proper-
ties. Especially, the technological interest in them has in-
creased the research in these compounds in order to over-
come problems related to the material optimization. In spite
of these enormous theoretical and experimental efforts to un-
derstand the properties of ferroelectric perovskites from a
microscopic point of view, still a variety of experimental new
findings remain unexplained. These are related to the dynam-
ics of the phase transition, namely, whether it is of order-
disorder or displacive type.1 Seemingly controversial experi-
mental data either support a purely displacive mechanism or
a transition of the order-disorder type. While long-
wavelength testing experiments typically observe perfect
mode softening characteristic of the displacive mechanism,
local probes support the order-disorder aspect.1–9 These local
probes also suggest that small polarized clusters form far
above the transition temperature Tc and grow with decreas-
ing temperature to finally coalesce into a ferroelectric state at
Tc.

10 The existence of these pretransitional clusters has al-
ready been addressed early on and has been interpreted in
terms of a crossover behavior from displacive to order-
disorder with special emphasis to the case of BaTiO3.1,9

More recent data on the same compound are in agreement
with these early approaches since, e.g., an anomalous bire-
fringence is present above the transition temperature Tc,

11

which is suggested to be due to the formation of microre-
gions or nanoregions of polar clusters appearing well above
Tc. Also the analysis of electron-paramagnetic-resonance
�EPR� �Ref. 9� data evidences coexistence regions of differ-
ent structures within a broad temperature regime which stem
from order-disorder dynamics despite of the fact that classi-
cal mode softening—indicating the displacive limit—is
present.12,13 In a recent Brillouin-scattering study polar pre-

cursors have been detected in the paraelectric phase of
BaTiO3 which correlate with the softening of a longitudinal
acoustic mode and appear already approximately 80 K above
Tc.

14 In an earlier Brillouin-scattering study acoustic-phonon
velocities have been measured as a function of pressure.15

The observed anomaly in one of the eigenmodes has been
interpreted as arising from anisotropic fields. Fluctuating po-
lar clusters have also been observed by picosecond x-ray
laser speckle technique in the paraelectric phase of BaTiO3
where their size grows upon approaching the instability.16

Also temperature-dependent measurements of the linear and
nonlinear elastic and dielectric coefficients suggest the exis-
tence of precursor effects appearing far above the cubic-
tetragonal phase transition.17 These anomalies will be ana-
lyzed in detail below. But, not only BaTiO3 exhibits these
locally distorted regions well above Tc, there are similar ob-
servations for PbTiO3,18 PbHfO3,19,20 CdTiO3,21 superlattices
of SrTiO3 /DyScO3,22 and SrTiO3,23,24—all of them showing
“classical” mode softening.25 These data support the conclu-
sion that polar microregions or nanoregions are common to
perovskite ferroelectrics and are even generic and intrinsic
implying that displacive and order-disorder dynamics do al-
ways coexist but may obey different time and length
scales.26,27 This latter conclusion is in contrast to hydrogen
bonded ferroelectrics where the same time and length scales
have been observed for both dynamics.28,29

II. THEORETICAL MODELING

While in previous work the distinction between displacive
and relaxor order-disorder-type ferroelectrics has been attrib-
uted to the depth of the local double-well potential,1 it is
shown here that precursor dynamics are always present and
that these are independent of the shape and the depth of the
double-well potential. The appearance of these locally dis-
torted dynamical regions sets in well above the actual insta-
bility. This has been shown recently in Ref. 23 to be realized
in SrTi16O3 and SrTi18O3. However, this system differs sub-
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stantially from typical ferroelectric perovskites since quan-
tum fluctuations suppress the actual instability in the
former30 and dominate the incomplete ferroelectric state in
the latter. Thus, conclusions reached for SrTi16O3 and
SrTi18O3 cannot be generalized for a ferroelectric perovskite
oxide which undergoes a real phase transition at tempera-
tures well above the quantum regime. The theoretical mod-
eling is based on the polarizability model31,32 which has been
shown to capture the essential physics of ferroelectrics.33 The
ferroelectric transition temperature is variable in this model
through variations in the local double-well potential height.
Even though the results, presented below, are obtained on a
mean-field level using the self-consistent phonon approxima-
tion �SPA�, local structural distortions are implicitly obtained
through pronounced anomalies in the elastic constants as de-
rived from the dispersion relation of the acoustic mode.34

The model differs substantially from �4 models typically
employed for ferroelectrics since the double-well potential
used here is in the relative displacement coordinate between
ionic core and its surrounding shell. This shell model repre-
sentation of ferroelectrics captures essential dynamical
charge-transfer effects between the central B transition-metal
ion d states and the oxygen ion p states in ABO3 which
crucially influence the dynamical properties.35 The model
Hamiltonian in its pseudo-one-dimensional representation
reads32

H =
1

2�
n
�M1u̇1n

2 + m2u̇2n
2 + f��u1n+1 − u1n�2 + f�v1n − u2n�2

+ f�v1n+1 − u2n�2 + g2w1n
2 +

1

2
g4w1n

4 � , �1�

where M1 ,m2 refer to the polarizable cluster mass BO3 and
the A sublattice mass with site n-dependent displacement co-
ordinates uin , i=1,2, respectively. The electronic displace-
ment is given by v1n. Nearest-neighbor interactions between
the two particles are indirect through the shells and are de-
termined by the harmonic force constant f . Note that this
indirect interaction provides important renormalizations of
the soft-mode frequency and, in addition, causes a substan-
tial coupling between the acoustic- and the optic-mode fre-
quencies. The next-nearest-neighbor coupling between the
polarizable BO3 units is given by f� and guarantees the sta-
bility of the lattice. The double-well potential, which is used
here, is in the relative electron-ion displacement coordinate
w1n=v1n−u1n and characterized through the attractive har-
monic term g2 and the stabilizing nonlinear fourth-order cou-
pling constant g4. While interesting superlattice modulations
and nonlinear excitations result when exact solutions of the
model are tested,35–37 the use of the SPA admits to calculate
the relevant temperature-dependent properties. In the follow-
ing the SPA is applied since the soft-mode temperature de-
pendence as well as its coupling to the related acoustic mode
can be best analyzed. The dispersion relations derived from
Hamiltonian �1� are

�1,2
2 =

1

2
��TO

2 + �TA
2 � �

1

2
���TO

2 − �TA
2 �2 + �2 �2�

with �TO
2 = 1

m2
� 4 f̃ f

g sin2 qa+2 f̃�, �TA
2 = 1

M1
�4f� sin2 qa+2 f̃�, �2

= 4 f̃2

� cos2 qa, and f̃ = fg
�2f+g� , where � is the reduced cell mass

and g is defined through g=g2+3g4	w2
T, which corresponds
to a cumulant expansion of the cubic term in w appearing in
the equations of motion and has to be calculated self-
consistently at each temperature T. The phase-transition tem-
perature Tc is assigned to the condition g→0, i.e., through
the implicit relation

0 = g2 + 3g4�
g,j

�

2�q,j
wq,j

2 coth
��q,j

2kBTc
, �3�

where the sum is over all phonon branches j and momenta q
and w is the corresponding eigenvector. By transforming the
summation to an integral in q3 space the approach guarantees
that a transition takes place although on the expense of using
an isotropic dispersion. Typically, the parameters entering the
model are fully determined through experimental data: f is
fixed through the optic zone-boundary mode frequency,
whereas f� is given by the acoustic zone-boundary mode
frequency. g2 ,g4 are determined self-consistently. Since the
aim of this paper is to show that local structural instabilities
occur far above the long-wavelength-related polar instability,
the values of Tc are varied here through the variation in the
local double-well potential height.

III. THEORETICAL RESULTS

First the squared soft-mode frequency � f
2, which corre-

sponds to the transverse optic mode in the q=0 limit of Eq.
�2�, is calculated as a function of temperature and g2 and is
shown in Fig. 1�a�. Since the chosen transition temperatures
are not in the quantum limit, mean-field behavior in the tem-
perature dependence is expected, i.e., � f

2��T−Tc�. This is,
however, in no case observed over the full temperature re-
gime but deviations appear in the vicinity of Tc and at high
temperatures in agreement with experimental observations.
These deviations from linearity become more pronounced
the lower Tc is and are, as has been shown previously, mani-
fested in the quantum limit where a dimensionality crossover
sets in.23,24,38 At high temperatures the saturation of the soft-
mode sets in, which is absent in conventional �4 theories.
For all three examples chosen, the Curie constant increases
with increasing Tc as shown in Fig. 1�b�. The main purpose
of calculating the soft-mode frequency as a function of tem-
perature is, however, to show that a long-wavelength insta-
bility exists as observed by many experiments. This finding
primarily suggests that the transition described here is of the
pure displacive type and that this conclusion which is incom-
plete can be derived from the dispersion of the optic and
acoustic modes, which start to couple at finite momentum.
As long as the coupling constant g is large as compared to
the nearest-neighbor coupling constant, i.e., T�Tc, this cou-
pling is temperature independent since in this limit � is
given by �= �4f2 /��cos2 qa. If the opposite limit applies
when T approaches Tc but still being appreciably far
away, �= ��g2+3g4	w2
T�2 /��cos2 qa. This provides a
temperature- and momentum-dependent coupling which gets
pronounced with decreasing temperature and induces
momentum-dependent anomalies in the acoustic-mode dis-
persion. The critical momentum qc, where these anomalies
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appear, provides information about the length scales and
their local extensions in real space. In order to compare the
three cases of different Tc’s studied here, the high-
temperature limit T=600 K is used for the acoustic mode to
compare the temperature evolution of the anomaly. This is
displayed in Fig. 2 where qc is shown as a function of nor-
malized temperature. Obviously, for all values of Tc, qc lies
on a universal curve. The farther T is above Tc the larger is
the momentum at which the anomaly is present. In addition,
qc converges to a constant value, i.e., qc=0.5 for T�Tc,
which signals the inherent tendency of the system to a dou-
bling of the unit cell corresponding to a zone-boundary in-
stability. Indeed such an instability is observed in many per-
ovskite ferroelectrics and takes place in SrTiO3.23,30

Upon decreasing the temperature and approaching Tc, qc
shifts to the long-wavelength limit indicating a coalescence
of the local dynamics into a coherently polarized state. The
related length scale of these dynamically distorted regions is
shown in Fig. 3 which emphasizes the divergent behavior
appearing at Tc. It is interesting to note here that a universal
behavior is observed in all three cases even though the soft-
mode temperature evolution differs substantially from uni-
versality. Far above Tc these regions are small and on the
order of a few lattice constants only. When the temperature
reaches about twice the transition temperature, their spatial

dimensions start to grow to be almost doubled at T /Tc=1.5.
When approaching Tc further their growth is rapid and
reaches 10–15 lattice constants at T /Tc=1.1 which corre-
sponds in the investigated cases to a temperature window of
10–30 K. A very different response appears when instead of
changing the potential height the core-core coupling f� is
varied. In that case an extremely complex phase diagram is
the consequence.26 Yet, the common aspect of both ap-
proaches is that pretransitional local dynamics occur far
above Tc. While the momentum anomaly reveals information
about the length scale involved in the local dynamics as
quantified above, the frequency value at the anomaly pro-
vides information about the time scale: for the long-
wavelength soft mode � f the time scale is in the THz regime
and for the precursor dynamics substantially slower time
scales apply which are in the MHz–GHz region. This is
shown in Fig. 4 where again these data are compared to the
600 K dispersion of the acoustic mode.

Comparing the temperature dependence of the acoustic-
mode frequency at qc for the three different cases, universal-
ity is absent here. For the highest Tc �245 K� the frequency
rapidly approaches the value of the harmonic mode whereas
this is still substantially smaller in the case of Tc=105 K
even if the temperature is five times larger than Tc. In spite of
these different temperature dependencies a common aspect

FIG. 1. �Color online� �a� The squared soft-mode frequency � f
2 as a function of temperature for three different values of g2 as indicated

in the figure. �b� The same as �a� but with the temperature being normalized to T /Tc.

FIG. 2. �Color online� Dependence of the critical momentum qc

on T /Tc for different values of g2 as indicated in the figure.
FIG. 3. �Color online� The critical length scale as a function of

T /Tc for different values of g2 as indicated in the figure.
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of all three cases can be deduced from the result. By defining
a minimum softening of 75% as compared to the 600 K
mode frequency to be relevant to detect this softening experi-
mentally �which corresponds to a domain size of �5 lattice
constants�, the onset temperatures can be derived from Fig.
4. In all cases the precursor dynamics start to develop ap-
proximately 75 K prior to the long-wavelength instability.
Even if a larger percentage is taken as the relevant one and
the temperature scale for the local dynamics increases, a
similar trend is observed. This means that the local dynamics
develop always almost at the same temperature scale above
Tc in the investigated systems.

Another conclusion from the above analysis relates to the
role played by the depth of the local double-well potential.
While this has been assumed to be decisive for the distinc-
tion between relaxational and displacive dynamics,1 the
above results support the viewpoint that independent of the
double-well potential depth both dynamics coexist, however,
exhibiting different length and time scales, namely, long
wavelength for the optic ferroelectric mode and a few lattice
constants for the related acoustic mode; THz frequencies for
the former and MHz–GHz for the latter. The depths of the
double-well potentials used in these calculations differ sub-
stantially for the three investigated examples as is shown in
Fig. 5.

As has been outlined in Sec. I, experimental data for per-
ovskite ferroelectrics seem to be controversial since long-
wavelength testing probes are in support of the displacive
nature of the phase transition while local probes corroborate
the order-disorder aspect. The above modeling, however,
shows that both findings are not controversial but compli-
mentary as the local dynamics coexist with the long-
wavelength ones, which evidences that order-disorder and
displacive mechanisms are present simultaneously.

IV. THERMODYNAMIC ANALYSIS OF LINEAR AND
NONLINEAR DIELECTRIC AND ELASTIC

COEFFICIENTS OF BaTiO3

In order to affirm the above-described results, linear and
nonlinear elastic and dielectric coefficients have been mea-

sured and analyzed for BaTiO3.17 The analysis of the data is
based on the thermodynamic potential function which is ex-
panded in terms of higher orders of the mechanical stress Tj
and the electric field strength Em.39 The equations of state for
the strain Si and the dielectric displacement Dm are obtained
as Si=sij

ETj +sijk
E TjTk ,Dm=	mn

T En+	mnp
T EnEp, where sij

E ,sijk
E are

the second-order linear and third-order nonlinear elastic co-
efficients, where the latter determines the change in the linear
term with mechanical stress Tj. 	mn

T ,	mnp
T are the linear and

third-order nonlinear dielectric coefficients, respectively.
Again, the nonlinear term characterizes the change in the
linear dielectric constant with the electric field strength Em.
While the third-order nonlinear elastic coefficients exist for
all crystal classes, the nonlinear dielectric coefficient is only
observable for crystal classes without a center of symmetry.
The temperature dependencies of linear and nonlinear coef-
ficients near first-order phase transitions are obtained from
the Landau free-energy thermodynamic potential,

G = G0�T� −
1

2
sij

ETiTj −
1

2
	mn

T EmEn −
1

3
sijk

E TiTjTk

−
1

3
	mnp

T EmEnEp +
1

2
Arr
r

2 +
1

4
Brrrr

4 
r
4 +

1

6
Crrrrrr

6 
r
6

− KriTi
r − �rmEm
r − MrijTiTj
r − �rmnEmEn
r

TABLE I. Temperature dependence of the elastic and dielectric
coefficients for a noncentrosymmetric system: the first row denotes
the respective coefficient, while the second row denotes the corre-
sponding theoretically derived T dependence.

Coefficient T dependence

s̃ii
E−sii

E Kri
2

�rr�T−T0�

	̃mm
T −	mm

T �rm
2

�rr�T−T0�

s̃iii
E −siii

E 3KriMrii

�rr�T−T0�
+

3Kri
2 Nrri

��rr�T−T0��2

FIG. 4. �Color online� Normalized acoustic-mode frequency
�TA�qc ,T� /�TA�qc ,T=600 K� versus T /Tc for three different val-
ues of g2.

FIG. 5. �Color online� The local double-well potential as a func-
tion of the relative coordinate w for three different values of g2 as
indicated in the figure.
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− NrriTi
r
2 − rrmEm
r

2 − 2VrimTiEm
r + ¯ . �4�

Here 
r is the order parameter and the coefficients
Kri ,�rm ,Mrij ,�rmn ,Nrri ,rrm ,Vrmi couple the order parameter
with the electric field strength and the mechanical stress. All
coefficients with the exception of Arr are temperature
independent40 and Arr=Arr�T−T0�. The T dependencies of
the nonlinear elastic and dielectric coefficients are derived
from the following relations:

s̃ij
E =

�Si

�Tj
+

�Si

�
r

�
r

�Tj
, 	̃mn

T =
�Dm

�En
+

�Dm

�
r

�
r

�En
, s̃ijk

E

=
1

2
� � s̃ij

E

�Tk
+

� s̃ij
E

�
r

�
r

�Tk
�, 	̃mnp

T =
1

2
� � 	̃mn

T

�Ep
+

� 	̃mn
T

�
r

�
r

�Ep
�
�5�

and are summarized in Table I for the paraelectric phase.
Since BaTiO3 is centrosymmetric in the paraelectric

phase, the coupling coefficients Kri ,Mrij ,�rmn ,rmm are zero.
The resulting temperature dependencies are listed in Table II

and contrasted there to the experimentally observed T depen-
dencies which are also displayed in Figs. 6–8.

Opposite to the theoretically derived results, the experi-
mentally determined coefficients are finite above Tc and ex-
hibit a substantial T dependence �Figs. 6–8�. This anomalous
behavior is analogous for the elastic and nonlinear dielectric
coefficients.17 The reason for these finite coupling coeffi-
cients must be local symmetry breaking caused by precursor
formation as predicted theoretically. As seen in Figs. 6–8 the
onset temperature for precursor effects starts approximately
80 K above the actual structural instability. This temperature
range is in full agreement with the above-derived theoretical
temperature regime. In addition similar findings have been
seen in Ref. 14.

V. CONCLUSIONS

In conclusion, it has been shown that within the frame-
work of the polarizability model soft-mode behavior, the
characteristic of displacive dynamics can well coexist with

TABLE II. Temperature dependence of the elastic and dielectric
coefficients in the cubic phase: the first row denotes the coefficient,
the second row provides its theoretical T dependence, and the third
row corresponds to the experimentally observed one.

T dependence

Coefficient Theory Experiment

s̃ii
E−sii

E 0 ��T−T0�−1

	̃mm
T −	mm

T �rm
2

�rr�T−T0�
��T−T0�−1

s̃iii
E −siii

E 0 ��T−T0�−2

FIG. 6. Double-logarithmic plot of the linear elastic coefficient
versus �T−T0�.

FIG. 7. Double-logarithmic plot of the nonlinear elastic coeffi-
cient versus �T−T0�.

FIG. 8. Nonlinear dielectric coefficient as a function of the tem-
perature for T�Tc.
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order-disorder dynamics over a substantial temperature
range. Experimental support for local symmetry breaking has
been given through measurements and the analysis of the
elastic and nonlinear dielectric coefficients �Figs. 6–8� which
according to symmetry considerations should vanish in the
cubic phase but are finite in experiments.17 While early on
ferroelectric phase transitions have been classified in terms
of either order-disorder or displacive, it has been shown here
that both types of dynamics exist in parallel. However, since
both dynamics occur on different time and length scales
�THz versus MHz–GHz and long wavelength versus a few
lattice constants�, a single experiment testing a limited length
or time window will see only one component. As such it is
difficult to infer from such an experiment on the nature of the
phase transition. Further, it is concluded that local dynamical
precursor domains are common to perovskite ferroelectrics.
These domains grow upon approaching Tc to coalesce into a

homogeneously polarized state at Tc. Seemingly, a certain
analogy to relaxor ferroelectrics exists to the above modeling
since polar nanoregions develop well above Tc in relaxors
and cause the frequency dispersion of the dielectric constant.
An important distinction to relaxors is, however, that in re-
laxors the distorted regions develop around a dopant are al-
most static and have spatially varying dimensions. In the
above approach these distorted regions are dynamical, thus
not giving rise to a frequency-dependent dielectric response,
and have almost identical spatial spread. Also, they are not a
consequence of doping but arise intrinsically through optic-
acoustic mode-mode coupling.41
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