PHYSICAL REVIEW B 79, 125330 (2009)

Inversion-asymmetry-induced spin splitting observed in the quantum oscillatory magnetization of
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We have investigated the de Haas—van Alphen (dHvA) effect of a two-dimensional electron system in an
AlGaAs/GaAs heterojunction which exhibited structure inversion asymmetry. Using torque magnetometry at
30 mK the magnetic quantum oscillations are found to display beating patterns under large tilt angles. We
attribute these features to spin splitting of the Fermi surface due to spin-orbit interaction. Such beating patterns
in the dHVA effect have been predicted by Bychkov and Rashba more than two decades ago but have not been
reported before. From the beat node positions in the magnetization M we estimate the zero-field spin splitting
to be about 200 weV. Interestingly we find characteristic phase changes in the dHvA signal accompanied by
a shift of the discontinuous jump in M from the high-field to the low-field side of the dHVA oscillations. This
observation is unexpected and needs further theoretical explanation.
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I. INTRODUCTION

Both, the bulk and structure inversion asymmetries (BIA
and SIA, respectively) in a III-V semiconductor heterostruc-
ture lead to a zero-field spin splitting for a two-dimensional
electron system (2DES). The inversion-asymmetry-induced
spin-orbit interaction (SOI) is of paramount importance in
the field of semiconductor spintronics as, on the one hand, it
opens the perspective of controlling spins electrically.> On
the other hand, it is a source of decoherence.>™ In 1984, in a
pioneering paper, Bychkov and Rashba® proposed to measure
the magnetic susceptibility and the de Haas—van Alphen
(dHvA) effect to observe and quantify the STA-induced spin
splitting in asymmetric heterostructures. The magnetization
M=-dU/dB is a thermodynamic quantity and at low tem-
perature T— 0 reflects the variation in the ground-state en-
ergy U with magnetic field B. In particular, the authors pre-
dicted a beating pattern in the quantum oscillatory behavior
of M. Recently transport measurements have allowed to
monitor beating patterns in the magnetoresistance R(B) of
2DES consistent with the Bychkov and Rashba
prediction.””!! R(B) monitored at different tilt angles & be-
tween the 2DES normal and the direction of B (cf. Fig. 1)
showed a systematic shift of node positions with &. This was
explained by the interplay between a SOI-driven zero-field
spin splitting and the magnetic-field-induced Zeeman effect.”
Enlarging ¢ was found to enhance SOI-induced signatures in
R(B) and made them easier to detect.”!>!3 Corresponding
experimental data obtained on M(B) have not yet been re-
ported. So far, high-resolution dHVA studies have been per-
formed in an almost perpendicular field B. These experi-
ments were based on either a sophisticated torque
magnetometer using torsion balance along a thin wire'*!> or
a specially designed superconducting quantum interference
device (SQUID) using very low-noise SQUID electronics at
300 mK.'®!7 These techniques provided a high sensitivity
but did not allow to reach high tilt angles 6. Only recently
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micromechanical torque magnetometers were operated at
angles o close to 90°. Here, however, a 2DES in Si/SiGe was
explored which did not display a SOIl-induced beating
pattern.'®

In this paper we report micromechanical torque magne-
tometry on a high-mobility 2DES in an AlGaAs/GaAs het-
erostructure at 7=30 mK. At high tilt angles é we observe
beating patterns which we attribute to the inversion-
asymmetry-induced spin splitting of the Fermi surface. Be-
yond the beating pattern we observe characteristic shifts of
the dHvA sawtooth shape near a node position. At the same
time we find that the spatial orientation of the magnetization
M tilts away from the 2DES normal direction and varies as a
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FIG. 1. (Color online) Schematic side view of the experimental
setup: micromechanical cantilever prepared from an undoped
AlGaAs/GaAs heterostructure (dark color) and mesa containing the
high-mobility 2DES (light color). The 2DES normal is tilted by an
angle 6 with respect to the external field B. A torque 7=M X B then
acts on the magnetization M. The resulting deflection of the
4.5 um thick cantilever beam is detected by measuring the capaci-
tance Cyp+AC, where C is the zero-field capacitance and AC the
change induced by M. At the same time the distance d between
beam and ground plane is changed by Ad.
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function of B. These observations have not been addressed
before but will be important if one strives for a quantitative
modeling of the SOI-modified dHVA effect in tilted magnetic
fields.

The paper is organized as follows. In Sec. II we describe
experimental details. In Sec. III we present dHVA measure-
ments in tilted magnetic fields and show that the magnetiza-
tion exhibits a characteristic beating pattern at high tilt
angles. In Sec. Il A we employ the model of a parabolic
quantum well to analyze the effect of tilted magnetic fields
on the magnetization neglecting the effects of SOI. Armed
with this knowledge we discuss the beating patterns in detail
in Sec. IV. We analyze the data and discuss the results in
terms of inversion-asymmetry-induced splitting in Sec. V
and conclude with Sec. VI.

II. EXPERIMENTAL SETUP

We measured the magnetization of a high-mobility 2DES
in an AlGaAs/GaAs heterojunction using micromechanical
cantilever magnetometry. A schematic sideview of the sensor
is shown in Fig. 1. The cantilever sensor was micromachined
from undoped AlGaAs/GaAs layers grown by molecular-
beam epitaxy following the procedure described in Ref. 19.
The 2DES resided in a separate 10 wm thick mesa which we
glued to the end of the flexible beam. The sensor was then
mounted on a Swedish rotator immersed in the mixing cham-
ber of a dilution refrigerator. The setup allowed us to adjust
the tilt angle & in situ at 30 mK. The accuracy was better
than =0.25°. The anisotropic magnetization M of the 2DES
is measured via the torque 7=M X B generated by the exter-
nal magnetic field B. The resulting cantilever deflection is
detected using a capacitive readout circuit. The magnetic
field B is chosen to point in the z direction, i.e., Blle,. In the
following the subscripts L and || mark the components of a
vector perpendicular and parallel to the 2DES plane, respec-
tively. The torque acting on M at a fixed value of the per-
pendicular field component B | increases as tan 6. The sen-
sitivity of the setup thus increases with increasing tilt angle.
Note from Fig. 1 that the cantilever magnetometer is directly
sensitive to the component M, of the magnetization being
perpendicular to B.

The 2DES was formed in an Al 33Ga ¢;As/ GaAs hetero-
junction with a 40 mn spacer separating the 2DES channel
from the 72-nm-thick Si-doping layer. All measurements
were performed after brief illumination with a red light-
emitting diode. Carrier densities n, varied from 3.2 X 10'! to
3.3X 10" cm™ in different cooling cycles. For a small tilt
angle of 15°, we extracted a Landau-level broadening param-
eter I' from the dHvA data that was I'=0.04 meV
X \B | [T]. Following Ref. 20 this value corresponded to a
quantum lifetime 7,=%=17X10""" s at B=1 T. The zero-
field mobility was 9 X 10% cm?/V s at 0.3 K measured on a
reference sample from the same wafer. The M(B) data for
small tilt angle & were discussed in detail in Ref. 21. There
we reported jumps at even integer filling factors v which
were discontinuous within the experimental resolution.
These jumps substantiated the high quality of the 2DES.
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FIG. 2. (Color online) Experimental magnetization M plotted
versus 1/B, for different tilt angles 6 at 7=30 mK. The data are
averaged over both sweep directions to minimize signatures origi-
nating from nonequilibrium eddy currents. The curves are offset in
vertical direction for clarity. For a fixed filling factor v the dHvA
oscillation amplitude decreases with increasing tilt angle for &
>60°. For tilt angles 6=75° a beating pattern occurs in the mag-
netic quantum oscillations.

II1. ANISOTROPIC MAGNETIZATION IN TILTED
MAGNETIC FIELDS

In the following we present measurements of the magne-
tization at 7=30 mK for different tilt angles 6. Experimental
magnetization data are shown in Fig. 2 versus 1/B,. A
smooth background that is due to the magnetic signal of the
sensor itself is removed from the raw data by fitting and
subtracting a low-order polynomial from the data in
1/B.'%2223 The magnetization exhibits large (small) saw-
toothlike oscillations at magnetic field positions where the
filling factor v=n,/(eB /h) is an even (odd) integer number.
In the following we will call these filling factors Landau
(spin) filling factors. From the quantum Hall effect it is
known that at such field positions the Fermi energy resides in
the corresponding energy gaps, i.e., in the Landau quantiza-
tion or spin-splitting energy gap. We find that at small odd
integer filling factor, i.e., at high magnetic field, the dHvA
effect is more pronounced than expected from the Zeeman
spin-splitting energy for noninteracting electrons. Such an
enhancement is known in case of a high-mobility 2DES
where electron-electron interaction effects are important.'*10
SOI is important for spin splitting in particular in small mag-
netic fields and will be discussed in detail below (Sec. IV).

The magnetization data shown in this paper are averaged
over both sweep directions of the magnetic field. Thus mag-
netic signals from nonequilibrium currents (NECs) induced
by the sweeping magnetic field are significantly
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diminished.”> NECs are known to mask the dHvA
oscillations.???3 In Fig. 2 small residual spikes appear only at
low filling factors and low tilt angles due to a slight asym-
metry of the NECs for up and down sweep. This leads to an
imperfect cancellation. These residual signals are not in the
focus of this paper.

To interpret the equilibrium magnetization we assume that
the oscillatory part in M(B) and sawtoothlike signal arise
from the perpendicular component M | . The justification for
this assumption will be developed in Sec. III A. It allows us
to calibrate the oscillation amplitude AM (peak-to-peak
value) in absolute units of uj per electron. At small values of
6 we find AM close to 2uy for v=6. This value is the
maximum amplitude predicted for an ideal 2DES with non-
interacting electrons. With increasing tilt angle the in-plane
magnetic field B increases at fixed v. As can be seen in Fig.
2 the oscillation amplitude AM | decreases strongly and
monotonically with increasing By for 6>60°. The amplitude
at v=14 decreases from AM  =1.45u, at 5=60° to about
0.7 at §=80°. At §=75° the node of a beating enters the
oscillation pattern from the low-field side (large filling fac-
tors). At =80° the node position is at about v=36. At 85° it
has moved to »=20 and a second node at v=38 becomes
visible. These beating patterns will be analyzed and dis-
cussed in terms of SOI in Secs. IV and V. Before, it is im-
portant to discuss, both, the spatial orientation of M and
angular dependence of AM in the presence of an in-plane
field B). A modeling thereof has not been developed before.

A. DHvA effect of a 2DES with finite thickness in
a tilted field

In the following we develop a model for the spatial ori-
entation of M of a 2DES and thereby aim for an understand-
ing of the angular dependence of the oscillation amplitude
AM at fixed filling factor v. The understanding will allow us
to quantify the oscillatory part AM of the magnetization sig-
nal in absolute units and to separate this angular dependence
from the observed beating pattern. It turns out that the finite
thickness of the 2DES becomes important. It leads to a cou-
pling of electric and magnetic quantizations. At this stage,
we neglect spin splitting. The model is valid for arbitrary tilt
angles and paves the way for the interpretation of the dHVA
effect in tilted magnetic fields following in Sec. IV.

In a magnetic field applied perpendicular to the 2DES
plane, the electronic states condense into highly degenerate
Landau levels E,=(n+1/2)hw,, where hw,=heB | /m"* is the
cyclotron energy (m” is the effective mass of the electrons)
and n=0,1,2,... The quantized Landau levels are formed in
each subband of the potential well in which the electrons
reside. The subband edges have quantized energies E;,, i
=0,1,... due to the electric confinement potential. If By is
zero, the magnetic and electric quantization phenomena are
decoupled.?* Tilting the magnetic field direction away from
the surface normal by a tilt angle & leads to a coupling of the
electric and magnetic quantizations. The cyclotron frequency
w, and the level degeneracy N;=2eB | /h depend only on the
perpendicular field component B =|B|cos 6. However, the
electron eigenenergies become explicitly dependent on B
and B,=|B|sin & for 5#0.
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To describe the coupling one needs a model potential for
the electronic confinement in growth direction. For the het-
erojunction of this work one expects a confinement potential
of an approximately triangular shape.”* For such a potential
the eigenenergies in tilted fields can be obtained only by
perturbation theory.”> To model the energy spectrum in an
analytical way and calculate the magnetization directly for,
both, arbitrary tilt angles?®?’ and, in particular, strong in-
plane magnetic fields, we follow Thm er al.?® These authors
have assumed a parabolic confinement in the growth direc-
tion. Then the confinement effect can be described by a char-
acteristic energy fw,. To model our sample in growth direc-
tion we chose fiw, = (E|.—E|,), i.e., we matched the spacing
of the first two electronic subbands of the investigated het-
erostructure. The main outcome of the model, i.e., the quali-
tative angular dependence of AM, is found to be insensitive
to the exact value of fiw,. Let us for the sake of a convenient
notation assume a coordinate frame xyz with e_[ln and e, L n,
where n denotes the 2DES surface normal. For a confine-
ment V(z)=(m*/2)w§z2 and a tilted magnetic field B
=(B,,0,B,) with the gauge A=(0,B.x-B,z,0) the Hamil-
tonian is given by?’

H=""+ +——+—-m .o (1
om* om* o T e ()

13)2‘ ([3y—eBZx+esz)2 [3? 1,5,

The resulting eigenenergies are
o1 o1
E ;=ho, 1+5 +ﬁw_1+5 , (2)

with the eigenfrequencies

204 = wf +0%2+ \r/(wf -0+ 4wﬁw3. (3)

Here, wj=eB;/m"* and Q%= w}+ ;. The level structure given
by Egs. (2) and (3) is depicted in Fig. 3(a) for a tilt angle
6=75° and confinement potential Zw,=20 meV. We find
that the in-plane field B; induces a warping of the Landau
levels. The perpendicular and in-plane components of the
magnetization vector are calculated by partial differentiation
of the systems total energy U with respect to B and B at
T=0 K:

w
B,

aUu

M=- s, M=
N dB |

(4)

N
where N is the number of electrons. U is derived by sum-
ming over all populated single-particle energies E;;. The

chemical potential y at T=0 (Fermi energy) is obtained from
the condition of constant carrier density n:

U= f XED(E)dE and n,= J XD(E)dE. (5)
0 0

Using D(E)=3, 2ml)™"2 exp[-(E-E; )*/2I"?] a Gaussian
broadening I' of the Landau levels is considered in the
calculations.’® We took I'=0.1 meV X yB[T]. The calculated
components of M are plotted in Fig. 3(b) for §=75°. It is
important to note that only the perpendicular component of
M exhibits the sharp discontinuous jumps characteristic of
the dHVA effect. In particular we find that M is a continuous

125330-3



WILDE et al.

108 6 4
I4
3.~
3 E

< >

>

: 12 £

= 172
070
R 078
IoD

Es

cC

o

ks

<

[0

@

o

=

12 16

8
B (M

FIG. 3. (Color online) (a) Density of states (DOS) (scale on the
right) and chemical potential x (white line). (b) Magnetization com-
ponents M | and M for a GaAs 2DES in a tilted magnetic field. The
external field is tilted by 6=75° with respect to the surface normal.
The parameters used here are n,=3.3x10'"" cm™ and T
=0.1 meV X yB[T]. To solve the problem analytically we assumed
a parabolic confinement potential in the growth direction with a
level spacing iw,=20 meV.

function of the magnetic field. Even in the limit of ' =0 M,
is continuous at integer filling factors. However, it is no
longer continuously differentiable in these positions. This
finding also holds for the cases of a rectangular quantum
well and a triangular quantum well in growth direction.?!32
The electrical quantization of the hybrid levels suppresses
the Landau fan, i.e., the energetic distance between subband
edges is far greater than the Landau-level separation. In other
words, only in an ultrastrong magnetic field one would ex-
pect a dHvA-type oscillation in the parallel component of M.

In Fig. 4 we compare AM, values extracted from the ex-
periment (cf. Fig. 1) at different B, with the model calcula-
tion. The qualitative characteristics are in agreement: with
increasing & the amplitude AM, first increases roughly with
By/B and then decreases again. AM, passes thus through a
maximum at some given in-plane field B;. The decrease in
AM, is due to the warping of the Landau levels observed in
Fig. 3(a) at strong B;. Two discrepancies remain: the experi-
mentally observed decrease is stronger than the calculated
one and AM is smaller for v=14 than for v=10 in the ex-
periment. This is opposite to the model calculations. On the
one hand the quantitative discrepancies between experiment
and model calculations may be attributed to the assumption
of a parabolic quantum well in growth direction. The differ-
ent systematic dependencies on v could, however, indicate
that additional effects occur in the experiment that are not
accounted for in our model. On the other hand one may
therefore speculate that B leads to a field-dependent increase
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FIG. 4. (a) AM, from the experiment and (b) from the parabolic
model as a function of B;/B . The overall tilt angle dependence is
qualitatively explained by the model.

in the level broadening as suggested in Ref. 7. This arises
because the parallel-field-induced Lorentz force pushes 2D
electrons toward the heterointerface. As a result scattering by
interface roughness or charged centers near the interface is
enhanced. Such a mechanism could qualitatively explain our
observation because an increased level broadening has a
stronger effect on the signal at high filling factors, where the
level separation is small.

The model shows that in a field applied under a tilt angle
o the magnetization of the 2DES is no longer normal to the
2DES plane. M | exhibits the discontinuous jumps of the
dHvVA effect [Fig. 3(b)]. The component M| is nonzero and
does not show discontinuities as a function of B. Combining
both components the vector M varies its spatial orientation
depending on the tilt angle ¢ and magnetic field strength.

The important finding is that only M | exhibits the discon-
tinuous jumps. This allows us to calibrate our data in abso-
lute units: the magnetometer is sensitive to M. In principle
we cannot extract the absolute value and direction of M from
M, alone. But since the abrupt jumps of the dHVA effect
occur only in M |, the jumps observed in the experimental
data M directly reflect the jumps in M | . Using this analysis
we calculate AM, in absolute numbers from AM
=AM ,/sin 6. We emphasize that the above model that ne-
glects spin effects does not explain a beating pattern in the
magnetization.

We are now able to evaluate the magnetization in tilted
magnetic fields and will use the findings of this section in our
analysis of SOI from M.

IV. BEATING PATTERN IN THE MAGNETIZATION

We now turn to the beating pattern that occurs in the
experiment for tilt angles 6=75° shown in Fig. 2. In Fig. 5
de Haas—van Alphen measurements performed in a further
cool down are shown. The data obtained in different cooling
cycles are consistent. In Fig. 5 M| is displayed versus the
perpendicular field component B, for different tilt angles 6.
At 6=78.5° the node of a beating pattern is visible at B |
~0.4 T (arrow). With increasing tilt angle the beat node
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FIG. 5. (Color online) Magnetization M vs perpendicular mag-
netic field B for different tilt angles & at 7=30 mK. The curves
are offset for clarity. The arrows mark nodes in the beating pattern
of the dHVA oscillations. The nodes shift to higher perpendicular
field positions with increasing tilt angle.

moves to higher perpendicular fields and at angles 6> 82° a
second node enters from the left in Fig. 5. Figure 6(a) shows
the magnetization for 6=81.5° in more detail. Dashed verti-
cal lines mark the positions of integer filling factors as de-
rived from the dHvA effect at high magnetic fields in a per-
pendicular field. For small », e.g., v=10, the almost
discontinuous jump in M is right at the even integer filling
factor. The steep flanks of the dHVA signal are on the high-
field side of the oscillations as expected for a system with
fixed electron number (canonical ensemble). This character-
istic shape is expected for all integer filling factors in case of
a 2DES with spin-degenerate Landau levels and for a 2DES
where only Zeeman splitting lifts the spin degeneracy. We
observe in Fig. 6(a) however that for 28 < v =36 the even
integer filling factor resides on the flank of small slope. We
observe a clear 180° phase shift at the beat node near v
=26. At this even integer filling factor a local minimum is
found in M. A detailed data analysis between two beating
nodes shows that the steep flank moves from the high-field to
the low-field side of the dHvA oscillation [Fig. 6(b)]. In the
center of the trace where the amplitude AM exhibits a local
maximum the waveform of the dHVA signal is triangular. In
other words, the sign change of M at even integer filling
factors depends on the specific magnetic field value. At fixed
v the change from paramagnetic to diamagnetic behavior or
vice versa varies as a function of tilt angle 6. These charac-
teristics have not been discussed before in the literature.
We now analyze the dHVA oscillations employing a fast
Fourier transform (FFT) of M(1/B ) as shown in Fig. 7. At
low tilt angles a single fundamental frequency and its higher
harmonics are observed. This confirms that only a single
subband is populated by the electrons. At 6=78.5° the fun-
damental frequency peak is split into two distinct frequen-
cies, corresponding to two subsystems of electrons. The
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FIG. 6. (Color online) (a) Magnetization vs reciprocal perpen-
dicular magnetic field component for 6=81.5°. The dashed vertical
lines denote the positions of integer filling factors, i.e., the field
positions at which the chemical potential jumps to the next lower
lying Landau level. In the orthodox understanding there should be a
discontinuous jump at these positions. We observe however a phase
shift of 180° at the beat node. (b) Blow up of the low-field data for
6=85°. In the center of the depicted trace the waveform of the
dHvA signal is triangular. For smaller (larger) values of 1/B the
steep flank is on the left (right) of the sawtooth. We observe this
behavior reproducibly in all beating patterns at different J.

splitting reflects two different carrier densities in the differ-
ent subsystems. In the first harmonics the splitting becomes

61.5°
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80.5°
81.5°
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10 12 14 16 18 20

normalized FFT amplitude
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frequency (T)

FIG. 7. (Color online) Fast Fourier transforms of dHvA data.
For tilt angles below 75° a single fundamental frequency f=6.8 T
and its first harmonic are observed, as is exemplarily shown in the
topmost curve for 6=61.5°. At 6=76.5° a shoulder becomes visible
in the fundamental frequency peak. A splitting in two distinct
maxima is observed at 6=78.5°. The splitting increases with in-
creasing tilt angle (cf. Fig. 8).
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already visible at 6=76.5° and has roughly twice the size of
the splitting in the fundamental frequency. The peak corre-
sponding to the sum frequency is weak. In studies relying on
magnetotransport investigations in small perpendicular fields
B the relative splitting in n, was used to calculate the SOI-
induced zero-field spin splitting neglecting the small Zeeman
contribution.®!! In the presence of a large in-plane field this
evaluation, however, is questionable.

V. ANALYSIS AND DISCUSSION

For the dHVA effect in three-dimensional (3D) systems
beating patterns are known to occur whenever different
cross-sectional areas of an anisotropic Fermi surface contrib-
ute to the signal. In case of a 2DES in GaAs, where the
Fermi surface is assumed to be isotropic, the beating sug-
gests that two subsystems of 2D electrons exist. We argue
here that these two subsystems arise from the SOI-induced
zero-field spin splitting. Since the origin of beating patterns
in magnetotransport measurements was controversially dis-
cussed in the literature,®** we first address relevant argu-
ments from such a discussion and second evaluate the beat-
ing pattern observed in the experiment in Sec. V B.

A. On the origin of beatings in magneto-oscillations

We address here four relevant arguments concerning the
appearance of beating patterns in magneto-oscillations:

() Sample inhomogeneities could in principle generate
beating patterns. We reported a detailed investigation of the
same 2DES in Ref. 21 where we applied B in the nearly
perpendicular orientation. There we showed that M(B) ex-
hibited an almost perfect sawtooth with negligible smoothing
of the oscillations. This behavior reflected a very clean and
almost ideal 2DES of high homogeneity.

(IT) The mesa containing the 2DES was thinned to a thick-
ness of about 10 um. It was glued to the flexible beam of
the magnetometer. One could assume that the 2DES might
be curved or the mesa might contain cracks. If one would
consider this the most pronounced beating effect would oc-
cur for a sample that was broken into two independent elec-
tron systems of equal size being each perfectly flat but tilted
with respect to each other. We modeled the magnetization in
such a scenario and used the angle between the two systems
as a fitting parameter to adjust the position of the last beat
node. An angular misalignment of #=0.32° reproduced the
positions of the last node for tilt angles 6> 76°. However, for
the second beat node a misalignment of #=0.40° had to be
assumed, i.e., the scenario of a static misalignment was not
consistent with the experimental data. For two independent
electron systems, or—to be more specific—for any other
kind of splitting that is field independent the second last node
would have to occur at 1/3 of the field of the last node. This
is not observed in the experiments. Furthermore, a curvature
with 6=0.32° of the electron system on the cantilever beam
would lead to a smoothing of the magnetization jumps at
even v. M would vary smoothly over a field interval of AB
>11 mT at an tilt angle 6=15°. Importantly, we reported
abrupt jumps with AB<<3 mT for the same 2DES investi-
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gated in the present work.?! For these reasons we rule out
here that a sample consisting of two or more domains with a
small angular misalignment is responsible for the observed
beating.

(TIT) For samples with sufficiently high electron concen-
tration ng the second electrical subband may be populated.
This is obviously not true for tilt angles 6=70°, where only
one dHVA frequency is observed (cf. FFT spectra in Fig. 7,
topmost curve). In addition, in order to produce the beating
patterns which we observe, the two subbands must have a
very similar electron concentration. This is unlikely for the
second subband.

(IV) Magnetointersubband scattering has been reported to
produce beating patterns in Shubnikov—de Haas measure-
ments even when the second subband is only thermally
populated. We rule out here that in our measurements at T
=30 mK the second subband is thermally populated.

For cases (I, III, and IV) a shifting of the beat node posi-
tions with tilt angle is not expected.>* As a consequence we
strongly suggest that the observed beatings patterns reflect
the spin-orbit-interaction-induced spin splitting.”-!213-3336 In-
deed the tilt angle dependence of node positions has been
proposed theoretically in Ref. 36 and used experimentally in
Ref. 13 as a tool to identify SOI-induced spin splitting and
distinguish it from spurious other effects.

B. Evaluation of the SOI strength

We now analyze the observed beating patterns in terms of
SOI-induced spin splitting. In the frequency (reciprocal mag-
netic field) domain one can follow the well-established
analysis of beatings in Shubnikov—de Haas data.”%!%12 Beat
nodes occur when!23

yihow,=(n+1/2), with n=0,1,2,..., (6)

where 7y denotes the total splitting. The node positions and
the total splitting y according to Eq. (6) are shown in Figs.
8(a) and 8(b), respectively. The energy splitting in Fig. 8(b)
increases strongly with increasing B;/B, and is higher for
the second last beat node. This is theoretically predicted.?’
Empirical linear extrapolations to zero parallel magnetic field
provide y,.o=50 weV and 7y,-;=200 ueV as interceptions.
We take these values of y at B=0 as a first reasonable esti-
mate for input parameters in a more refined modeling below.

In general y depends on SIA, BIA, and the Zeeman split-
ting, all of which are coupled (but are not additive) in a tilted
magnetic field. Only recently, experimental approaches that
separate the SIA and BIA contributions have been
developed.*®0 Giglberger et al.*’ measured the relative con-
tributions of Rashba (SIA) and Dresselhaus (BIA) terms in
various 2DES in the AlGaAs/GaAs system using spin pho-
tocurrents. They found that the Rashba term always domi-
nated over the Dresselhaus term. The highest ratio of the two
terms of 7.6 was obtained for a single heterojunction similar
to ours, albeit with a 70 nm thick spacer layer and an elec-
tron density of 1.1X 10" cm™. Assuming for the moment
that STA also dominates in our sample we can employ a
theoretical description following Refs. 12 and 13 to evaluate
our data more quantitatively. In the problem, the Zeeman
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FIG. 8. (Color online) (a) Positions of the beat nodes as a func-
tion of tilt angle &. (b) Total splitting vs parallel magnetic field
component extracted from (a) using Eq. (6). (M) Splitting at second
last node (low-field arrows in Fig. 5). (A) Splitting at last node
(high- field arrows in Fig. 5). (@) Splitting at last node for a differ-
ent cool down (Fig. 2). The dashed lines are empirical linear fits.
The intercepts with the x axis yield estimates of the total splitting at
the given node position in perpendicular fields.

term, depending on the total field, couples spin levels of the
same Landau level, while the Rashba term couples spin lev-
els belonging to different Landau levels. This leads to a ma-
trix equation that has to be solved numerically.'> However,
as was shown in Ref. 13 recently, a good approximation
especially for small splittings can be obtained by considering
only the four Landau levels that lie closest to the Fermi level.
Thereby, the infinite matrix of the original problem is re-
duced to a matrix of fourth rank. The resulting quadratic
equation can be written as'?

2
( ? ) =P-20'", (7)

ho,
where

P=2(1-B)>+2(8:+ ) + (Ag/hw,)?,

0=[(1-B)"- (B +B)P+(Aphw)*(1+ B2, (8)
with

_ 8MpBy

Bz_ Zﬁwc > :Bx=ﬁz tan 6, (9)

and Ay being the Rashba (SIA) splitting. In this formalism,
the dependence of node positions on tilt angle is very sensi-
tive to the value of the g factor but quite insensitive to Ag.
The broken lines displayed in Fig. 9 match the experimental
data at the lowest tilt angle when we take g=—0.44 and A,
=230 weV. As one can see from Fig. 9(b), these values can-
not reproduce the large spin-splitting energy 7y observed at
large tilt angle. The reason might be that either the model is
not applicable to our heterojunction, i.e., BIA cannot be ne-
glected, or we have to take into account a different g factor.
Changing g to —1.1 while assuming Ag=215 ueV (solid
lines in Fig. 9) leads to high values of 7y at large B;/B,.
However the calculated traces do not remodel the observed
functional form. Fitting with a smaller value for the Rashba
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FIG. 9. (Color online) (a) Experimental positions of the last beat
node as a function of tilt angle J compared to theoretical predictions
[data taken from Fig. 8. (A) and (@) denote different cooldowns].
The dashed line shows the result of the model calculation after Eq.
(7) for g=—0.44 and Ar=230 weV. The solid line displays the
expected behavior for g=—1.1 and Ap=215 weV. (b) Total splitting
vs parallel magnetic field component extracted from (a) using Eq.

(6).

splitting leads to large discrepancies concerning the absolute
values of the total splitting and the angular positions where
node positions should be present in the dHVA effect. Taking
Ag=2aky, kp=\21m, and a splitting Ax=215 ueV yields a
Rashba spin-orbit coefficient @=7.5X 10713 eV m for our
experimental carrier density. Though there is a discrepancy
concerning the functional form for y(B;/B ) the evaluated
value of « appears to be reasonable for a 2DES in an
AlGaAs/GaAs heterojunction.!%-3741

C. Discussion

In a number of papers, the authors employed models of
different levels of sophistication for the interpretation of
magnetotransport data reflecting SOI. Authors mostly ad-
dressed InAs- or InSb-based heterostructures containing a
2DES. Such III-V semiconductors allowed them to focus on
the STA term since here it was well accepted that the BIA
contribution was small. In a GaAs heterostructure the situa-
tion is different since opposing results are reported in the
literature. Theory has predicted the SIA- and BIA-induced
splittings to be of the same order.*> However, as mentioned
above, recent spin photocurrent experiments performed by
Giglberger et al.*? suggested that also in a GaAs heterostruc-
ture SIA can be much larger than BIA. For tilted field ex-
periments as performed in the present work relevant data are
not available. For our analysis carried out in Sec. VB an
increased absolute value of g was necessary to explain large
splittings 7 in case of a large in-plane field. This suggests an
exchange-interaction-enhanced spin splitting which was pro-
posed in Refs. 43—45. Such an interaction effect is already
present in dHvVA data obtained in a perpendicular magnetic
field."*3 Assuming an increased value |g|=1.1 we obtain
Az=215 peV. Theoretical predictions in Ref. 42 would sug-
gest a value between 120 and 140 ueV. Here the authors
assumed the BIA contribution to be more important than STA
and stressed that their results depended on the exact value of
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the depletion density. This parameter is not known in our
experiment. Under these considerations the value extracted
from dHvA data seems to be reasonable.

Some of our observations deserve additional discussion:

(i) In the dHVA oscillations, a phase change of 7 occurs at
the beat nodes as shown in Fig. 6(a). This behavior is ex-
pected for a beating pattern arising from the interference of
two oscillations with slightly different period and can also be
seen, e.g., in low-field Shubnikov—de Haas oscillations ex-
hibiting a beating due to SOI. However, in the dHVA data an
additional effect is visible: the abrupt jumps in M can occur
on both sides of the sawtoothlike dHVA oscillations depend-
ing on filling factor and tilt angle [Fig. 6(b)]. Theoretically,
the abrupt jump is expected on the high-field side of the
sawtooth for the case of a canonical ensemble, i.e., a system
with fixed carrier density and oscillating chemical potential.
This case has so far been observed for a 2DES in a semicon-
ductor heterostructure with?® and without?' contacts. For a
grand canonical ensemble the positions of the jumps are pre-
dicted to be on the low-field side.**~*® Such a scenario has
been observed experimentally in Ref. 49: in the organic
metal B”-(BEDT-TTF),SFsCH,CF,SO; a pair of quasi-one-
dimensional (1D) electron surfaces was found to act as a
reservoir in addition to the 2D hole pocket that gives rise to
the dHVA signal. In our experiment, there is no reason why a
field-induced change of the thermodynamic boundary condi-
tions should occur in the system. One may speculate that the
observed signal shape might result from competing phase-
shifted oscillations which are smoothed out due to the level
broadening. The complex behavior of Fig. 6 remains an open
question.

(ii) In the FFT of the dHVA data in Fig. 7 two fundamen-
tal frequencies and their second harmonics are observed for
0=78.5°. The strong second harmonics of the fundamental
frequencies are expected due to the sawtooth shape of the
oscillatory magnetization. However, the weakness and some-
times absence of the sum frequency peak in Fig. 7 is not
understood. A strong sum frequency signature would have
been expected for two (spin split) subsystems with a com-
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mon Fermi level. A sum frequency signature has been re-
ported for a quantum well were more than one subband was
occupied.”® The FFT resolution is known to depend crucially
on the FFT window as well as on the number of oscillations.
Still, for well-resolved minima between the harmonics, a
complete masking of the sum frequency peak by spectral
leakage®' from the neighboring peaks seems to be unlikely.

The unexpected observations suggest that a full quantum-
mechanical treatment of SOI in the presence of SIA, BIA,
and Zeeman splitting in tilted magnetic fields would be nec-
essary to remodel quantitatively the dHvVA effect in such a
complex situation. Since the magnetization is directly related
to the ground-state energy of the electronic system, this is an
ideal property for direct comparisons between experiment
and such a theory. If successfully developed one would take
advantage of the entire physical information provided by the
magnetization experiment.

VI. CONCLUSIONS

To summarize, we have observed beating patterns in the
magnetization of a 2DES which we attribute to spin-orbit
interaction. Such an observation in the dHvA effect was sug-
gested in the pioneering theoretical work by Bychkov and
Rashba® in 1984. We extract a splitting parameter Ag(a) of
about 215 weV (7.5X 10713 eV m) from our data in tilted
fields. This is slightly larger than theoretical estimates** ne-
glecting exchange interaction. The observed characteristic
signal shape suggests that the dHvA effect is able to provide
complementary information on the inversion-asymmetry-
induced spin splitting. For a quantitative remodeling the ex-
isting theoretical treatments are not sufficient.
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