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Anisotropy of the iron pnictide superconductor Ba(Fe,_,Co,),As, (x=0.074, T.=23 K)
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Anisotropies of electrical resistivity, upper critical field, London penetration depth, and critical currents have
been measured in single crystals of the optimally doped iron pnictide superconductor Ba(Fe;_,Co,),As,
(x=0.074 and T.~23 K). The normal-state resistivity anisotropy was obtained by employing both the
Montgomery technique and direct measurements on samples cut along principal crystallographic directions.
The ratio y,=p./p, is about 4 * 1 just above T, and becomes half of that at room temperature. The anisotropy
of the upper critical field, yy=H,; .,/ H ., as determined from specific-heat measurements close to 7, is in

the range of 2.1-2.6, depending on the criterion used. A comparable low anisotropy of the London pene-
tration depth, ¥, =\./\,y,, was recorded from tunnel diode resonator measurements and found to persist deep
into the superconducting state. An anisotropy of comparable magnitude was also found in the critical currents,
Yi=Jeab!Jee» @s determined from both direct transport measurements (~1.5) and from the analysis of the
magnetization data (~3). Overall, our results show that iron pnictide superconductors manifest anisotropies

consistent with essentially three-dimensional intermetallic compounds and bear little resemblance to cuprates.
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I. INTRODUCTION

Discovery of the iron arsenide family of high critical tem-
perature superconductors' naturally raises the question about
the relation between them and the cuprates.? These materials
share many common features. Both materials are layered
with electronically active Cu-O and Fe-As layers alternating
with buffer layers of different chemical compositions. The
3d electronic orbitals of copper and iron make the main con-
tribution to the electronic bands close to the Fermi energy.
As a result of this layered structure, the cuprates reveal
highly anisotropic electronic properties, with the ratio of
conductivities along and perpendicular to the conducting
layer, y,= p./p,, varying from about 50 in YBa,Cu;0; (Ref.
3) to above 10? in Bi,Sr,CaCu,0,, (Ref. 4) at optimal dop-
ing. This high anisotropy is a reflection of a two-dimensional
Fermi surface, as found experimentally in semiclassical and
magnetoquantum oscillations.>® High anisotropies are also
found in the lower’ and upper critical fields® and in the criti-
cal current density.’

For the iron arsenide compounds, early band-structure
calculations have also suggested a two-dimensional elec-
tronic structure.!® High anisotropy of the resistivity, with
¥,~ 100, was reported for the nonsuperconducting parent
compounds BaFe,As, (Ref. 11) and SrFe,As,,'? as well as
for superconducting Co-doped BaFe,As,.!* Contrary to this,

c2.ab

a relatively low anisotropy, yy= Ha. is found in the upper
critical field of all studied iron arsenide compounds close to
optimal doping.'#~2* The angular dependence of resistivity as
a function of magnetic field also suggests a rather small an-
isotropy in NdFeAs(O,F).> The anisotropy evolves with
doping, showing a twofold change between the underdoped
(x<<0.074) and overdoped (x>0.074) regions.?* This sug-
gests that the anisotropy may be an important parameter to
characterize superconductivity in the iron pnictides.

The anisotropy of the upper critical field, yy, and the
anisotropy of the London penetration depth, y, =\./\,,, are
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linked in the region of validity of the Ginzburg-Landau (GL)
theory of phase transitions close to T, and also for an iso-
tropic gap in the dirty limit, y;~ \y,.2* Gross violation of
these relations and very high values of H, (Ref. 30) can
indicate, for example, paramagnetic’’ or some exotic®
mechanisms of superconductivity suppression already in the
very vicinity of T7,.. This situation is realized in two-
dimensional organics for magnetic fields applied parallel to
the superconducting planes,®® in the spin-triplet supercon-
ductor Sr,RuO, (Ref. 34) and in the heavy fermion
CeColns.*® In all of these cases the temperature interval of
the validity of GL theory is very small and the temperature
dependence of vy, at any sizable field does not follow GL
predictions.

In this work we have undertaken comprehensive charac-
terization of the anisotropy of Ba(Fe;_,Co,),As, with x
=0.074 and T,~23 K. Our choice was motivated by the
availability of high-quality single crystals and very good re-
producibility of their properties between different groups for
all doping levels.?*3%37 We have found that the anisotropies
of the upper critical field, electrical resistivity, London pen-
etration depth, and critical current, which were determined
using different measurements, agree with each other and
show values much lower than in the cuprates, indicating that
the salient physics associated with superconductivity in these
two families of compounds may be different.

II. EXPERIMENTAL

Single crystals of Ba(Fe,_,Co,),As, were grown from
FeAs/CoAs flux from a starting load of metallic Ba, FeAs,
and CoAs mixed in the proportions of 1:3.6:0.4, as described
in detail elsewhere.?* Crystals were thick platelets with sizes
as big as 12X 8X 1 mm?® and large faces corresponding to
the tetragonal (001) plane. The cobalt content in the crystals
was determined by wavelength dispersive x-ray electron
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probe microanalysis to be x=0.074. The crystal quality of the
samples was confirmed with x-ray Laue measurements on
single crystals, which found resolution limited narrow peaks
(see Refs. 24 and 38 for details).

It was shown in a previous study that the correct determi-
nation of the sample resistivity is not a simple problem for
the iron arsenide compounds.>* Due to softness of the mate-
rials, their cutting and shaping into transport samples inevi-
tably introduces cracks, which affect the effective geometric
factors of the sample. This represents an especially serious
problem for measurements with current along the ¢ axis. A
strong tendency to exfoliate prevents the cutting of samples
with ¢>a. As we will show later, partial cleaving by exfo-
liation is one of the most likely reasons for the unusually
high anisotropy, as found in previous studies.'3

Samples for electrical resistivity and critical current mea-
surements with current flow along the [100] a axis in the
tetragonal plane (p, and J..,) were cut into bars of 5X0.12
X 0.025 mm? (aXbXc), as described in Ref. 39. Samples
for the Montgomery technique measurements (see below) of
the resistivity anisotropy ratio 7y, as well as for electrical
resistivity and critical current measurements with current
flow along the tetragonal ¢ axis (p. and J,..) were cut into
(0.2-0.5) X (0.2-0.5) X (0.1-0.5) mm? (a X b X c) bars. All
sample dimensions were measured with an accuracy of about
10%, which included the uncertainty due to finite contact
size.

Contacts to the samples were made by attaching silver
wires with a silver alloy, resulting in an ultralow contact
resistance (less than 100 w{2). Measurements of p, and J.,
were made in both standard four-probe and two-probe con-
figurations and gave identical results (see Ref. 39 for details).
Measurements of p. and J.. were made in the two-probe
sample configuration. Even for the nominal two-probe mea-
surements, a four-probe scheme was used to measure the
resistance down to the contact to the sample, i.e., the sum of
the actual sample resistance R, and contact resistance R, was
measured. Since R;> R, this represents a minor correction.
This can be directly seen at temperatures 7<<T,, where R,
=0 and the measured resistance represents R, (see Figs. 4
and 5 below).

In 1961 Wasscher,*® based on the calculations of van der
Pauw,*' found that the current distribution in a sample with
dimensions of /; and /, along principal directions of the re-
sistivity tensor, p; and p,, was equivalent to that of an iso-
tropic sample with dimensions lizll\s“m and I5=I)\p,/p
with p3=p,p,yp;.*! This scaling transformation was used in
the Montgomery technique to map measurements on samples
of a known geometry and an unknown anisotropy onto those
in isotropic samples, where this ratio can be calculated.*>*
Two successive four-probe resistance measurements were
made using the contact configuration shown in the inset in
Fig. 1. First, current was flowing along the /; direction, in
our case corresponding to the a axis in the plane, producing
a voltage drop on the opposite side of the sample to deter-
mine the resistance R;=V,/I;. Second, the direction of the
current was rotated by 90° along the [, direction (along the
tetragonal ¢ axis in our experiment) and the resistance R,
was determined. The ratio of the measured resistances,
R,/R,, was exponentially sensitive to the ratio of sample
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FIG. 1. (Color online) Inset: arrangement of electrical contacts
in the four-probe Montgomery technique for determination of elec-
trical resistivity anisotropy. The sample is cut into a rectangular
prism, with the sides of its bases /; and [, oriented along the prin-
cipal directions 1 and 2 of the conductivity tensor, a and ¢ crystal-
lographic directions, respectively, in our case. Contacts (red lines)
are put over the whole length of the sample in the third direction /5
(IIb). Two successive four-probe measurements are made with cur-
rent (blue arrows) flowing between contacts on one side of the
sample and voltage (green arrows) measured on the other side of
the sample to determine resistance values R, (current along ;) and
R, (current along /,). Main panel: temperature dependence of resis-
tances R, (small solid symbols) and R, (large open symbols) for
three different samples of Ba(Fe;_Co,),As, (x=0.074).

dimensions, /;/1,. The ratio R,/R, was used to determine the
ratio of effective sample dimensions, [ i/ lé, using calculations
of Ref. 43. A comparison of the actual (/,/1,) and the effec-
tive (/{/1}) sample dimensions was used to determine the
resistivity anisotropy as (p,/py)"?=(15/1})/(I5/1,).** Since
the whole idea of the Montgomery technique is based on a
homogeneous current distribution in the sample, the struc-
tural integrity of the sample plays a crucial role for measure-
ments of this type.

Analysis of the measured anisotropy signal was per-
formed assuming the precise position of the contacts at the
corners of the sample and neglecting their size in the basal
ac plane of the rectangular prism. The contacts were extend-
ing along the sides perpendicular to the basal plane, so a thin
slab approximation was used in the analysis.** Since (1) the
actual size of the contacts is about 10% of the sample dimen-
sions and cannot be neglected as compared to the sample
circumference in the ac plane, (2) the contact positions and
shape can deviate from ideal, and (3) the sample shape is
often not ideal and deviates from the assumed perfect rect-
angular prism, these factors bring sizable errors into the es-
timated anisotropy. By reproducibility of the results on three
measured samples, we estimate the error to be on the order of
*50% for the anisotropy ratio.

Transport critical current measurements were performed
by measuring I-V characteristics at fixed temperatures (see
Ref. 39 for details). Samples for J,., measurements were
mounted with GE varnish on an insulating oxide substrate
(from LakeShore Cryotronics) to serve as a heat sink and
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contacted with either multiple silver wires or silver foil to
create large area contacts providing an additional heat sink.
Samples for J.,. measurements were sandwiched between
two silver foils and thermally grounded to large silver heat
sinks. Currents up to 2 A were generated in a commercial
PPMS measuring system from Quantum Design. Magnetic
critical current densities were estimated by using the Bean
model* from the magnetization measurements performed in
a Quantum Design superconducting quantum interference
device (SQUID) magnetometer and independently from the
profiles of the magnetic induction measured by utilizing a
magneto-optical method.*’

Measurements of the penetration depth were performed
by using a tunnel diode resonator (TDR) technique.*® This
technique is capable of resolving changes in the penetration
depth of about 1 A. Details of the measurement technique
are described elsewhere.*’ In short, a properly biased tunnel
diode compensates for losses in a tank circuit, so it is self-
resonating at a frequency of f=1/(2m/LC)~14 MHz. A
sample is inserted into the coil on a sapphire rod. The change
in effective inductance causes a change in the resonant fre-
quency. This frequency shift is proportional to the dynamic
magnetic susceptibility of the sample, y. Knowing the geo-
metrical calibration factors of the circuit, we obtain \(T,H)
as described in Ref. 47. A major advantage of this technique
is a very small ac excitation field amplitude (~20 mOe),
which is much lower than H,; ~ 100 Oe. This means that the
TDR technique only probes, but does not disturb the super-
conducting state. Other advantages are high stability and ex-
cellent temperature resolution (~1 mK).

The upper critical field H,, was determined from the onset
of the superconducting transition in the TDR measurements
as well as from measurements of the specific heat taken in a
Quantum Design PPMS. The same sample was used in the
specific-heat and dc magnetization measurements of the criti-
cal currents and in the magneto-optical imaging. In the con-
figuration with Hllab, the sample was aligned parallel with
the field using a precisely cut sapphire substrate. Two
samples were studied and they have shown similar proper-
ties.

Band-structure calculations have been done within the full
potential linearized augmented plane wave (FLAPW)
approach*® within the local-density approximation (LDA).*
The mesh of 31X31X31 k points was used for the
Brillouin-zone integration and Fermi-surface plot. We have
used experimental lattice constants for BaFe,As, (Ref. 50)
and Ba(Fe( 4,5C0q g74)2A8,.2* The Fermi velocities were cal-
culated using the BOLZ-TRAP package.’!

III. RESULTS
A. Anisotropic resistivity measurements

In Fig. 1 we show the temperature dependence of the
experimentally measured resistances R; (current along the
plane, solid symbols) and R, (current perpendicular to the
plane, open symbols) for three different samples. At room
temperature, R; is higher than R, in all the samples, as ex-
pected for samples having larger in-plane dimensions and a
small amount of anisotropy. The resistivity anisotropy v,
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FIG. 2. (Color online) Temperature dependence of the ratio of
resistivities p./p, as determined from the Montgomery technique.
For comparison we show the temperature dependence of the ratio as
determined from independent p, and p. measurements (red stars).

=p./ p, was deduced from the Montgomery procedure and is
shown in Fig. 2. There is an overall general agreement in the
temperature dependence of both resistances for the three
samples measured, however, with a variation of R,/R, due to
its exponential dependence on the ratio of the sample dimen-
sions. The anisotropy 7, varies between 2.2 and 3.5 at room
temperature and increases on cooling approximately by a
factor of 2, reaching 3-5 at T... Resistance jumps seen in two
samples most likely indicate that the samples undergo partial
cracking on cooling. Since the Montgomery technique
heavily relies on the idealized current distribution in the
sample, it is impossible to ascertain that the ratio is deter-
mined correctly at temperatures below which the crack for-
mation happens. However, at room temperature and at tem-
peratures down to the appearance of cracks, the data seem to
be quite reliable and well reproducible. Of the three samples,
the most reliable measurement was done on sample 1 (black
curves), where R, and R, are comparable over the entire
temperature range, implying good compliance with require-
ments of Montgomery analysis. Cracks affect both R, and
R,, suggesting current redistribution in the sample, although
resistance values do not change dramatically.

B. Artifact of high anisotropy and different temperature
dependence

In Fig. 3 we show the R; and R, data from yet another
sample measured in the Montgomery configuration. At room
temperature this sample shows R, ~ 7R, despite comparable
sample dimensions, suggestive of notably higher anisotropy,
as can be seen in the inset of Fig. 3. Interestingly enough, R;
and R, individually reveal a similar temperature dependence
to those found in the other three samples; however, the ratio
of the measured resistivities, as determined from the analy-
sis, gives a very different temperature dependence as com-
pared to samples A—C. As we will show later, the anisotropy
ratio determined from direct resistivity measurements shows
the same temperature dependence as the ratio determined
from the Montgomery technique measurements on samples
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FIG. 3. (Color online) Left panel: temperature dependence of
the raw resistance data R; and R, (main panel) and of the resistivity
anisotropy ratio p./p, (inset) for sample D. Note the very different
temperature dependence of p,/p. as compared to samples A-C, in
Fig. 2, despite a very similar temperature dependence of individual
values of R and R,. Right panel: photograph of the sample after 2
month storage. On degradation, the sample revealed a clear crack
perpendicular to the ¢ axis, which was not noticeable after sample
preparation.

A-C. Based on this qualitative difference we conclude that
the data for this sample are not representative.

We should point out, however, that even with such nota-
bly different measured values of R; and R,, the anisotropy
ratio increases by a factor of 5 or so, but notably distorts the
temperature dependence. This stresses the need for direct
resistivity measurements with the current along principal di-
rections of the conductivity tensor.

To get insight into the possible reason for this behavior,
we have inspected the sample with the unusual anisotropy
ratio. The right panel of Fig. 3 shows the sample after 2
months of storage. Due to sample degradation, the cracks,
which were not noticeable originally, developed and became
noticeable. This particular sample almost splits into two
pieces.

C. Temperature dependence of in-plane and interplane
resistivities

Since Montgomery resistivity measurements allow for the
correct determination of the ratio of resistivities, but not their
individual temperature dependences, we need to perform di-
rect measurements of at least one of the components. To
check the consistency of the obtained results, we have inde-
pendently measured the resistivity for both current flow di-
rections.

The data for p,(T) are shown in Fig. 4. The data are taken
on samples from three different batches. Note that the scatter
of resistivity values at room temperature is far above the
error bar in the geometric factor determination. On the con-
trary, as shown in the right panel, the shape of the tempera-
ture dependence remains the same, with p,(7) varying
roughly linearly with 7 over the entire temperature range
between room temperature and 7. The data can be actually
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FIG. 4. (Color online) Temperature dependence of p, measured
on four different samples from three different batches. Left panel:
actual measurements; right panel: the data normalized to the room-
temperature values.

matched even better by allowing for a slight variation of the
residual resistivity p,. This is consistent with the results of
the study using different sample cutting and electrical contact
techniques.?*

This similarity in the shape of the temperature depen-
dence together with a large difference in the inferred resis-
tivity values clearly shows that the problem comes from in-
correct determination of the geometric factor. Two types of
defects can be invoked to explain this discrepancy: inclu-
sions of FeAs flux that usually happen between layered crys-
tallites and cracks that tend to exfoliate layers. In both cases
the effect will be more visible in c-axis transport and will
affect the p, measurements as well. However, since FeAs is a
metal, it is hard to imagine that its own contribution to the
conductivity will not affect the shape of the resistance tem-
perature dependence. Also, no evidence for FeAs flux inclu-
sions have been found in x-ray studies.>*

The temperature dependence of p, taken on three different
samples is shown in Fig. 5. Due to small sample size along
the ¢ axis we were only able to perform two probe resistivity
measurements. As discussed in Sec. II above, the contact
resistance is negligibly small. The three curves are similar,
which is better seen when the data are normalized by room-
temperature values (Fig. 5, right panel). They show an ex-
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FIG. 5. (Color online) Temperature dependence of p. measured
on three samples. Left panel: actual measurements; right panel: the
data normalized to the room-temperature values.
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FIG. 6. (Color online) Left panel: temperature dependence of p,
measured on the same sample after initial preparation and after the
cleaving of part of the sample and remaking contacts. Right panel
shows V-J curves for the same sample at 21.4 K, revealing an
increased critical current density after sample cleaving.

tended range of weak variation in p.(7) down to approxi-
mately 100 K followed by a roughly linear decrease below. A
factor-of-4 difference in the p, value implies variation of the
effective sample cross section due to cracks.

To test the possible effect of cracks on p.(7) measure-
ments we performed two successive determinations of the
resistivity and of the critical current on the same sample.
After an initial run with p.(7) and J, measurements, we per-
ceived that p. was potentially artificially high. To test this,
the sample was cleaved into two pieces by pulling contact
wires and applying a small force parallel to the plane. A new
contact was made on the fresh cleaved surface and the mea-
surements were repeated. The resultant p.(7) and V-J curves
are compared in Fig. 6. As is clear from the figure, cleaving
decreases the resistivity of the sample (beyond changing
only the geometric factor) and increases the critical current
density. This is consistent with the sample initially having a
crack perpendicular to the ¢ axis, giving rise to the high p,.
value. In addition, this clearly shows that samples with the
lowest measured resistivity p. should be used for evaluation
of resistivity anisotropy.

For p,, the effect of cracks due to exfoliation is more
complicated. Here, cracks not only affect the measured resis-
tivity but can disrupt the connection between current and
voltage contacts. As a result this can either increase (if cur-
rent flows across the crack) or decrease (if voltage contacts
are disconnected from the current path) measured resistance
values.’? Because of this, we have excluded from consider-
ation the extreme curves. As an additional criterion for the
selection, we have used the data for the sample with the
highest critical current density, which would obviously ex-
clude samples with cracks.

In Fig. 2 we show a comparison of the temperature de-
pendence of the anisotropy ratio from independent measure-
ments of p,(T) and p.(T) and the ratio as measured by using
the Montgomery technique. Taking into account that these
data are taken on different samples in very different measure-
ment conditions and a sizable amount of uncertainty in geo-
metric factors, the agreement between the two independent
anisotropy determinations is remarkable.

To evaluate error bars for the determined anisotropy ratio,
we need to estimate a spread in resistivity values for p, and
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FIG. 7. (Color online) Temperature dependence of specific heat,
represented on a C/T vs T plot, zooming into the range close to 7,
for magnetic fields Hllc (left panel) and H L ¢ (right panel).

p.- As we have shown above, simple averaging of p,. is not
meaningful. As extreme case scenarios we take the minimum
(maximum) resistivity p, and p, values and come to the an-
isotropy p./ p, between 1.2 and 10 at room temperature. This
covers all the range of Montgomery technique determina-
tions and is notably lower than the number reported in a
previous study.'3

D. Anisotropy of the upper critical field

In order to compare the anisotropy of the electrical resis-
tivity to the anisotropy of H,,, we need to determine H,(7)
near 7,. Two previous studies performed resistive determina-
tion of H,., on samples of Ba(Fe,_.Co,),As, with similar T,
and composition.’>?* In Ref. 36 samples had x=0.1 accord-
ing to the starting load, similar to our samples, which actu-
ally corresponds to 0.074.2* Both found low 7. Close to T,
vy is about 2 (Ref. 22) or 2.5-3.2 (Ref. 24). On cooling
much below T, it decreases to 1.5 at ~7./2 (Ref. 22) or
1.5-2 at 0.7T, (Ref. 24). The slopes dH,,/dT were found to
be 4.5 and 2.4 T/K for Hllab and Hllc, respectively;3® how-
ever, these are strongly criterion dependent.>* This projects
to a resistivity anisotropy y,~ yﬁ, of 4-9, which is in reason-
able agreement with our findings. However, resistive deter-
mination of H_, is strongly criterion dependent and poten-
tially subjected to contributions from superconducting
fluctuations and current percolation. This can notably com-
plicate the determination of H., at the lowest fields, where
changes are small. With this in mind, we have decided to use
specific-heat measurements as a bulk probe of the H,, re-
vealing a simultaneously sharp and easy to recognize feature
of the superconducting transition.

Figure 7 shows the temperature dependence of the spe-
cific heat obtained on a m=1.9 mg sample used in magneto-
optical and magnetization studies of the critical currents.
This sample is of very regular shape which allowed for its
precise alignment in magnetic field.

The jump in the specific heat at 7, broadens with the
increase in magnetic field for both directions of an applied
magnetic field (Fig. 7). This makes the determination of
T.(H) more ambiguous. To obtain the best resolved jump at
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FIG. 8. (Color online) Temperature dependence of the difference
of specific heat, C/T—C/T(Hl||c,6T), for Hl ¢ (left panel) and H 1 ¢
(right panel). This subtraction removes nonsuperconducting back-
ground to the specific heat for T>T.(6T,Hlc). T, was determined
from the position of the maximum in the data and from the position
of an onset determined as a crossing point of linear extrapolations
of the rising part of the C/T jump and of the constant data above T,
as shown.

the lowest fields, which are of main interest for our compari-
son, we subtract the C/T data for H(llc)=6 T from all low-
field curves, as shown in Fig. 8. This subtraction removes the
large nonsuperconducting background to the specific heat
and reveals a sharper C/T jump. To determine T,.(H) we
have used linear fits of the rising portion of the C/T data, as
shown in Fig. 8. Thus we have determined the onset of the
specific-heat anomaly, while the maximum position was used
as yet another criterion for the T,.(H) determination. Depend-
ing on the criteria used, we get different slopes of the H,(7)
at T.. For Hllab (Hlc) it ranges from 8.8 (3.4) T/K from the
onset of the C/T jump to 5.3 (2.45) T/K from the position of
the maximum.

Figure 9 shows a comparison between bulk thermody-
namic H,, determined by both criteria from the specific heat
with H,,(T) determined from TDR measurements. The TDR
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FIG. 9. Temperature dependence of the upper critical fields as
determined from the onset (triangles) and the maximum position
(stars) in specific-heat data and from TDR data (circles). The data
for Hllab are shown with solid symbols and for Hll¢ the data are
shown as open symbols.
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FIG. 10. (Color online) Temperature dependence of the TDR
frequency shift in magnetic fields applied along the tetragonal ¢
axis (left panel, Hll¢) and perpendicular to it (right panel, Hlla). The
superconducting transition temperature was defined as a crossing
point of linear extrapolations of the shift in the normal state and at
the slope.

data used for the H,., determination are shown in Fig. 10. In
zero applied external magnetic field, the frequency shift is
representative of the variation with temperature of the Lon-
don penetration depth. In constant magnetic field it repre-
sents the onset of the superconducting shielding and is close
to the onset of the resistive transition.® The slopes deter-
mined from the TDR measurements are 4.56 T/K for Hllab
and 1.87 T/K for Hllc. Thus by all the criteria used we have
obtained yy between 2.1 and 2.6, which matches the range of
anisotropies of electrical resistivity determined from the
Montgomery technique.

E. Anisotropy of the London penetration depth

The in-plane penetration depth AN, (T) was determined
by applying the rf magnetic field along the ¢ axis (Hyllc). In
this geometry, the screening currents flow within the ab
plane, so only the in-plane component of the penetration
depth is probed. When H; 1 ¢, the screening currents flow
both in plane and along the ¢ axis. Using the model de-
scribed by Ref. 47, the c-axis component A\, was obtained.
Because the TDR technique measures changes in penetration
depth with temperature, AN(T), in order to calculate \(T) we
need as a reference the absolute value of penetration depth at
a certain temperature. For the in-plane component, we have
used the zero-temperature value \,,(0) =208 nm from Ref.
38. As we are not aware of any previous reports of A .(0), for
the c-axis component we make the assumption that near 7.,
according to Ginzburg-Landau theory, both the upper critical
field and the penetration depth anisotropies should be equal.
Considering y;=7,, we set at T=0.9T, and A\ =yy\,, with
two selected values for yy=2.0 and 2.5. The resulting low
anisotropy and its weak temperature dependence are consis-
tent with the overall picture of small anisotropy in the pnic-
tides (Fig. 11).

F. Anisotropy of the critical current

In Fig. 12 we show isothermal current-density—voltage
(J-V) dependences for currents flowing along the a axis (left
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FIG. 11. (Color online) Variation of the London penetration
depth, SN =N\(T)—\(T=0) with temperature for two orientations of
ac field with respect to the sample. Inset shows temperature depen-
dence of the anisotropy of penetration depths, y,, assuming 7,
=1vyy at T=0.9T, and two selected values of yy=2.0 and 2.5.

panel) and along the tetragonal ¢ axis (right panel). The re-
sistivity of the sample used for the critical current measure-
ments along the ¢ axis at room temperature was about
800 1) cm, a value consistent with minimal cracking. For
both directions of the current flow we have determined the
same resistive transition with the onset at 22.5 K, the mid-
point at 22 K, and the zero-resistance state at 21.6 K
(*£0.05 K in all cases). The V-J curves are linear in the
normal state, implying that Joule heating is insignificant. The
critical current was determined at the point of the sharpest
voltage rise, for which the derivatives of the actual V-J
curves were taken.* This procedure is unambiguous when
the sample is cooled somewhat below a temperature where
its resistance becomes zero. In the inset of Fig. 14 we com-
pare the critical current densities determined from the trans-
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FIG. 12. (Color online) Isothermal dependences of voltage drop
on the sample, V, vs current density J taken in the vicinity of the
resistive transition to the superconducting state. Left panel: current
along the a axis; right panel: current along the tetragonal ¢ axis. For
current densities higher than certain values the curves become lin-
ear. The critical current density was determined as the position of
the maximum of the derivative of V(J).

PHYSICAL REVIEW B 79, 094507 (2009)

port measurements. The data reveal only modest anisotropy
(less than 1.5). However, the temperature range for the de-
termination of the transport critical current density is limited
to the immediate vicinity of 7., and small differences in 7.
can potentially affect this ratio. To determine the critical cur-
rent anisotropy in a broader temperature range we turn to the
magnetic measurements.

We use the Bean model with field-independent constant
throughout the sample supercurrent density j,. Assuming that
Js 1s isotropic in the crystallographic ab plane, three different
current densities are possible depending on the orientation
and the direction of motion of the Abrikosov vortices under
the influence of the Lorentz force.

Let us consider a rectangular prism-shaped crystal of di-
mensions 2¢<2a<<2b. In the crystals of interest, the crys-
tallographic ab plane has the largest area and is parallel to
the geometric ab plane of the prism. The smallest dimension,
2c, is the sample thickness. When a magnetic field is ori-
ented along the crystallographic ¢ axis (along the c¢ side), the
measured magnetic moment is denoted by M. Similarly, the
magnetic moments measured along the b side and the a side
are M, and M, respectively. When a magnetic field is ap-
plied along the c side, the Abrikosov vortices are perpendicu-
lar to the ab plane and their gradients generate a supercurrent
density j,;, given by

20 20 M,

Jab=M, =— ,
a a a
3b 3b

where V is the sample volume and M.=M,/V is the volume
magnetization. This formula is written in practical units
where all lengths are in centimeter, magnetic moment is in
emu, and current density is in A/cm?.

The situation is more complicated when a magnetic field
is applied parallel to the ab plane. Here we have two differ-
ent current densities: one for the vortex motion across the
planes, j |, and another parallel to the planes, j,. By using the
rectangular prism-shaped samples with substantially differ-
ent a and b sides, we can separate these two currents. Using
the Bean construction, we have

Mazji(l - iJ_L)
20 3b jj

and
Solving for the currents we obtain,
. 20bM,—aM,
Je= c b-a
and

20 (bM,—aM,)?
= 3ab (M, - My)(b—a)’

where both formulas are applicable as long as aj,>cj . If
this condition is violated, similar formulas can be easily ob-
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FIG. 13. (Color online) Magnetization loops measured in three
orientations of magnetic field with respect to sample sides at 5 K.
Labels a, b, and c refer to orientation of the field with respect to the
edges a, b, and c, respectively. The results were used to extract
anisotropic screening current densities as described in the text.

tained and the applicability of a particular expression can be
checked by examining the results.

Figure 13 shows magnetization loops for three directions
of magnetic field taken at 5 K. Figure 14 compares the criti-
cal currents obtained from transport and magnetic measure-
ments. In a broad range of temperatures from 7, down to 5
K, the magnetically determined in-plane and interplane criti-
cal currents are different by a factor of 3, which is slightly
greater than those in the direct transport measurements. Fast
magnetic relaxation in pnictide superconductors may play a
substantial role and may result in a noticeable difference be-
tween transport and magnetic currents.> Therefore, the com-
parative agreement between the two estimates is quite good.

IV. DISCUSSION
A. Comparison with other iron pnictides

We now turn to a comparison with other iron pnictide
compounds. Until now, the anisotropy has been characterized
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FIG. 14. (Color online) Superconducting critical currents as de-
termined from transport measurements (stars in the inset) and from
magnetization measurements using the Bean model (main panel and
inset, solid circles).
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reliably only for yy. Most directly this has been accom-
plished from a scaling entropy procedure in heat-capacity
measurements.”?! For NdFeAsO,_,F, this has given an an-
isotropy of yy~4, while for Ba,_,K Fe,As, it is yy~2.6.
This is not very different from determinations from resistive
measurements, as we discussed above. Anisotropy inside the
superconducting state was determined from torque measure-
ments at fields H<<H_,. This is sensitive to flux distribution
in the sample (see magneto-optical imaging in Ref. 39), and
studies performed until now give a scatter of values from
about 9 in SmFeAs(O,F) (Ref. 53) to 1.2 in PrFaAs(O,F)
(see Ref. 23 for a summary of all data). By looking at dif-
ferent properties, our study reveals that the small anisotropy
is typical for all normal and superconducting properties of
the iron pnictides.

The fact that the anisotropies found in this study for the
normal-state resistivity and for the slopes of the upper criti-
cal fields match, implies an orbital mechanism behind super-
conductivity suppression with magnetic field. Provided the
same is the case in other superconductors in this family, high
values of H,, then would imply that the Fermi velocities are
small, and three-dimensional portions of the Fermi surface
play an important role in the band structure of these materi-
als.

It is interesting to understand whether or not a small an-
isotropy favors a higher T,.. A long history of superconduc-
tivity research in low-dimensional materials, following the
original idea by Little,>* suggests that a two-dimensional
electronic structure is favorable for the realization of a higher
T. (see, for example, Ref. 55). For magnetically mediated
superconductivity a direct link between the anisotropy and 7.
is suggested.’® We now turn to compare the anisotropy of the
upper critical fields in different iron arsenide materials. In the
Co-doped version of BaFe,As, with 7,=22.5 K the aniso-
tropy is about 2 from resistive?*3¢ and 2.1-2.6 from specific-
heat (Fig. 9) determinations. In Ba;_,K,Fe,As, with T,
=30 K, vy is in the range of 2-3.5 from the resistive'> and
equals 2.6 from specific-heat measurements.”! In the 1111
compound NdFeAs(O,F) with T.~50 K it is about 4 from
specific-heat?® and TDR (Ref. 17) measurements. It could be
a coincidence, but we notice that the measured anisotropy is
larger in samples with higher T,. This may be an interesting
trend that is worthy for further exploration. It actually re-
veals the underlying trend in the evolution of the band struc-
ture of these compounds.

B. Band structure

A key structural feature of the iron arsenide compounds,
which distinguishes them from the cuprates and makes a
profound effect on their electronic structure, is the location
of the As atoms above and below the layer of Fe atoms. We
recall that in the cuprates oxygen atoms are located in the
planes.

At the moment we are not aware of structural refinement
for cobalt-doped compounds. Since the actual location of As
atoms can vary, in our calculations we have used two posi-
tions. In the first one, the position of the As atoms was de-
termined from the minima of total energy. We refer to this as
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FIG. 15. (Color online) Fermi surfaces of Ba(Fe;_,Co,),As,
(x=0.074) calculated assuming (a) relaxed and (b) experimental
positions of As atoms in the lattice.

the relaxed position below. The calculated position of the As
atom, z,,=0.341, is very close to that found in previous cal-
culations, z5,=0.342,%7 but is significantly lower than the
experimental value of z,,=0.355, although found on a com-
pound with hole doping by K substitution.”® To simulate
0.074 Co doping we have replaced Fe atoms with virtual
atoms having Z=26.07 (virtual-crystal approximation). The
Fermi velocities, calculated using the BOLZ-TRAP (Ref. 51)
package, are very sensitive to the As positions. A similar
trend is found in magnetic properties.’’*® The downshift by
0.16 A increases both the band dispersion and the Fermi
velocity along the z direction (see Fig. 15). The calculations
with relaxed z,, give V%a/ V12%=3 for pure BaFe,As, and 2.7
for the x=0.074 doped compound studied here. Using the
experimental z,, we come to much larger anisotropies of

PHYSICAL REVIEW B 79, 094507 (2009)

12.1 and 9.0 for pure and doped materials, respectively. Tak-
ing into account that experimental positions were determined
on samples of different compositions, we take two aniso-
tropy values as reasonable limits on the numbers. Therefore,
further structural refinement is required.

This difference in anisotropy is affecting most the topol-
ogy of the sheets of the Fermi surface surrounding the T’
point in the Brillouin zone (Fig. 15). Cylinders around the X
point remain warped and do not change much with variation
of the As atom positions.

As we see, relaxed and experimental positions of As pro-
vide a reasonable estimate of the experimentally determined
anisotropy of resistivity. For a more quantitative comparison,
the actual experimental As position in the cobalt-doped com-
pound need to be determined.

V. CONCLUSIONS

Iron arsenic superconductors reveal small anisotropies of
the electronic structure and, as a result of this, of the super-
conducting state. Since many theories consider high aniso-
tropy as an important ingredient for the achievement of high
transition temperatures, this experimental observation puts
strong constraints on the models suitable for the explanation
of superconductivity in these exciting compounds.
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