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We presented the intersite electron-electron correlation into the Hubbard III approximation. This correlation
was excluded in the Hubbard III approximation and also in the equivalent coherent-potential approximation.
Including it brings two spin-dependent effects: the bandwidth correction and the band shift correction, which
both stimulate the ferromagnetic ground state. The band shift correction factor causes an exchange splitting
between the spin-up and spin-down spectra, and its role is similar to the exchange interaction in the classic
Stoner model. The spin-dependent bandwidth correction lowers the kinetic energy of electrons by decreasing
the majority-spin bandwidth for some electron occupations with respect to the minority-spin bandwidth. In
certain conditions it can lead to ferromagnetic alignment. A gain in the kinetic energy achieved in this way is
the opposite extreme to the effect of a gain in potential energy due to exchange splitting. The band shift factor
is a dominant force behind the ferromagnetism, but the presence of both factors working together is necessary

to create spontaneous magnetization.
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I. INTRODUCTION

The Hubbard model'=® is extensively used to analyze
strong electron correlations in the narrow energy bands. Ap-
plications of this model to itinerant magnetism, metal-
insulator phase transitions, or high-T~ superconductivity are
of special interest.

This model describes the dynamics of electrons in crys-
tals. In its simple original version, it uses such quantities as
the electron dispersion energy g, and the on-site Coulomb
interaction U=(i,i|1/r|i,i), where i is the lattice site index.
The electron dispersion energy is the Fourier transform of
the intersite hopping integral 7;;. In the systems with strong
correlation, the on-site Coulomb interaction U causes a split
of the spin band into two subbands: lower subband centered
around the atomic level 7, and the upper subband centered
around the level T+ U.

Despite its simplicity there is no exact solution to the
Hubbard Hamiltonian with the exception of the one-
dimensional system;*> therefore for many years a variety of
different approximations has been used for this model. The
important one was the Hubbard I approximation,' which is
rigorous in the atomic (#;=0) limit and in the band (U=0)
limit. Unfortunately this approximation produces a band split
into two subbands separated by an energy gap, even for ar-
bitrarily small Coulomb repulsion. The additional odd fea-
ture of this approximation is an infinite lifetime of the
pseudoparticles caused by the real value of the self-energy.
These two negative features are the result of the assumption
that the dominant correlation takes place only between two
electrons on the same lattice site. In the Green’s function
language, it is implemented by assuming that the Green’s
function involving more than two atomic sites can be ap-
proximated by the single-site average multiplied by the two
sites Green’s function. Thus in Eq. (9) below the higher-
order Green’s function, {(i;_,C/q3¢},)), is approximated by
<ﬁi—0><<clo;c;o—>>s'

Further attempts to improve the solution or simply to ob-
tain a ferromagnetic ground state included the mean-field
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approximation, the so-called Hubbard III approximation® or
equivalent coherent-potential approximation (CPA).%7 the
slave-boson method,®® and, e.g., the dynamical mean-field
theory.!? The Hubbard model was also analyzed directly by
the numerical quantum Monte Carlo simulation.''-!3 None of
these attempts brought the desired solution. Such a solution
would have a ferromagnetic ground state obtained under
credible approximations.

To describe realistic systems where there exist physical
phenomena, such as magnetism or high-temperature super-
conductivity, the intersite Coulomb interactions were added
to the simple Hubbard model.'*2* In the language of purely
itinerant model these are: the charge-charge interaction V
=(i,j|1/r|i,j), intersite exchange interaction J=(i,j|1/7|j,i),
the pair-hopping interaction J', the hopping interaction Az
=(i,i|1/r|j,i)=t—t;, and the exchange hopping interaction
t,,=(t+1,)/2—t,. Above t, t;, and r, are the hopping con-
stants for electron between two empty sites, two sites with
one site occupied by the electron with opposite spin, and two
sites which are both occupied by the opposite spin electron.
There are also “hybrid” models (see Ref. 24), where the
nearest-neighbor exchange interaction in the Heisenberg
form JZ;3S;-S; was added to the Hubbard model. For high-
temperature superconducting compounds, for which there is
more than one band involved in a given physical property,
two-band'®?>>28 and three-band?*?°-3> versions of the Hub-
bard model were used. Some authors (see Ref. 23 and 35)
have reduced the multiband, e.g., three-band model to the
effective single-band model. In the models describing the
copper-oxygen CuO, plane, the hopping integrals between
different orbitals were also introduced, e.g., copper-oxygen
hopping integral in the CuO, plane. There were also numer-
ous studies of the one-dimensional Hubbard ring for which
there is an exact solution with added interactions. In Ref. 21
the authors introduced interactions At¢, V, and J', in Ref. 20
the authors introduced the interactions Az and V, and in Refs.
5 and 22 they assumed #;=0 and t,=|t|. These studies have
shown the possibility of different ordered phases.

All these additional interactions or different hopping inte-
grals will not be considered in this paper, but we will focus
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on the simple basic Hubbard model with interaction U and
hopping integral #; given below by Eq. (1).

As mentioned above, Hubbard® introduced the approxi-
mation called the Hubbard III approximation. This approxi-
mation did not produce the ferromagnetic ground state (see
Refs. 36 and 37). The best way to prove it is to translate the
Hubbard III result to the CPA approximation’ and to analyze
the solution in this language.®

In this paper we will describe in great detail the Hubbard
IIT approximation with the included intersite kinetic correla-
tion functions (¢} ¢;_,) and (/;,¢;_,c;_,). These correlations
were originally ignored in the Hubbard approach and in most
of the subsequent papers devoted to this model. They were
considered by Roth®® and Nolting and co-workers**~*3 within
the framework of the two-pole approximation, which even-
tually led to the spectral density approach (SDA) (Refs.
39-41) and the modified alloy analogy (MAA).*>*3 The ba-
sis of the SDA method is the Roth’s two-pole
approximation,®® which gives the two-pole ansatz for the
single-particle spectral density function. The SDA approxi-
mation brings the magnetic results in the strong-coupling
limit, but it neglects the quasiparticle damping. It is the ex-
tension of the Hubbard I approximation. Such an approach
perhaps can be justified for the systems with strong correla-
tion. To correct the SDA approximation, Nolting and co-
workers proposed the MAA method,*>** which is a combi-
nation of the SDA and CPA methods. In the CPA method,
there are two spin-independent atomic levels T, and Ty+ U,
which in the MAA method are replaced by two atomic levels
dependent on occupation and spin. We will analyze results of
the MAA method and show that they can be obtained as a
simplified version of our approach in which the intersite cor-
relations are included directly into the Hubbard III or CPA
scheme.

The paper is organized as follows. In Sec. II the general
Green’s function chain equations for the Hubbard model are
recalled. In Sec. III the solution of this chain within the
framework of the Hubbard III approximation with included
intersite correlation is given. In Sec. IV the bandwidth and
band shift corrections are calculated using the Hartree-Fock
(H-F) approximation and the more rigorous high approxima-
tion. Based on these results the magnetic analysis of the sys-
tem ground state is performed in Sec. V, showing the possi-
bility of ferromagnetic transition at some electron
occupations and highly asymmetrical density of states (DOS)
under the on-site interaction U alone. Discussion and com-
parison with the results of SDA and MAA methods for the
strongly correlated systems are presented in Sec. VI.

II. GREEN’S FUNCTION CHAIN EQUATIONS FOR THE
HUBBARD MODEL

The subject of this paper is the simple Hubbard Hamil-
tonian in the real-space representation, which has the follow-
ing form:?

AN N
H=-2 LiCioCio+ EE Righi—g = 24 Holiic (1)
ijo io io

where 7;; is the hopping integral between ith and jth lattice
sites. The operator c; (c;,) is creating (annihilating) an elec-
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tron with spin o=, | on the ith lattice site, Ai;,=c}, c;, is the
electron number operator for electrons with spin o on the ith
lattice site, and

Mo= M+ Finna’ (2)

with F;, being the on-site atomic Stoner field (exchange
field) in the H-F approximation and u is the chemical poten-
tial. In the many-body considerations below, the term with
chemical potential will be absent, since it will be moved into
the Fermi-Dirac statistics [see Eq. (38)].

The equation of motion for the Green’s function has the
following form:'#*

e((A;B)). =([A.B],) + ([A,H]_; B))., 3)

where A and B are the single operators or their products.
Using in relation (3) the Hamiltonian (1), we obtain the
following equation of motion for the Green’s function

{Cigs Cole!
8<<ci¢r;c;u>>s = 5ij - E til<<cl(r;c;(r>>£ + U<<nAi—(Tcirr;c;—a—>>a'
1

(4)

For the higher-order Green’s function ((i;i_,Ci;C},))s ap-
pearing above on the right-hand side, the Hubbard III ap-
proximation will be used together with the Hubbard notation
for the electron number operators>

=g, Ny I- Nigs

At
Nig

> At =1, (5)

and for the two resonant energies
e,=Ty+U, &_=T,, (6)

where T, is the gravity center of the Bloch band given by
1
Th=— =f... 7
0 N% €k ii ( )

The same notation as in Eq. (5) will be introduced for the
average electron occupations

n(_r= <nAt_(r> =1- N (8)

Applying Eq. (3) to the higher-order Green’s function
(A yCig3Cj0)e (@=%), with notation of Egs. (5), (6), and
(8), we obtain the equation®

e oCio o)

= ( 8-> ti,<<czg;c;a>>s) (A i€
1

- E til<<(ﬁlq_g—_ nl—l )CZO';C;U>>8
l

= £, 11({(Ch o1 oCi i Clle = {CT o CioCia i ClVe)
1

)

where é.=* 1.
Taking into account only the first two terms on the right-
hand side of Eq. (9) gives the Hubbard I approximation.!
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Including the third term in Eq. (9), which comes from the
commutator [c;,,H]. in the equation of motion, leads to
what is known as the “scattering effect.” The last term,
which comes from the commutator [#;_,,H]_ in the equation
of motion, gives the “resonance broadening effect.”

The self-consistent solution of this equation taking into
account both the “scattering effect” and the ‘“resonance
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broadening effect” was given by Hubbard? as the following
set of equations:

R
G o= o) 1o

1 e—(nt e +n’,e,)-Qle)

—g%—

File)

Ol(e) = Fii(e) - (12)

1
Gi(e)’

Gi(e) =13 G{(e), (13)
k

where g, is the electron dispersion energy.

As is now well known, the standard Hubbard III approxi-
mation is equivalent to the CPA approximation under the
following change in variables between the Hubbard solution
and the CPA approximation:’

Fp(e) — e-2%e),

1
Gii(e) = F7(e) = ]TIE Gi(e),
k

Qg(s) —e-2%e) - (14)

1
Fo(g)’
where F?(g) is called the Slater-Koster function.
Under this change in variables, it is straightforward to

demonstrate that the Hubbard’s relations (10) and (11) above
are identical to the CPA relations,

N 1
= T -3 ()

and

(e, —&.)n’ n_ F7(e)
Al 14+ [2%(e) = (e, + s_n_g)]F‘T(s).
(16)
It has been shown (see Refs. 36 and 37) that the CPA
approximation [Eq. (16)] does not bring about the ferromag-
netic ground state. Therefore, the above identification of

CPA with Hubbard III approximation proves that the Hub-
bard III approximation is also not ferromagnetic.

S%e)=¢e,n’ _+e_n_
+ g

[e—e_—n!,Qq(e)]le ~ &, — nZ, Q)] = nZ 0’ [Q5(e) P

(11)

III. HUBBARD III APPROXIMATION WITH INTERSITE
KINETIC CORRELATION

In further considerations of the scattering effect and the
resonance broadening effect, the new averages of the kinetic-
type {(¢i_,c1_e) and (A;5c;,c;_ ) Will be kept. This will result
in corrections to the Hubbard scattering and resonance
broadening effects, which are the function of these averages.

A. Scattering effect

To consider this effect, we ignore the last term in
Eq. (9) and search for the solution of function
(@A ,—n? )c,(,;c;fo»s. The basic difference between our ap-
proach and the Hubbard III solution is that we assume the
nonzero value for the intersite average ((ﬁ["_o—nf‘o)ﬁlﬁ_ - The
detailed calculations are performed in Appendix A. The re-
sult is the following set of equations:

(& = e oCioi CG)e + €aQo(&) (N (o Cigi e
= 1_ AL i3 Cj))e)

=n (5, Ezi,«cw;c;,»s)
1
+ £, B ()i Cles (17)
1

where

Q(,-(S) = 2 tilWl(;,i(S)tmi’ (1 8)
I,m

B; /(&) = C_(&)Ff; o(8) (= ty) (y_giig) = 12,).  (19)

All definitions are given in Appendix A and are the same as
in Hubbard.?

B. Resonance broadening effect

The resonance broade_ning effect is described by the
Green’s functions ({c;" ¢, Cig3Cjo))e appearing in the last
term of Eq. (9). We assume the nonzero value for the inter-
site averages (Al .c,_ ¢ .) and (¢}, CioCroCily)- The detailed
calculations for the Green’s functions ({7} m,c ). and
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((fii_yCig €j,))e are performed in Appendix B. The result is
the following set of the matrix equation:

n” QF (e) 1

€—-&,— n:tTQl—;o-(s)

=

nt Q8 (¢)

-0~ -0

|:8 —s_—n' QF (e)

(i yCioiCi)e }
X
__<<ﬁ,-+_ocig;cjo>>g

= Z;U] [ 0= > til<<cla;c;(r>>g:|

1

L =0

1
1 ]{E B} (){(cioiclp)e
| 1
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C. Scattering and resonance broadening effects together

Finally, new forms of the scattering effect [Eq. (17)] and
the resonance broadening effect [Eq. (20)] will be now com-
bined into one equation, which can be written in the matrix
form

[8 —-&_- nfgﬂfa(s) + Sg(s)
nt QF () - S%(e)

-0~ =0

n- QF (e)+ Sg(s)

-0~ -0

e—g,—n_ Q0 (&) - S5e)

| <o, ]

L <<nA?——o'Cl'0'; C_‘;—o'>>8

= ”101 [5111' - fiz«cla;c_;rg»s}
n

l

L "—O

(-1
+ Sﬁ(s)«cw;cﬁ,»g} . (20) . ] 2B (&) + B (e)H(cipiClp)es (24)
L i
where where
T .\ _ _ _
Ql_;g(s) _ 2 bt WS (8) = W, (5 + 6, — 2)] O (e)=Q,e) +Q_o(e) - Q_(e_+e,—¢). (25)
Im Solving Eq. (24), we find the functions ({73 ,¢;s;¢j,)), and
0 (e)-Q_(e_+e,—¢), 1) (i yCig3 Cjo))er and after using the identity '
2 (A igicl e =(cioici, e = Gi(e),  (26)
Bg,a(s) == tingl,O(s)C—(8)<C;-acia(cl—aczta_ C;——O'Ci—a»’ a==
(22)  we have
1 Fe)G3(e) = 8- 2 1,G3e) + 3 B (£)GI(e),
! !
Sf}(s) = FZ’O(E)C_(S)EZEi (= fiz)(2<ﬁloczr_gci—o> - <C;r_oci—o>)- 27)
(23) where
|
B}, (&) = {Fj(e)C_[e = QL&) (= tx)[(Ai_oirg) = 1y + (ClyCio(CroCh 5 = €1 oCic)], (28)
1
Si(e) = F{(e)C_[e - 95(8)]17]2 (= 1) 2161 o Cig) = (CT_ i) s (29)
li
1 e- (' e_+n"e,) - Q(e) (30)

Fi(e) [e-e_—n",00e)][e - e, —n, QL) - n" " JOLe)P - (e, — £)S(e)

-0~ "o

In obtaining Egs. (28) and (29), we have replaced factor
Fp;0(8)C_(g) by Fo(e)C_[e-Ql(e)] in Egs. (19), (22), and
(23). This was done to achieve self-consistency.

Equation (27) is solved by applying Fourier transforma-
tion to the momentum space and by using the relation

2 B (2)Gi(e) = 2 Bf ,(2)G{(e)explik - (r; - )],
l k

(31

where

1
B (e) = {Fy(e)C_[e - Q£<s>]}2]—vz (= t) (i) =12,
il

- <C;;rc;—(rcl—(rci(r> - <C;-o-c7—(rci—(rci(r>)
Xexplik - (r;—r;)]. (32)
As a result, we obtain from Eq. (27) the following form:

1
File) = (ex—Tp) - B;ZU(S) .

Gle) = (33)
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This Green’s function is the final solution of Eq. (9),
which contains the scattering and resonance broadening
effects with included intersite correlations. The band shift
correction factor Sg(s) causes exchange splitting between
the spin-up and spin-down spectra, and the bandwidth cor-
rection factor B,{,U(s) leads to a change in the width of the
spin subbands with respect to each other. Assuming that
B,zg(s)=0 and Sg(e)=0 in Egs. (33) and (30), we obtain the
classic Hubbard III approximation.

Transforming Egs. (33) and (30) to the CPA notation by
the help of Eq. (14), we can write for the Green’s function
and self-energy the following relations:

(o _ 1 [og _ B’Z:U(s)
A T AT R
(34)
where
3%(e)=g,n’, +en_,

(e,—e)(e, — e )n* nZ, - SH(e)]F(e) (35)

1+[2%(e) — (eun_,+ e_n’ ) ]JF(e)

The Slater-Koster function F(g) is now given by

1 1

Fo(e)=—2, (36)

N7 e— 2%(e) - (&= Ty)b () ’

and the DOS for electrons with spin o can be expressed as
1

p’(e) == —Im F(g). (37)
™

The average electron occupation number with spin o is
calculated from the relation

* - de
Ng= J_WP (8)6(3_:“'0)/kBT+ 1 (38)

The above Egs. (29), (32), and (34)—(38) form the base for
the magnetic analysis of the system ground state.

IV. CALCULATING THE BANDWIDTH AND BAND SHIFT
CORRECTION

The bandwidth and band shift corrections are described
by parameters B,zg(s) and S%(e) given by Egs. (32) and (29),
respectively, and they modify the Hubbard III solution.

The intersite correlation functions appearing inside pa-
rameters B,zo(s) and S%(g) will be calculated either by ap-
plying the Hartree-Fock approximation or by the approxima-
tion developed by Roth* and Nolting and co-workers.*’

A. Hartree-Fock solution for B,{’ +(€) and Sf;(e)
In Egs. (32) and (29) for B,iv(s) and Sg(s), we assume the
following approximations for [ # i:
<ﬁl—oﬁi—0 - nzo’ = <C7_0.C[_0-><C7_0.C,'_0-> - <C;-—a-ci—a'><c?-—o'cl—a'>

2 2
-nZ,=-1",

-0
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<C70-C;‘+—gcl—(rci(r> = <C70-Ciu><c;"——o-cl—u> = 10'1—0"
<C;—g-c7_o-ci—acio'> = <c7¢rcia'><c7—oci—a'> = Io‘l—o"

<ﬁ1007-act—a> = (ﬁla><czr—o-ci—a> = na'l—m (39)

where 1,=(c],c;,) is the Fock parameter.

Above we modified the standard Hartree-Fock approxi-
mation by adding the intersite operator averages to the
single-site operator averages. All these approximations re-
duce to zero when I,=0. The first expression in Eq. (39) was
put explicitly to zero in the Hubbard paper.?

The parameter [, is proportional to the average kinetic
energy of electrons with spin o, (K”)=—DI ;, and is given by
the relation,*

D
€ de
I,={cl cio) = U(——)—d,40
o <C]a'clo'> f_DP (8) D 1+e(£_M)/kBT € ( )

from which it can be directly calculated. It can also be ap-
proximated by its stochastic value, as the probability of elec-
tron hopping from the jth to ith lattice site. In the strong
correlation case U> D, the stochastic interpretation brings
the following result for the lower Hubbard subband:*®
I= no(l=n). (41)
(I-n_)

Using this relation and assuming & =0 for the lower Hub-
bard’s subband in Egs. (30) and (A8) we can simplify the
product F¥(g)C_[e-0%(g)] (in the case of U>D), and we
obtain

1
1-

Fi(e)C_[e - Ql(e)] = - (42)

Inserting this relation into Egs. (32) and (29), we arrive at

1

Bi(e)=Bl,~- ———(L +2I,I )&, (43)

(1-n_g)?
and
D
Bl \= B0 _ 2 _
SB(e) =52 Q-n )I_,,(l 2n,). (44)

In the Hartree-Fock approximation, the bandwidth factor B,{,U
and the band shift factor SZ are real and independent on the
energy . The bandwidth factor b7 related to B]{,(, by Eq. (34)
is also real and independent on energy

b=1- Sy +21,0,). (45)

1
(1-n_,)

Equations (41), (44), and (45) together with the CPA re-
lations (34)—(38) build a closed system of equations, which
has to be solved self-consistently.

In Fig. 1 we show the bandwidth factor [Eq. (45)] and the
band shift factor [Eq. (44)] in function of electron concen-
tration in the paramagnetic state.

The bandwidth factor dependence on electron concentra-
tion [Fig. 1(a)] shows the contraction of the band and in-

064414-5



GRZEGORZ GORSKI AND JERZY MIZIA

1.1

@

09

b

08 r

0.7

0.02 | ®

0.04 |
& -0.06 |
w

-0.08 |

-0.1

-0.12

0 0.25 0.5 0.75 1
n
FIG. 1. (a) The bandwidth factor and (b) the band shift factor in
function of electron concentration calculated in the paramagnetic

state and H-F approximation. The strong correlation case is
assumed.

crease in DOS under the influence of intersite correlation.
The strongest reduction in the bandwidth takes place at the
maximum of DOS in the lower Hubbard subband. Intersite
correlation effects lead also to the shift of entire subbands.
Both effects disappear at the empty (n=0) and full (n=1)
lower Hubbard subband (see Fig. 1). Parameters b7 and Sg
depend on magnetization m through Egs. (41), (44), and (45)
and, as will be shown in Sec. V, they can create the sponta-
neous magnetization (see Hirsch,!” and Gérski and Mizia®).

The results presented above obtained in the H-F approxi-
mation depict the character of intersite corrections vs elec-
tron concentration, which will be similar in the rigorous ap-
proach presented below.

B. High approximation for B,{, +(€) and Sf;(s)

Now, the correlation functions appearing in the bandwidth
correction factor Bk ,(€) and in the band shift correction fac-
tor SB(s) will be calculated based on the results of Nolting
and Borglel40 and Roth.8

The Fock parameter {(c;_,c;_,) appearing in the band shift
correction factor S%(¢) given by Eq. (29) can be written as

1 . de
<C?——o’ci—0’> = N% eXP[lk : (rl - ri)] Sk 0'(8) s w)/kpT?
(46)
where S,_,(¢) is the single-electron spectral density
1
Si-o(8) == —Im G, " (&), (47)
™

with the Green’s function given by Eq. (33).

PHYSICAL REVIEW B 79, 064414 (2009)

The higher correlation function {#;,¢}c;_,) appearing in
Eq. (29) can be expressed as3®40

<nlUcl (r i— 0 __E CXP[lk (rl I')]

X | (&' —e)Sieole)
ds’

1+ e(s/_”‘)/kBT. (48)

Inserting Eqgs. (46) and (48) to Eq. (29) we obtain finally
S2(e) = F(e)Cle - Ql(e)]

* 2
Xﬁ% f_m (sk_TO)|:l_](8, — &) — 1]

de’
X N 4
Sl — (49)

The three higher correlation functions  {7A;_,A;_y),
(cloctoCiotio)s and (¢} ) Ci_sCiq), appearing in the band-
width correction factor Bk,g(s) given by Eq. (32), were ex-
pressed by functions: (¢} ,¢;_,» and (A;,c/_,ci s (Refs. 38
and 41). Inserting all these functions to Eq. (32) we obtain
the bandwidth correction factor B,Zo(s) as

Bj (&) ={Fj(e)C_[e - Qg(s)]}%z (- 1,) [_ (L

li 1+ vooo-o

7 + v No V_
o "+—)< CloCi-o) ~ (—"
1+ Voo 1+ Voo Vo-o

- + f )<nla-cl oCi- o>:|

1- Voo 1+ Vo
Xexplik - (r;—r)], (50)

I_VO(T

14

where the following abbreviations were introduced:

No = (<C;——n—ci—(r> - <ﬁl—(rc?—(rci0>) s (5 1)

1-

-0

1
14 ) (<ﬁl—0'c;—a-cio> - n—o’<c}'—o-ci0'>) > (52)

" n—a(l —N_g

1 (i) =), (53

Vo, =
0 n—o—(l —n_g

With the help of Egs. (30) and (AS8), the function
;I(S)C [e-Q (s)] appearing in expressions for $% (¢) and
(&), will take on the following form:

e,—&_
e— (e +ent)-Qle)

(54)

Fi(e)Cle - Qg(e)] =

The above expression has to be inserted back to formula (49)
for SB(s) and formula (50) for Bk ,(€). Next, we use the
expressions (49) and (50) in Egs. (34)—(38), from which we
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calculate the self-energy 2(g), DOS, and the average elec-
tron numbers with spin *ao.

V. MAGNETISM WITH THE BANDWIDTH AND BAND
SHIFT CORRECTION

In this section the consequences of including B,Zo(s) and
S%(e) for the appearance of the ferromagnetic ordering will
be analyzed. The results will be compared here with the re-
sults of the standard CPA approach. In Sec. VI the compari-
son will be made with the similar results obtained for the
strongly correlated systems by Nolting and co-workers, who
have also arrived at the magnetic-ordered state using SDA
(Refs. 39—41) and MAA theories.*>*

To analyze the possibility of the transition to ferromag-
netic ground state, one has to remember that the chemical
potential in Eq. (38) has the form w,=u+F;,n, which in-
volves the probing constant of the exchange interaction Fj,.

In further analysis we will use two coupled equations for
electron number and magnetization

n=nT+nL, m=n;—n, (55)

where n., is given by Eq. (38).

On the basis of these equations, the critical on-site ex-
change interaction will be calculated in the limit of m—0.
The cases of strong correlation (U> D) and intermediate cor-
relation will be analyzed. We will investigate the existence of
ferromagnetism for some specific densities of states, which
are relevant for different types of crystal lattices. One type of
DOS, which will be analyzed, is the two-dimensional tight-
binding DOS. To simplify the numerical procedure, this DOS
is well represented by the analytical formula

! lel)
e)=—|e+blog—|, 56
p(e) D( g5 (56)
with constants e and b fitted to the numerical two-
dimensional tight-binding DOS.

Another example will be the DOS with the asymmetry
parameter a

[ 2 ./n2 2
I+\Vl-a"VDy—¢

pole) = ; (57)

7Dy  Dy+ae
with a varying continuously from a=0 corresponding to a
symmetric semielliptic band (or Bethe lattice) to a=1 cor-
responding to a fcc lattice.*’

Density of states obtained for the unperturbed semielliptic
DOS (a=0) and for asymmetric DOS (a=0.7) is shown in
Fig. 2. Under the influence of intersite correlation one can
see the shift of both subbands toward higher energies, reduc-
tion in the bandwidth, and increase in DOS. For the symmet-
ric DOS with a=0 we have only the paramagnetic state; for
the asymmetrical DOS with a=0.7 we have a weak ferro-
magnetic state.

In Fig. 3 we show the critical value of the exchange in-
teraction calculated for the two-dimensional DOS given by
Eq. (56) and for the semielliptic DOS given by Eq. (57) with
a=0, which is close to the case of simple cubic (sc) lattice in
three dimensions. We added into the same figure the CPA

PHYSICAL REVIEW B 79, 064414 (2009)

08} (2
a
‘a
14 16
g[D]
|
ib
= M
= : |
"o il
iR
Al
i
i
Lol
14 15 16
¢[D]

FIG. 2. Density of states calculated in the CPA approximation
and with the intersite correlation treated in our high approximation.
CPA approximation—dotted line in both (a) and (b). (a) Calcula-
tions in our approximation for the paramagnetic state: a=0 and
m=0—solid line. (b) Calculations in our approximation for the fer-
romagnetic state a=0.7 and m=0.185, solid and dashed lines are for
the majority and minority-spin electrons, respectively. Other param-
eters are n=0.4, D=1 eV, and U=15D.

results for both these densities. One can see that for both
DOS we have the ferromagnetic enhancement, but there is
no transition to the ferromagnetic ground state. Including the
intersite correlation in the CPA solution decreases signifi-
cantly the exchange field necessary for ferromagnetism, but
even the strong on-site Coulomb repulsion does not create
ferromagnetism without exchange interaction.

We also calculated the critical value of the on-site ex-
change interaction for the general DOS represented by Eq.
(57) with different a. It can be seen from Fig. 4 that the

27T ~ T T T T T
N
<

051

FIG. 3. Critical value of the on-site exchange interaction as
function of electron concentration calculated for the semielliptic
DOS and two-dimensional simple-cubic DOS. Thick solid line—
our approximation, and thin solid line—CPA approximation for the
semielliptic DOS. Thick dashed line—our approximation, and thin-
dashed line—CPA approximation for two-dimensional simple-cubic
DOS. Parameters are D=1 eV and U=15D.
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FIG. 4. Critical value of the on-site exchange interaction as
function of electron concentration for the bands with the different
asymmetry parameter a. Other parameters are D=1 eV and
U=15D.

ferromagnetic enhancement increases as the asymmetry pa-
rameter increases. Under the influence of strong U alone, we
have a ferromagnetic alignment at some electron concentra-
tions starting from the parameter a=0.42. At high a (close to
unity) the band looks like a fcc tight-binding DOS and then
the ferromagnetic alignment, which takes place when the
critical on-site exchange field is negative, covers large inter-
val of electron occupations.

In Fig. 5 we illustrate the role of the bandwidth factor
B,?U(s) and the band shift factor Sﬁ(s) in creating the ferro-
magnetic ground state. The numerical results of the exchange
interaction are calculated for the band with the asymmetry
parameter a=0.7. The main conclusion from this figure is
that even for a highly asymmetrical band we obtain ferro-
magnetism at some electron concentrations, only when both
the bandwidth and band shift corrections are included to-
gether. The bandwidth factor B,ﬁa(s) and the band shift factor
Sg(s) work both in the same direction of decreasing the on-
site exchange interaction necessary for ferromagnetism.
Maximum ferromagnetic enhancement takes place roughly
in the middle of the lower Hubbard subband. The band shift
factor Sg(s) is a dominant force behind the ferromagnetism

2 .

0 0.25 0.5 0.75 1

FIG. 5. Critical value of the on-site exchange interaction as
function of electron concentration for the band with the asymmetry
parameter a=0.7. Dot-dashed line is the CPA solution. Dotted
line—our approximation with the bandwidth correction, dashed
line—our approximation with the band shift correction, and solid
line—our approximation with the bandwidth and band shift correc-
tions. Other parameters are D=1 eV and U=15D.
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FIG. 6. Critical value of the on-site exchange interaction calcu-
lated as a function of electron concentration. The band shift and
bandwidth factors treated in the H-F approximation (dashed line)
and in the high approximation (solid line). Calculations were per-
formed for the band with the asymmetry parameter a=0. Other
parameters are D=1 eV and U=15D.

and the influence of the bandwidth factor B,{,U(s) is weaker,
but both these factors working together are necessary to ob-
tain spontaneous magnetization.

Figure 6 shows the exchange field for the band shift and
bandwidth factors treated in the H-F approximation and in
the high approximation. One can see that the more rigorous
solution eliminates ferromagnetism, over the entire interval
of electron occupations for the semielliptic DOS. Ferromag-
netism for this DOS is present only in the H-F approxima-
tion.

In Fig. 7 we show the magnetic moment m as a function
of band filling for U=15D, D=1 eV, and different asymme-
try parameters. It can be seen that the value of magnetic
moment is relatively low with respect to the saturation mo-
ment m,, =n. Calculated by us, Curie temperature depen-
dence on band filling is very similar to m(n) shown in Fig. 7.

In Fig. 8 we present the critical on-site exchange field for
different values of the Coulomb interaction U calculated for
asymmetrical DOS of Eq. (57) with the asymmetry param-
eter a=0.7. Both the bandwidth and band shift factors are
included in the high approximation. One can see that the
range of ferromagnetism is shrinking with decreasing U. It is
also shifting toward higher concentrations. At the half-filled
point all these curves match the corresponding CPA results,*3

0.3

0.25
02
8015
011

0.05 [ 7

1

FIG. 7. Magnetization m as a function of the band occupation n
for different asymmetry parameters. Other parameters are U=15D
and D=1 eV.
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FIG. 8. Critical on-site exchange interaction calculated for
asymmetrical DOS of Eq. (57) with the asymmetry parameter
a=0.7 and different values of the Coulomb interaction U. Both the
bandwidth and band shift factors are included in the high
approximation.

as both correlation factors tend to zero in the limit of full
subband. It has to be remembered that all values of U used in
our calculations cause the band split, since they fulfill the
relation U> U, =~ D. For the split-band case the lower sub-
band becomes filled at n=1.

VI. DISCUSSION AND CONCLUSIONS

Including the intersite kinetic correlation into the basic
calculations of the Hubbard model® gives the solution, which
at some values of electron occupation and Coulomb repul-
sion U brings the ferromagnetic ground state for the asym-
metrical DOS. However, the way we calculate the intersite
correlations appearing in Egs. (29) and (32) is perhaps not
yet fully self-consistent, and it is possible that the strong
enforcement of the self-consistency in this calculation will
eliminate the ferromagnetism, similarly as in the case of the
CPA analysis.

Our results for B,Za(s) and Sﬁ(s) should be compared with
similar results obtained for the strongly correlated systems
by Nolting and co-workers,*** who have also arrived at the
magnetic-ordered state using SDA and MAA theories. In the
SDA method,* the higher correlation function has been de-
fined, which can be split as follows into k-dependent and
k-independent terms

n_gBpl +n_.Bs°. (58)

The function By, called as the bandwidth correction by the
authors depends on the wave vector k and is given by

B = ——E( t)e w T

) o s _ 2
1 —n )N (<nz—onj—(r> n_,

_<C;0'C;—a'cl U'CZ(T> <CJ0' i~aCj- O’CICI'>) (59)

where the three parts were interpreted as density correlation,
double hopping, and spin exchange. The k-independent term
B is the band shift correction and is given by

1

By’ = mNE( )¢ oCj-o(2i;5 = 1)). (60)
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In the MAA method the authors*3 used the CPA equations
[Eq. (16) above] with two centers of gravity e, and prob-
abilities n¢, modified by the band shift By” parameter. Con-
trary to the normal CPA results, the MAA method in the
U>D limit in the case of a bcc lattice created a self-
consistent ferromagnetic solution in the middle of the lower
Hubbard subband (for electron occupations 0.65<n<0.75).
This range of existence of spontaneous magnetization ob-
tained at the strong Coulomb interaction was larger than the
ranges obtained at smaller U.*3

Different densities of states used in SDA and MAA ap-
proaches have also an influence on the range of ferromag-
netism and its existence. Ferromagnetism calculated®*® by
those methods for the case of tight-binding bcc lattice was a
weak ferromagnetism. Using the tight-binding fcc DOS, the
same group*” has obtained (in the MAA method) a strong
ferromagnetism within the whole range of electron occupa-
tions 0<n=1.

The semielliptic DOS used by us is not peaked as strongly
at the half-filled point as the tight-binding bcc DOS. We did
not obtained a ferromagnetism for this DOS and also not for
the two-dimensional tight-binding sc DOS. Perhaps the rea-
son for the lack of ferromagnetism for the symmetric DOS is
that our approach is more self-consistent. We obtained ferro-
magnetism for the asymmetrical DOS of Eq. (57) for the
asymmetry parameter a>0.42. It did not cover the whole
interval of electron occupation in the lower subband. The
range of ferromagnetism was growing with growing param-
eter a and it was also at the maximum for U> D. For smaller
U, we have obtained a smaller range of ferromagnetism (see
Fig. 8).

In their numerical MAA calculations, Nolting and
co-workers*?*? neglected the bandwidth correction. As op-
posed to this, the bandwidth correction was included in our
numerical calculations (see, e.g., Fig. 5).

The MAA correlation function given by Eq. (58) corre-
sponds in our approach and in our notation to the function

B{ (&) + Si(z), 61)

which was derived above rigorously in the Hubbard III ap-
proximation with added intersite correlation.

Our formula for the band shift [Eq. (29)] in the H-F ap-
proximation and for U>D gives

F(e)C_[e - Q5(s)]

- (e -2) ~—— 1
e—(en , +en’)—Qle) (1-n_,)

It has the same form as Nolting’s formula [Eq. (60) above]
but it has different coefficient in front of the summation. This
coefficient in Eq. (62) has the opposite sign than in the Nolt-
ing expression for n_,B{”: +m. Nevertheless both these
coefficients shift the DOS into the same direction of higher
energies due to different placement of the band shift term in
those two approaches.

Our formula for the bandwidth [Eq. (32)] also has the
same form as Nolting’s Eq. (59), with the different coeffi-
cient in front of the summation. In the H-F and U> D, this
coefficient is equal to
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{Fie)Cle - Qu(e)]f* = (63)

(1 - n—(r)2 '

which is different from Nolting’s coefficient in his expres-
sion for n_,Bp}: m

Summarizing the comparison with existing approxima-
tions: the MAA formulas have manifested as a simplified
version of the formulas derived analytically in this paper
within the pure Hubbard III scheme which included the in-
tersite correlations (c;_,c;_,) and (A, ¢} ,Cj—p)-

The range of ferromagnetism is smaller in our approach
than in the MAA method. It completely disappears for the
two-dimensional tight-binding DOS and the semielliptic
DOS. Perhaps the reason for weakening the ferromagnetic
solution in our approach is the more self-consistent approxi-
mation [see Eq. (24)].

APPENDIX A
1. Scattering effect

Using Eq. (5) one can write the Green’s function

(AL y=nE,)Cigs Clo))s as
(g = nZ)eipicio))e = E (A = nE DAL (13 €l

(A1)

The equatlon of motion for the Green’s function

(A ,—n? )”1— c,(,,c e has the following form:
8<<(ﬁ?—o'_ nf )ﬁl—oclo;cja»s
= 0,((A}, - A% )ﬁig_() +e((AL, —

- E tml<<(ﬁ?_g—_ nl_yg-)ﬁl"io—cma';c;—g»s
m

niz(r)ﬁ[’i(rcl(r; c}—(r>>£

+ other terms. (A2)

In the original Hubbard model,? the first term on the right-
hand side of Eq. (A2) was assumed to be zero. In our ap-
proach this average is written as

(A, = nE )AL o) = Ealp(iofii_o) = n2,) = EnEpBT.
(A3)

The factor B)=(ii;_,7,_,)—n’, is expressed in Sec. IV by the

intersite averages of the type (c;r_gc,_a) and (Aol C1_p)s

which are assumed to be nonzero in this approach.
For the function (((A%,—n")i? c m,,,CJ,,» appearing in

Eq. (A2), the following approximation is used:
A 5= nE )AL (CiCl))e
= n® (] 5= 1) i)
+ (A 5= nE )AL ML iV

where the first term on the right-hand side is the original
Hubbard III term. The additional second term is the result of
assuming that Bj # 0.

Inserting to Eq. (A2) the approximations (A3) and (A4),
we obtain the relation

(A4)

PHYSICAL REVIEW B 79, 064414 (2009)

(8_8[3)«(”1 g'_n )nl— Cla"cjo—»

= gagﬁza;;( 5,-> rml<<cm(,;cj,,>>a)

- 2 lmln <<(Vll o~ - m(rsc;—g->>a' (AS)

Dividing both sides of this equation by (6-&g) and summing
up over ==, we have

(= nZ)cigicio))e
= gac—(S)B?l( 5jl - 2 tml<<cm0';c;—0'>>s)

p 1A = 1) Cigs Clo)e
T Fgle) !
- E m <<(nz o —a')cmo;c‘!—o'»a’ (A6)
FZI,O(E) m#i : !
where
1 * _
e M (A7)
nole) e—e. e-e¢
1 1
C_(g) = - . (AS)
e—g, &e—¢_

Following the Hubbard I approximation, one can write that

1= 2 tuil{Cmoi Ve = Firo(@){(ciiCl)e

m

(A9)
Inserting Eq. (A9) to Eq. (A6) we obtain the following rela-
tion:

(=1 et ),

- gac (S)FZO(S)B <<Cl(r’cj(r>>

FHO( ) ll<<(n[ o _(r)ci(r;c;(r»s
+ E ml<<(nl o —a') ma'7cjo->> (AIO)
m#i

Equation (A10) is analogous to Eq. (25) of Hubbard,? but it
contains additionally the bandwidth correction Bj. Solution
of Eq. (A10) is the extended Hubbard solution of the follow-
ing form:

<<( ni_s ni't )Clo';c;—o»s

= E (8)tm1<<( )cll(]';c;—g'>>8
+&E,C_(8)Fp (&) Bi{{Cio3Cjp)es (A11)
where
Wi, (6) = giy(e) - S8 )
gii(g)
and
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gie)=2> xplik - (r; )] (A13)

k FZO(S) (Sk To)

The additional second term on the right-hand side is respon-
sible for the bandwidth correction.

Inserting the Green’s function from Eq. (Al1) to Eq. (9)
[we are still ignoring the last term in Eq. (9), which will be
dealt with in Appendix B on resonance broadening effect] we
obtain the following equation for the Green’s function

(AL il

(e = (AL Cics

e+ EaQp(&) (W AT oCirs
AT i)

=n® ( y 2 i) ) + 5,12 B ()1l e,
(A14)

where

8<<nAlC:rcli:(rCiI—(rci(r;c}—(r>>8 = ((5ij<nAlCtrCl{(rciI—U> -

<<Cmo'cllfcl—0' i~aCiasC >> )

+ E tzm<<nlacl acm oCia> le

m

><<<nZO'cl—O' z+a' Cigs ;a'»

For the moment we consider only the case with the upper
indices above. For the Green’s functions appearing in Eq.
(B2), we use the approximations which neglect the three cen-
ter averages and we obtain the following results:

>> - <C[g- lO’C[ oCiz g-><<cmo" j(r>>£’
(B3)

<<Clcr mUCl—(r i—oCiosC

<<C;gclo’c;——o'ci_—a'cicr;C}—g—>>s = 0’ (B4)

No{{CnoCioCioiClo))es (BS)

<<r/ilaﬂ' ; 0' i—0 l(T’CjO'>>

({AloCToCn-oCia: Cio?)e = Outgh” {(CigiCjp))er  (BO)
<< il ?— o l_ a mO”Cj0'>> = <ﬁzfc;——0'cl'_—0'><<cﬂ‘l0';C;O’>>8'
(B7)
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Q,(e) = E W, (A15)

o i(E) i

B, (&) = C_(8)Ff; o(&) (= 1) (i_ohy_o) = 12,).
(A16)
The only difference between Eq. (A14) and the Hubbard?

solution is the presence of the term with B> (&) on the right-
hand side.

il,o

APPENDIX B

Resonance broadening effect

Usmg Eq. (5) for the
<<Cz oCiz (er,C e We can write that

2 <<n[g-cl—(r i— (r l(T’ ](r>> (Bl)

Green’s  functions

<<C1_(r ;f(rcz(r’ ](r

The functions ((ijyci- ¢, ,Ciq3¢1,))e fulfill the following

equation of motion:

+ = + =
(sjl§a<c;—ucli(rcitucirr> - §a2 tml(<<czrcinacliucit(rcia;c}—(r»a

m

2 tml<<nl¢r Cm-oCi-o' ltT’c;—O'>>

Et,m«n lgl_gmg,c Net(ex Te_Fey,)

(B2)

We apply the same procedure to the case of lower indices in
Eq. (B2). After inserting both these sets of equations into Eq.
(B2), we arrive at the relation

[8 - (81 Te + 8a)]<<ﬁ;frclt—ucij:(rci(r;C;g—>>s
_<nla'cl oCi-a < ij E tlm«cmo" g->>s)
- ga(c?-crcitfcli;a'ci:;0'>( 5jl - E tlm«cmo;cﬁy»a)
m
* ”gz lml<<cri—(rcif(rciﬂ';c;(r>>8

m

= 1 (i€ (BS)

Dividing both sides by e—(g * &_7F g,), using Eq. (A9) and
summing up over a==*, we arrive at the relation
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(A%et cf )
+ I lo~l-0%i-
(E e striciem S —— el

e e (o T e T 6y

FZ,0(8)<<CiU';C_7O'>>€ 8) |:2 tml<<cni—0'cii—ocia;q;o>>s

- tilnfg«cia;c;o'»s] - E gﬂé )<C-I+O'Ci0'cli—gci1—0'>F[O-},0(8)<<Cl¢7;C;zr»s' (Bg)

L e—(ec*te_Feg,

The term in the square brackets above is the Hubbard solution.> The two extra terms are the corrections for the intersite
correlations. The solution to Eq. (B9) is the sum of the Hubbard solution and the intersite correction, and it takes on the

following form:

F — + <nAarrC::(rciI—0'> o
<<Cl oCi—aCios j()' E lml(s— * &+ + S)tml<<(n1_—(r CigiC >> + E ot — FH,O(8)<<C[0';C;-(T>>S
— (e« T e_Feg,)
§a<c‘l+o-ci0£liiaci:;0'> o +

- % &— (8i +e T Sa) FH,0(8)<<C1(J"CJ‘O—>>S9 (BIO)
Where the last two extra terms are responsible for the inter- 08 B ()= 2 Ll WE, (€)= Wo (e_+ &, —8)]
site averages.

Inserting to Eq. (9) the Green’s function from Eq. (B10),

still ignoring in Eq. (9) the terms with the Green’s function =Q0_,(e) - Q_s(e_+e,—g), (B12)

@A —n_g)c](,,cj,,» describing the scattering correction,
one obtains for the Green’s functions {({(n} ). and
{i_,c ,U,cﬂ,))g, the matrix equation

[8 —e_—n" 0F (e) n_, Q% (e) 1

n', 0% (e)  e—e,—n 0% (e)

(A gCigs Co)e ", )
8 l<< 10'7 g'>>8 ] B |‘ni0] |:5l] - ; til<<clo;cjo->>8:|

-1
+ [ 1 {E B (e){(cioici)e + s§<e)<<c,-g;c;,>>e},
+1 ;

(B11)

i— u' 10" j(r>

where

35,0(8) =- tingl,O(s)C—(€)<C70'Cio'(cl—0'cj—a - C‘;—O'Cl‘—()')>’

(B13)

S5(8) = Fiy0(8)C_(8) 2 (= 1) (2o i) = (T oCimer)-
Li

(B14)
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