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Monte Carlo and molecular-dynamics simulations are employed in a study of the equilibrium structural and
thermodynamic properties of crystal-melt interfaces in a model binary alloy system described by Lennard-
Jones interatomic interactions with zero size mismatch, a ratio of interaction strengths equal to 0.75, and
interspecies interactions given by Lorentz-Berthelot mixing rules. This alloy system features a simple lens-type
solid-liquid phase diagram at zero pressure, with nearly ideal solution thermodynamics in the solid and liquid
solution phases. Equilibrium density profiles are computed for (100)-oriented crystal-melt interfaces and are
used to derive the magnitudes of the relative adsorption coefficients (Fy)) at six temperatures along the
solidus/liquidus boundary. The values for F(lz), the relative adsorption of the lower melting-point species (1)
with respect to the higher melting point species (2), are found to vary monotonically with temperature, with
values that are positive and in the range of a few atomic percent per interface site. By contrast, values of F(zl)
display a much more complex temperature dependence with a large peak in the magnitude of the relative
adsorption more than ten times larger than those found for I‘(lz). The capillary fluctuation method is used to
compute the temperature dependence of the magnitudes and anisotropies of the crystal-melt interfacial free
energy (7). At all temperatures we obtain the ordering ;00> ¥110>> 111 for the high-symmetry (100), (110),
and (111) interface orientations. The values of y monotonically decrease with decreasing temperature (i.e.,
increasing concentration of the lower melting-point species). Using the calculated temperature-dependent val-
ues of vy and F(lz) in the Gibbs adsorption theorem, we estimate that roughly 25% of the temperature depen-
dence of vy for the alloys can be attributed to interface adsorption, while the remaining contribution arises from

the relative excess entropy S)(fg .
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I. INTRODUCTION

In the solidification of a crystal from the melt, the excess
free energy of the solid-liquid interface () is known to play
a critical role in determining transformation rates and asso-
ciated growth morphologies.'~* In alloys the effects of solute
concentration on the magnitude and crystalline anisotropy of
v can thus have important consequences for the formation of
solidification microstructures. In elemental metals solute ad-
ditions can lead to changes in 7y anisotropy sufficiently large
to alter preferred growth directions in dendritic solidification
(e.g., Refs. 5 and 6), and can even induce faceting along one
or more crystalline orientations (e.g., Refs. 7-9). Solute-
induced changes in the magnitudes of vy also influence solidi-
fication microstructures through their effects on nucleation
kinetics and the selection of primary stable or metastable
phases.? While the composition dependence of 7 is thus an
important issue in alloy solidification, the underlying micro-
scopic nature of the interactions between solute atoms and
crystal-melt interfaces, which underlie such dependencies,
remains incompletely understood.

Within Gibbs’ thermodynamic formalism for a planar in-
terface, variations in vy due to changes in temperature (7) and
solute chemical potential (w;) in a binary mixture can be
expressed as follows (e.g., Ref. 10):
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dy=-S2ar-TPdpu,, (1)

where Sg) is the relative excess entropy and T'? is an ad-
sorption coefficient, denoting the relative enrichment or
depletion of species 1 at the interface if the excess of species
2 is zero, as defined below. Generally, for interfaces involv-
ing a crystalline phase, another term should be added to the
right-hand side of Eq. (1) to account for interface stress (e.g.,
Ref. 11); in the present work this term gives rise to negligible
changes to v, as the solid density along coexistence is nearly
constant, and we will thus neglect it in what follows. In a
binary alloy changes in temperature and chemical potential
are coupled by the requirement of two-phase (solid-liquid)
equilibrium, which by the Gibbs phase rule leaves only one
independent intensive variable at fixed pressure. Thus,
changes in concentration and temperature are directly
coupled, and for the remainder of this paper we will refer to
solute-induced changes in vy interchangeably either as “com-
position dependencies” or ‘“temperature dependencies.”
Equation (1) provides a convenient conceptual framework
for considering composition dependencies of vy in terms of
two distinct contributions. The first is the relative excess en-
tropy, which is typically considered to be a major contribu-
tion to the magnitude of y in elemental metals (e.g., Refs.
12-14). The adsorption coefficient gives rise to a separate
contribution, associated with changes in the solute chemical
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potential, which includes both entropic and energetic (chemi-
cal) contributions to the free energies of the bulk phases. The
magnitude of the excess adsorption coefficients for crystal-
melt interfaces has been estimated in atomistic simulations
previously for a few model binary systems;'>~!8 in the most
recent of these studies, Monte Carlo (MC) simulations for
concentrated Lennard-Jones (LJ) mixtures'® yield estimates
which are on the order of a few percent per interface site. In
order to compute the magnitude of the effects of interfacial
adsorption on the composition dependence of vy, an integra-
tion of Eq. (1) is required, which in turn requires knowledge
of the temperature dependence of I'. The lack of such infor-
mation in previous simulation studies has prevented esti-
mates of the relative magnitudes of the adsorption versus
excess-entropy contributions to the composition dependen-
cies of vy in Eq. (1).

The present work extends our previous simulation studies
where we reported a Monte Carlo based methodology'® for
computing relative adsorption coefficients at crystal-melt in-
terfaces and calculated the composition dependence of the
magnitude and anisotropy of y for a model Lennard-Jones
binary system® using the capillary fluctuation method
(CFM).!-23 Here we extend this earlier work by computing
the composition dependence of the relative adsorption coef-
ficient and combine this information with the computed val-
ues of 7y to estimate the magnitude and temperature depen-
dence of the relative excess entropy. Further, we use these
estimates to elucidate the relative importance of the S)(C? and
I'? contributions to Eq. (1) in dictating the composition de-
pendence of . The remainder of this paper is organized as
follows. In Sec. II we define the model system and review its
bulk thermodynamic properties and phase diagram. The
method for calculating adsorption coefficients is then re-
viewed, and results are presented for the composition depen-
dence of I'. In the following section we discuss technical
details and results for the calculation of concentration-
dependent values of y using the CFM. Finally, we present
the analysis leading to estimates of S)%). The work is summa-
rized in Sec. VI. The Appendix contains a summary of analy-
ses undertaken to determine the sensitivity of the CFM re-
sults to details of the method.

II. MODEL SYSTEM AND ITS BULK THERMODYNAMIC
PROPERTIES

The Lennard-Jones alloy model used in this work has
been described previously, and the methods for calculating
bulk thermodynamic properties and phase equilibrium are
discussed thoroughly in Ref. 6. Here we review only the
important details. The form of the interatomic potential
¢;;(r) between species i and j is given as follows:

o \12 [ \6
¢ij(r)=4eij|:(_ru> _<_rll) }, ()

where o;; and €; measure atomic size and interaction
strength, respectively. For the cross-species interactions we

employ the Lorentz-Berthelot mixing rules:>*

N
€= V€ €0, (3)
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o= (0 + 0)/2, (4)

so that the interatomic potential for the mixture is defined by
two parameters: S=¢€;,/ €, and a=0y;/0,,. In the present
work we focus on a system with zero size mismatch (i.e.,
a=1), and a ratio of well depths given as =0.75. As in
Refs. 6 and 16, we have chosen to truncate the Lennard-
Jones potentials employing the scheme introduced by
Broughton and Gilmer'! in their studies of the structure and
thermodynamic properties of crystal-melt interfaces. The po-
tential is thus given as

B(r)

r=230

0, 250=r,
(5)

where the constants are given by C;=0.016132¢, C,
=3.1366 X 10%¢, C3=-6.8069 X 10'e, C,=—0.083312¢, and
C5=0.74689¢.

The bulk free energies of solid and liquid solutions in this
model alloy system were computed at zero pressure employ-
ing the Monte Carlo thermodynamic integration methodol-
ogy described in Ref. 16. In this approach the composition
dependence of the free energy (G) at a fixed temperature is
parametrized as follows:

G(xp,T) =T[xy In x5+ (1 = x5)In(1 = x) ] + Ag(1 — x)
+A,(1-x,)%2, (6)

where x, denotes the mole fraction of species 2. The
temperature-dependent coefficients A, and A;, derived
through Monte Carlo thermodynamic integration, are given
for solid (s) and liquid () phases in Table I. This table also
lists the solidus and liquidus phase-boundary compositions
(x5 and x}) derived from the calculated free energies employ-
ing the common-tangent construction, along with the corre-
sponding total atomic densities (pf,, and p},) for these coex-
isting phases. Representative plots of the activities, mixing
free energies and the solid-liquid composition-temperature
phase diagram are given in Fig. 1. Note that since the melt-
ing point of species 2 is higher than that of species 1, the
former preferentially partitions to the solid while the latter
partitions to the liquid. This partitioning behavior will be
discussed further in relation to the calculated density profiles
below.

III. DENSITY PROFILES AND ADSORPTION
COEFFICIENTS

In a binary alloy the relative adsorption coefficient I l@")
can be defined as the excess amount of solute (species i) per
unit area, with a dividing surface chosen to give zero excess
solvent (species j), although the value of this quantity, as
defined in Egs. (7) and (8) below, is actually independent of
the choice of interface location.'® In concentrated alloys the
definition of “solute” and “solvent” species is somewhat am-
biguous, so that in what follows we will present results for
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TABLE I. Solidus and liquidus compositions, nonideal chemical potential fitting coefficients, and densi-
ties for each of the temperatures which were examined for the alloy with 8=0.75 and a@=1.0. Units on

temperature T are €,/ kp.

!
X2

l l /
AO Al Prot

T X ) Al Plot
0.472 0.075 0.046 2.29 -0.312 2.06 -0.315 0.947 0.825
0.479 0.151 0.094 2.29 -0.312 2.06 -0.317 0.947 0.824
0.5025 0.332 0.222 2.31 -0.322 2.06 -0.323 0.947 0.822
0.539 0.573 0.437 2.33 -0.341 2.07 —-0.333 0.948 0.822
0.580 0.812 0.720 2.34 -0.356 2.07 -0.336 0.946 0.823
0.603 0.926 0.886 2.35 —-0.363 2.07 -0.352 0.946 0.826

both F(IZ) and T'\"); for the purpose of integrating Eq. (1) it
will be shown to be much more convenient to use the former
for the system under consideration. The adsorption of species
1 with respect to species 2, I'? is defined formally as

| 5
I‘(12>=1ﬂ1—<p11 p‘i>rz,
P2= P2

(7)

where p is the bulk density of species i in phase «, and I'; is
the interfacial excess of species i for an arbitrary choice of
dividing surface. Note that if the dividing surface is chosen
to give I',=0, then I’ 1=F(12) is just the excess amount of
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FIG. 1. (a) Activities as a function of composition for the solid
and liquid phases for the alloy with $=0.75 and a=1.0. Solid and
dashed lines correspond to solid and liquid phases, respectively,
while the dotted line represents ideal-solution behavior. While both
solid and liquid are plotted for 7=0.472 and 0.603€,,/ kg, they are
so close in value as to not be readily distinguishable. (b) Mixing
free energy with common tangent illustrated for 7=0.5025 €5,/kg.
(c) Zero-pressure phase diagram calculated for this system.

species 1 per unit area. An equivalent relation for F(zl) can be
written as
P = P
r<21>=r2—< ; f)rl. (8)
P1=P

Analogous expressions can also be written for the relative
excess entropy in Eq. (1).'° To compute numerical values of
Fgl) or F(lz) requires knowledge of the equilibrium density
profiles. Section III A reviews the methods used to obtain
these profiles from Monte Carlo simulations. Results are pre-
sented and discussed in Secs. III B and III C.

A. Method

The calculations of density profiles and adsorption coef-
ficients were performed using simulation cells containing co-
existing solid and liquid regions separated by (100)-oriented
crystal-melt interfaces. The simulation cells were created and
equilibrated in the same manner as described in Ref. 16,
although for the systems considered here it was found that it
was not necessary to employ molecular dynamics simula-
tions for the equilibration of the system pressure. Monte
Carlo simulations were employed to equilibrate simulation
cells containing 4312 atoms, set up initially as perfect fcc
crystals containing 7 X 7 unit cells in the direction parallel to
the interface and 22 unit cells normal. The in-plane lattice
constant was chosen as that of the strain-free crystal, and a
periodic length normal to the interface was chosen to give a
total density corresponding to roughly equal volume frac-
tions of the equilibrium solid and liquid phases. After melt-
ing half of the system, employing Monte Carlo simulations
that sampled displacement degrees of freedom for half of the
atoms at a high temperature and fixed volume, the composi-
tions in the solid and liquid regions of the cell were adjusted
according to the values derived from the phase-diagram cal-
culations (see above). Subsequently, the systems were equili-
brated in a semi-grand-canonical (SGC) Monte Carlo
simulation,” which samples displacement degrees of free-
dom, changes in the species type for a given atom (to sample
compositional fluctuations), and fluctuations in the length of
the simulation cell normal to the interface. The trial moves
were accepted or rejected employing a standard Metropolis
algorithm for a SGC ensemble with imposed temperature,
chemical potential difference (Au) between species 1 and 2,
zero stress normal to the interface, and fixed area. For a
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FIG. 2. Density profiles for each of the temperatures considered
in this study. The solid line represents the total density, where the
solid is located on the right and the liquid regions are shown on the
left in each panel. The dashed line shows the density of species 1,
while the dashed-dotted line is the density for species 2. Units on
temperature T are €,/ kp.

given temperature the values of Ay were chosen correspond-
ing to two-phase equilibrium, as derived in the phase-
diagram calculations described above.

Equilibration runs were performed for at least 2 X 10° MC
steps per atom, where a MC step consisted of a trial displace-
ment, type change and/or change in periodic length. The
equilibration of the system was assessed based on an analysis
of system pressure, composition and energy, as described in
Ref. 16. After equilibration, subsequent SGC-MC simula-
tions were performed to generate a set of snapshots that were
used to compute coarse-grained equilibrium composition
profiles employing a finite-impulse-response (FIR) smooth-
ing technique.?® The details of the FIR analysis and the val-
ues of the filtering parameters employed in this work are the
same as those described in Ref. 16. These simulations were
performed considering 90 to 190 statistically independent
subaverages, each of which consisted of runs lasting 2.09
X 10° MC steps per atom. The density profiles and adsorp-
tion coefficients derived from each subaverage were aver-
aged to yield the final results presented in Secs. III B and
III C, and the variations between the results derived from
each subaverage were used as the basis for estimating statis-
tical uncertainties.

B. Density profiles

Density profiles in the (z) direction normal to the solid-
liquid interface were calculated for a range of temperatures,
as shown in Fig. 2. The solid lines represent the total atomic
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FIG. 3. Density (p; and p,) and composition (x; and x,) profiles
at 7=0.5025 €,,/kp. A small density peak at the interface is visible
in the profile for p;.

density. In these plots the right-hand side corresponds to the
solid region, while the liquid is on the left. The interface
region can be clearly identified over the range of z showing
finite density gradients. Note that the simulation cells are
periodic in all dimensions with two solid-liquid interfaces
along z, though only one of these two interfacial regions is
plotted for clarity. The limiting (plateau) values of the den-
sity profiles in the solid and liquid regions correspond to the
bulk values of the densities given in Table I. The total den-
sity in the solid is seen to be higher than that of the liquid at
all temperatures.

The density profiles for the higher-melting-point species 2
are represented by the dashed-dotted lines in Fig. 2. As the
temperature increases, the fraction of species 2 rises in the
solid and liquid phases in accordance with the phase dia-
gram. Consequently, the density curves for species 2 rise
continuously with temperature; p, is always higher in the
solid than the liquid. There are two reasons for this. First, the
total density is higher, and thus the volume-per-atom lower,
in the solid than in the liquid. Second, species 2 partitions to
the solid. These effects both contribute to making the density
of species 2 higher in the solid than the liquid at all tempera-
tures. The density profiles for species 1 are represented by
the dashed lines in Fig. 2. It is seen that p; is higher in the
solid than the liquid at low temperatures, while the opposite
is true at high temperatures. This effect is due to two com-
peting factors. Again the total density is higher in the solid
phase, which makes p; higher in the solid at low tempera-
tures where the mole fraction of species 1 (x;=1-x,) is large
in both phases. However, as the temperature is raised from
the lower melting temperature, element 1 increasingly parti-
tions to the liquid. This has the effect of lowering the density
of species 1 in the solid relative to the liquid, and at high
temperatures this effect is strong enough to give a higher
density of species 1 in the liquid rather than the solid. As a
consequence of these competing effects, there is a tempera-
ture where the density of species 1 is equal in both the solid
and liquid phases. The density profile for species 1 is thus
extremely flat for T near this temperature, as illustrated by
the results in Fig. 2 for 7=0.5025, which is shown in more
detail in Fig. 3. More apparent in Fig. 3 than in Fig. 2 is the
presence of a small peak in p; near the interface, which will
be discussed further below.
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FIG. 4. l‘(z) and l‘(1 (atoms/site) versus temperature for B
=0.75, a=1.0. Note the different scales of F(2 and I'; (V. Error bars
represent 95% confidence based on the adsorption subaverages as
described in the text.

C. Adsorption coefficients

Adsorption coefficients are calculated from the bulk (pla-
teau) values of the filtered species densities for the solid and
hquld phases in the simulation using formulations for F(z)
and F given by the following equations:'>

1 [ _ s ‘ [ _ s
F(2)__{Nl (pll pi)NZ_ALz|:Pl_(pll Pj>p§:|}
2A P2= P2 P2= P2

)

and

1 pPr—p . [P=p)
F(l)_z_{Nz ( 3 Z)Nl—ALz{Pé_( — 1ot | (-
A P1 P1 P1 P

(10)

where A is the cross-sectional area of the simulation cell, N;
denotes the average number of atoms of species i in the
SGC-MC simulation, and L, is the length of the simulation
cell normal to the interfaces. Equations (9) and (10) can be
derived from Egs. (7) and (8) assuming periodic boundary
conditions, as described in Ref. 15. The bulk values of the
densities required in the evaluation of Egs. (9) and (10) are
obtained by averaging the density values across the width of
the plateaus of the FIR density profiles.

The relative adsorptions of species 1 and 2 versus tem-
perature are shown in Fig. 4, and the values are given in
Table II. We will begin by dlscussrng the effect of tempera-
ture on l"( ). The value of F is approximately 0.037 atoms/
site for the lowest temperature T=0.472, closest to the melt-
ing point of species 1. With increasing temperature, and a
corresponding decrease in the concentrat1on of species 1 in
the bulk phases, the calculated values of I'? decrease mono-
tonically. All of the calculated values of F b are found to be
positive.

We consider next the calculated results for F( As the
temperature is increased, F first becomes negative, reach-
ing —0.041 atoms/site, but then it becomes large and positive
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TABLE II. Calculated adsorption coefficients for the LJ alloy
systems considered. The units for I" are atomic fraction per inter-
face lattice site. Units on temperature 7" are €),/kp. The numbers in
parentheses represent 95% confidence intervals associated with the
last significant figure.

T N r
0.472 0.037(5) ~0.014(2)
0.479 0.037(3) ~0.041(4)
0.5025 0.034(2) 0.544(44)
0.539 0.019(3) 0.058(9)
0.580 0.004(2) 0.015(8)
0.603 0.001(2) 0.005(12)

with F () increasing to a value of 0.544 at the temperature
T=0. 5025 Further increases in temperature lead to a pro-
nounced reduction in the magnitude of F . Positive values
are found at higher temperatures with magnitudes on the
order of a few percent per atomic site, comparable to the
values found for F

The most strrkrng result of the adsorption calculat1ons is
the finding of a large peak in the magnitude of F( over a
relatively narrow temperature range. Though the peak is in-
herently mathematically possible in the definition of the
Gibbs adsorption coefficients, it is important to consider the
origin of this peak in further detail and to check that it is not
an artifact of the analysis. The adsorption is calculated using
Eq. (10) where the denominator contains a term representing
the difference in densities of species 1 in the solid and liquid
phases At T=0.5025, Where we calculated the largest value
of 'Y, the difference pl—p} is very small with respect to
ph—p} (see Fig. 3), leading to large contributions to T'S" for
T=0.5025. Due to the way in which adsorptions are calcu—
lated using filtered density profiles in Eq. (10), it is desirable
to check that the large magnitude of the adsorption coeffi-
cient is not an artifact arising from the use of the FIR pro-
cedure. We thus checked our values by computing F(zl) fol-
lowing three different numerical procedures.

First, instead of calculating the adsorption for each sub-
average and then averaging those to find F(Zl) and its standard
error, we used Eq. (7) to calculate the adsorption from the
average densities and then used propagation of errors to de-
termine the standard error. Using this approach, we found
I'5Y=0.52+0.03 atoms/site to 95% confidence. This check
precluded large denominator fluctuations which could arise
from abnormally small density differences. We also calcu-
lated the adsorptions us1n% unfiltered profiles (as discussed in
Ref. 16) and found F Y=0.54+0.04 atoms/site, in good
agreement with the ﬁltered profiles. Finally, we computed
F directly from the averaged filtered density profiles using
a G1bbs construction [rather than plateau values in Eq. (7)].
That is, we found the interface positions giving zero excess
of species 1, i.e., where I";=0. Then, the excess of species 2
was derived using this interface position, giving the value of
F<21) directly. In performing this calculation, it was found that
the dividing surface was located not near the midpoint of the
hyperbolic-tangent curve for the total density, but in the
small density peak for species 1 on the solid side of the
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interface. The shift of the dividing surface toward the solid
leads to a relatively large value for I',. This procedure gave
rise to a value for F(zl)=0.52 atoms/site, in excellent agree-
ment with the other estimates at this temperature. We are
thus confident that the large peak in F(Zl) near temperatures of
T=0.5025 is a real effect and does not represent an artifact of
the analysis. It is thus interesting to consider the form of I'}"
given in Eq. (8) in light of this result. Equation (8) implies
that if one chooses an arbitrary dividing surface such that I';
and I', remain finite at all temperatures, and if, as in the
present case, the value of pl,— p] changes from negative to
positive, crossing through zero, with increasing T, and that
both pb—p5 and T'; are bounded away from zero, then T'{)
will necessarily diverge to negative % from below and posi-
tive % from above. Notice that this divergence of I’;l) does
not imply any discontinuous physical behavior of the system,
merely that there is a temperature where the concentration of
species 1 is the same in both bulk phases.

Returning now to the original motivation for calculating
the temperature dependence of the adsorption coefficient, we
recall that our aim is to use these values in the integration of
Eq. (1) to estimate the contributions of the relative excess
entropy and interface adsorption to the composition depen-
dence of 7. For this purpose, we are free to choose either
species 2 or species 1 as the “solvent” for computing the
relative adsorption coefficient, as discussed above. The re-
sults in Fig. 4 and the discussion above clearly indicate that
the former is the preferred choice for performing such nu-
merical integration, as F(12) displays a relatively smooth and
monotonic variation with temperature, while F(zl) displays
strong and nonmonotonic variations over a narrow tempera-
ture range, which would present difficulties in the numerical
integration of Eq. (1).

IV. INTERFACIAL FREE ENERGIES

In this section we discuss results for vy and its associated
crystalline anisotropy calculated within the framework of the
CFM.!-23 While some of the main results in this section
have been published previously,® we describe here the simu-
lation and analysis methods in greater detail, and in the Ap-
pendix we summarize the findings of a number of tests
aimed at assessing the magnitude of various systematic
sources of error inherent in the CFM.

In the CFM, interfacial free energies and their associated
crystalline anisotropies are derived from an analysis of equi-
librium height fluctuations of the solid-liquid interface. The
method is based on the following relation for fluctuations of
sufficiently large wavelength [written here for a two-
dimensional (2D) interface geometry, as used in the present
work]:

kgT
a(s, 1k% + Szzkg +281k k)

Ak ko)) = (11)
where A(k,,k,) is the complex Fourier amplitude of the in-
terface height profile, k; and k, denote the components of the
wave vector along two orthogonal directions parallel to the
interface, a is the cross-sectional area, and the brackets de-
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note time (ensemble) averages. The S;; are the components of
the second rank stiffness tensor (e.g., Ref. 27), which is re-
lated to the interfacial free energy and its second derivatives
with respect to interface orientation through the relation S;;
=5,+ 3/ 36,36;. In the CFM the averages (|A(k, ,k,)|*) are
derived from MD simulations and used to extract the inter-
facial stiffness components through Eq. (11). Values of the
interfacial free energy are then derived from these calculated
stiffnesses employing a symmetry-dictated expansion of y(7)
in terms of the components of the interface normal 7
=(ny,n,,n3) (Ref. 28):

3 17
YA =1+ e,(z n?— g) + 62<3E n? + 66n%n§n§ - 7) ,

(12)

where vy, denotes the orientation-averaged interfacial free en-
ergy, and €; and €, are the magnitudes of the four and sixfold
anisotropy terms. The approach described here has been used
extensively in a number of previous calculations of vy (see,
e.g., Refs. 20, 22, and 23 and references therein), although in
most of this previous work ribbonlike, quasi-one-
dimensional (1D) interface geometries were employed in the
MD simulations, and a one-dimensional version of Eq. (11)
was therefore used in the analysis. As discussed in Ref. 6,
there are some advantages to using a 2D interface geometry
in the CFM: only two simulations with (100) and (110) in-
terface normals are necessary to derive three independent
stiffness values (see below), compared to three different
simulations required for the quasi-1D geometries. Also, more
independent k modes are accessible in the 2D systems, since
k vectors have the form [for a (100) interface with cross-
sectional dimensions LXL as a specific example]
2+ 7(j,, jy)/ L, with either or both of the integers j, and j,
nonzero.

A. Simulation details

The calculation of interfacial free energies based on the
CFM requires simulation cells with relatively large cross-
sectional areas in order to sample sufficiently long-
wavelength modes. In the present work we have considered
simulation cells with both (100)- and (110)-oriented crystal-
melt interfaces. The dimensions of the periodic cells, along
with the number of atoms and the total mole fraction of
species 2 at each of the temperatures considered in this work
are given in Table III. For reference, for the cells with (100)-
oriented interfaces, the in-plane dimensions (L, and L,) cor-
respond to 20X 20 fcc unit cells, while the dimension nor-
mal to the interface corresponds to roughly 45 unit cells;
comparable system sizes were used for the cells with (110)-
oriented interfaces.

To equilibrate the different systems we first performed a
combination of molecular-dynamics (MD) and MC simula-
tions for the system at 7=0.539, as described below. For all
other temperatures the equilibrated systems at 7=0.539 were
used to initialize the equilibration runs. Specifically, using an
equilibrated simulation cell at T=0.539, a simulation cell for
a different temperature was generated by scaling the periodic
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TABLE III. Simulation details for the solid-liquid coexistence cells used in the capillary fluctuation
studies. These include the temperatures (7), interface orientations, cell dimensions, total number of atoms,
and the total composition (roughly the average of the solidus and liquidus compositions). Units on cell
dimensions L are o,,. Units on temperature 7 are €5,/ kp.

T Orientation L, L, L, N X,
0.479 (100) 32.330 32.330 77.237 72000 0.120
0.479 (110) 34.291 32.330 80.209 79200 0.119
0.5025 (100) 32.310 32.310 77.737 72000 0.279
0.5025 (110) 34.269 32.310 80.799 79200 0.277
0.539 (100) 32.322 32.322 78.106 72000 0.509
0.539 (110) 34.281 32.320 81.188 79200 0.508
0.603 (100) 32.341 32.341 78.007 72000 0.906
0.603 (110) 34.308 32.346 81.338 79200 0.906
0.6185 (100) 32.340 32.340 76.587 72000 1.000
0.6185 (110) 34.308 32.346 80.169 79200 1.000

lengths and the composition in the solid and liquid regions in
correspondence with the bulk densities and phase-boundary
compositions at this new temperature.

The general procedure for equilibrating the simulation
cells followed the method described in Ref. 16, and is similar
to that discussed in Sec. III A. Starting from an initial state
with roughly half solid and liquid, we alternated MC and
MD runs to allow composition changes (MC) and global
pressure relaxation (MD). The Monte Carlo runs were per-
formed in the semi-grand canonical ensemble, as described
in Sec. IIT A, to facilitate rapid relaxation of the composition
profiles. The energy, pressure, and overall compositions were
monitored during the simulations to determine when their
values stabilized. These MC runs were often fairly short (ap-
proximately 10 or 10* MC steps per atom) since the initial
compositions were set from the phase diagram calculation
and were found to be very close to the values reached at
equilibrium. The volume was constant in the MC runs, which
sampled displacements with maximum magnitudes of about
0.040,,, with approximately 55%—-67% overall acceptance
rates, and species type changes, with approximately 20%-—
50% acceptance rates. These initial MC runs were followed
by MD simulations with NAP_ T or NVT ensembles to allow
pressure relaxation through melting and crystallization. In
the NAP_ T ensemble, only the dimension along z (normal to
the interface) was allowed to fluctuate to accommodate vol-
ume changes from melting and solidification in order to
maintain zero stress in that direction (i.e., PZZ:O), while the
interfacial area A was held fixed to ensure a strain-free bulk
crystal. The average temperature was maintained using a
Nosé-Hoover thermostat and the pressure was regulated us-
ing a standard barostat.”” We monitored the evolution of the
pressure, volume, composition, and temperature in the MD
simulations to check for equilibration. After an average of
10% steps in MD, the systems were moved back to MC for
approximately 10* steps per atom to perform a final equili-
bration of the composition profiles. A subsequent final equili-
bration of approximately 10° steps per atom took place using
NVT and NP, AT MD simulations. All of the MD simula-
tions used for equilibration and sampling made use of

LAMMPS (large-scale atomic/molecular massively parallel
simulator).3®

The final runs used to sample fluctuation amplitudes were
performed in a microcanonical (NVE) ensemble for approxi-
mately 2 X 10® MD steps for the alloys and the elemental
(110) orientation. For the pure (100) system, the run length
was approximately 3 X 103 MD steps. The time step in the
MD simulations was 0.0002 (ma3,/ €)' in Lennard-Jones
reduced units; this value of the time step was found to lead to
good conservation of energy. Careful selection of an end
point for the NAP,, T equilibration runs was found to be im-
portant to successfully transfer the simulations to the micro-
canonical ensemble employed in the sampling runs. If the
final configuration is too far from the average (e.g., has a
large pressure), the sampling runs may not be stable against
melting or solidification. Snapshots were selected from the
trajectories generated from these final sampling runs at a
frequency of one per every 10° time steps, giving a total of
1556-40000 samples for wuse in the calculations of
(|A(k,,k,)[*) on the left-hand side of Eq. (11). Based on an
analysis of correlation times, as described in Ref. 31, this
sampling was found to yield estimates of (|A(k,,k, |*) con-
verged to better than 2.4% in terms of estimated statistical
uncertainties.

B. Analysis and results

In this section we discuss the procedure used to analyze
the results of the equilibrium fluctuation simulations de-
scribed above. We describe the details of the methods used to
identify interface locations and to fit the results, using Eq.
(11), in the calculation of the concentration-dependent values
of 7y presented in Ref. 6. In the Appendix we discuss the
sensitivity of these results to the details of the analysis pro-
cedures in order to estimate the magnitudes of various
sources of systematic error.

Using symmetry, the form of Eq. (11) can be simplified
for specific interface orientations. For a (100)-oriented inter-
face, the fourfold and mirror-plane symmetries of the inter-
face ensure that S;;=S,»=S and S,,=0. Thus Eq. (11) re-
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FIG. 5. (Color online) Sample interface height profile for an
alloy with 8=0.75 and a=1.0. The interface heights are determined
for each column in a 10X 10 grid using a weighted mean value of
the solid and liquid order parameters.

duces to the following simplified form which depends on
only a single stiffness parameter, which we refer to simply as
S:

kgT

(|A(ky,ky)[?) = e

(13)

Similarly, for a (110) interface oriented with the x; axis along

[110] and the x, axis along [001] the presence of a mirror
plane and twofold symmetry implies that S|, is not equal to
S,5, but S, remains zero. In this case Eq. (11) reduces to the
following form:

kT

Ak k)P = —————.
(A k) G(Snk%’LSzzk%)

(14)

The capillary fluctuation method requires identification of
the interface location for each snapshot, and then application
of Fourier transforms to compute A(k,,k,), the squares of
which are averaged to obtain estimates for the left-hand sides
of Egs. (13) and (14). For each interface, the instantaneous
height profile was computed following the procedure analo-
gous to that described in Ref. 19. A 10 X 10 grid was formed
parallel to the interface, and the value of the structural order
parameter defined in Ref. 19 was computed and tracked nor-
mal to the interface in each of the 10X 10 columns, using a
weighted averaging technique to obtain a smoothed order-
parameter profile. A value of the order parameter well sepa-
rated from those in the bulk solid and liquid phases, and
roughly halfway between the average values in these phases,
was used to identify the interface position in each column. A
sample interface height profile generated by this procedure is
shown in Fig. 5.

From the estimates of (|A(k,,k,)|?) derived by time-
averaging the Fourier intensities of the instantaneous height
profiles, Egs. (13) and (14) were used to derive the three
independent stiffness values S, S;; and S5, through a standard
(unweighted) least-squares fitting procedure, considering
data corresponding to all wave vectors k;;=2(i/L,,j/L,) for
which both i and j are less than 5. The sensitivity of the
results to this cutoff was examined and the final value chosen
as the one which gave the smallest statistical uncertainties in
the stiffness values. The sensitivity of the results to the de-
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TABLE IV. Stiffness values calculated at all temperatures con-
sidered in this work. Using the notation of Ref. 19, S is equivalent

to the (100)[010] stiffness, S;; corresponds to a (110)[110] stiff-
ness, and Sy, corresponds to (110)[001]. Units on stiffnesses are
(€r,/ a’%z). Units on temperature 7" are €,,/kg. Numbers in parenthe-
ses represent 95% confidence levels on the last digit.

T S S Sy
0.479 0.225(7) 0.321(15) 0.220(8)
0.5025 0.267(7) 0.341(13) 0.249(8)
0.539 0.280(8) 0.380(17) 0.260(9)
0.603 0.295(8) 0.404(16) 0.300(10)
0.6185 0.286(6) 0.431(8) 0.305(9)

tails of the fitting procedure is described further in the Ap-
pendix. The resulting stiffness values for each of the orien-
tations and temperatures considered in this work are given in
Table IV and plotted in Fig. 6. Error bars on the calculated
stiffnesses are 20 estimates of the statistical uncertainties,
derived in a standard manner from the residuals of the least-
squares fits. The stiffnesses are seen to generally increase
with temperature. The value for the (100) orientation, S, is
lower for the pure element than the alloy at 7=0.603, al-
though the error bars do overlap. The stiffness §;; is consis-
tently higher than both § and §,,, which are similar in mag-
nitude.

Interfacial free energies and their associated crystalline
anisotropies were calculated from the fitted stiffness values
using Eq. (12), as described previously (e.g., Refs. 21 and
31). In Table V, the orientationally averaged interfacial free
energy () and anisotropy parameters (e; and e,) derived
from this analysis are listed. Also, the values of y for the
high-symmetry (100), (111), and (110) interfaces, derived
from these values of 7, €, and €,, are presented for all
temperatures studied. It is important to note that the values of
v for the pure elements obtained in this work agree to within
the quoted statistical uncertainties with those calculated pre-
viously by the independent CFM (Ref. 22) and cleaving?>—3*
methods.

The values of €, and e, in Table V are, respectively, posi-
tive and negative at all temperatures. The values of €, are

0.45 T T T T
Ss —5— A
L 19 o |

- 0.4 Sop Hﬂ%,/—/“" %
UN //
™ 035 .
)
2 o3f -
£
&» 025 .

0.2

0.48 0.52 0.56 0.6 0.64

FIG. 6. Stiffnesses versus T for the (100) and (110) orientations.
Error bars represent 95% confidence levels as described in the text.
Units on temperature T are €,/ kp.
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TABLE V. Orientation-averaged interfacial free energies, g0, Y110, ¥111» and anisotropy parameters for
all temperatures studied. Units on 7y are (€y,/ a’%z). Units on temperature 7 are €),/kg. The numbers in the

parentheses represent estimates of the 95% confidence statistical uncertainties on the last digit.

T Y Y100 Y110 Y1 € €
0.464 0.267(6) 0.269(6) 0.265(6) 0.262(6) 0.057(6) —-0.0009(5)
0.479 0.270(8) 0.276(8) 0.270(8) 0.266(8) 0.055(7) —-0.0026(7)

0.5025 0.302(7) 0.307(7) 0.302(7) 0.298(7) 0.043(6) —-0.0033(6)
0.539 0.327(9) 0.333(9) 0.327(9) 0.321(9) 0.052(7) —-0.0037(6)
0.603 0.347(8) 0.353(8) 0.346(8) 0.342(8) 0.046(6) —-0.0015(6)
0.6185 0.355(8) 0.363(8) 0.354(8) 0.350(8) 0.057(6) —-0.0009(5)

seen to be roughly constant, while the values of €, show a
statistically significant trend toward larger magnitudes in the
concentrated alloys. The implications of the anisotropy re-
sults have been discussed by us previously in the context of
dendrite growth orientations.® The temperature dependence
of the interfacial free energies is plotted in Fig. 7. Although
the statistical uncertainties are relatively large, the results
display the trend y,90> v110>> ¥11: at all temperatures, con-
sistent with previous calculated results for elemental fcc
crystal-melt interfaces. It is apparent in Fig. 7 that the tem-
perature dependence of the vy values is slightly nonlinear. In
Sec. V we present an analysis of these calculated temperature
dependencies in light of the results for interfacial adsorption
given in Sec. III A; discussion of the sensitivity of the results
to the details of the analysis is found in the Appendix.

V. ADSORPTION AND EXCESS-ENTROPY
CONTRIBUTIONS TO INTERFACIAL FREE ENERGIES

With the calculated results of F(IZ)(T) and y(T) for the
(100) interface orientation, as well as the bulk calculated
values of the chemical potentials, we are in a position to
estimate the relative importance of the excess-entropy and
interfacial adsorption contributions to Eq. (1) for dictating
the temperature dependence of the crystal-melt interfacial
free energy. By integrating Eq. (1) from the melting tempera-
ture of species 2 (T{Ai)z().élSS), to some lower temperature T

(between 7% and T\?) we obtain

0.38 . . .
0.36 |
0.34 |-
0.32 |
03 |
028 F .
0.26 |- 8%

0.24
0.45 0.5

¥ (€20/655)

0.55 0.6
T (e55/kp)

FIG. 7. (Color online) Interfacial free energy for each orienta-
tion, with the average orientation %, also shown. Error bars repre-
sent 95% confidence levels as described in the text.

Y100(D) = y100(Ti3) = I + I, (15)

where /| is the contribution from the excess-entropy term on
the right-hand side of Eq. (1):

T
I(T)=- J SO(T"ar’ (16)
72

and I, is the contribution from the adsorption term on the
right-hand side of Eq. (1):

dT’ (17

T ’
L(T)=- f F(lz)(T’)d'u'—(T)dT’.
72
Since we have calculated the temperature dependence of
Y1005 F(lz) and w;, we can compute I, and use Egs. (15) and
(16) to derive an estimate for the magnitude of S'?. The main
difficulty with the analysis is finding a reliable way to model
the temperature dependence for F(lz); while we calculated the
values of F(12> for a few discrete temperatures from Monte
Carlo simulations, we need a denser sampling to be able to
perform the integral in Eq. (17). Additionally, we need to
ensure that we properly treat the singularity in du,/dT for
x;—0 (see below).
We will first consider the term du,/dT in Eq. (17). The
Monte Carlo results show that the solution thermodynamics
are close to ideal, so we can model the chemical potential as

1 = (1) + kgT Inlx,(7)], (18)

where ,LL?(T) is the Gibbs free energy of pure species 1. Con-
sidering Eq. (18), we note that we can use either the liquid or
solid values since, by coexistence, the two values are equal.
To be explicit, we choose to consider the liquid, and du,/dT
is then written as follows:

dpi(T)

== * kg In[x,(T)] +

kBT dxl

dm dx
x,(T) dT’

dr

(19)

where x(T) is the mole fraction of species 1 on the liquidus
boundary for a given temperature 7.

In applying Eq. (19), we made use of a quadratic fit of the
liquidus boundary x; as a function of 7. We also need to
compute d,ufl)/dT from the thermodynamic-integration fits
described above (since this is the derivative of the Gibbs free
energy for pure species 1 in the liquid phase). Since dx,/dT
is finite approaching T(,é) (i.e., as x; —0), the last term on the
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FIG. 8. Relative contributions to the interfacial free energy from
the adsorption and relative excess entropy. Error bars on the inter-
facial free energies calculated from MD data represent 95% confi-
dence levels as described in the text.

right- hand side of Eq. (19) blows up in this limit. Fortu-
nately, F also goes to zero in this limit, and the product

(2)(d,u,1/ dT) can be expected to be everywhere finite (see
below).

We next derive a spline fit to represent F(lz) as a function
of T. It is reasonable to assume that in the limit of x; — 0 the
adsorption F(12) should be linearly proportional to x;; such a
dependence follows naturally in various mean-field expres-
sions for solute adsorption (e.g., Ref 35). In performing the
spline fit we thus enforced that F is zero at x;=0, and that
the derivative of F(2 with respect to x; is finite in this limit.
Once we have the spline fit for F( versus x;, we can sub-
stitute the fit for x; versus 7, generating a new expression for
F(lz) versus 7. This expression, plus Eq. (19) can then be used
to numerically integrate Eq. (17). The result is the estimate
for the contribution of I,(T). The resulting estimate is plotted
as 'y(T< ))+1,(T) by the dashed line in Fig. 8. It is readily
seen that the adsorption contributions to Eq. (1) give rise to a
decrease in vy with decreasing 7 which is relatively small in
magnitude, on the scale of the overall 25% variation in vy
over the relevant temperature range.

With the values of I,(T) at the values of T for which 7y,
was calculated, we can compute the magnitude of I,(7T) at
each of the five temperatures below Tﬁ). The results are plot-
ted as the sum y(T(Ai))+12(T) by the open triangles in Fig. 8.
The resulting values of I,(7) are clearly seen to be much
larger than those for I,(7). Finally, to estimate values for
S)(i)(T) we can perform a fit of the values of I, versus T and
from the resulting fit take the derivative dI,(T)/dT
=—S(T) to derive values of the relative excess entropy.
With the limited data available, the most robust results that
could be obtained were for a linear fit of I, versus 7. The fit
leads to the prediction of a constant value of S(2 =-0.4505;
for the (100) interface orientation.

An independent estimate of Sﬁ) was also derived using
the relation [from Eq. (1)]

dy __ o _ped (20)

with the left-hand side evaluated using three-point Lagrange
interpolation formulas for each of the alloy compositions
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considered m the calculations of vy and F(Z) The resulting
values for S contained large statistical uncertainties and
hence no clear trend related to the composition dependence
of the excess entropy could be derived. The averaged value
for all compositions was S( =-0.605; (with standard devia-
tion of 0.2). The analysis was also used to check the accu-
racy of the ideal solution approximation by using the activity
coefficients derived from Eq. (6) in the evaluation of dw,/dT
in Eq. (20); the nonideal contributions were found to lead to
less than 10% changes in the calculated values of S @),

Overall, the analyses described in this section glve rise to
estimates for the composition-averaged value of S @ for the
alloys ranging between —0.45 and —0.6 oﬁ It is mterestlng
to compare this estimate with previously published estimates
for the excess entropy in pure elements. In 1983 Broughton
and Gilmer®® published calculated values of the excess en-
ergy E,, in addition to interfacial free energies for crystal-
melt interfaces in the Lennard-Jones system. From the dif-
ference in these values they derived an estimate of the excess
entropy of S,,=—0.08 =0.150"2 where the large uncertainties
were associated with difficulties in positioning the dividing
surface in the calculation of E,,. Further work is required to
determine the source of the discrepancy between the current
estimates and those of Broughton and Gilmer; two possibili-
ties worth investigating would be intrinsic composition de-
pendencies associated with the present results for alloys, or
the use of relatively small system sizes in the early MD
studies. The Broughton-Gilmer estimate, when multiplied by
the melting temperature, accounts for only about 15% of the
interfacial free energy of the Lennard-Jones system. We note
that the larger estimates for Sfi) obtained in the present work
are qualitatively consistent with the theoretical model of
Spaepen!? which assumes that the crystal-melt interfacial
free energy is purely entropic in origin. In the Spaepen
model the large and negative values of S, arise from the
reduction in hard-sphere packing entropy induced by the or-
dering of the liquid against the solid. In light of this interpre-
tation, it is interesting to consider the density-functional
theory results for 7y in the Lennard-Jones system due to
Curtin.’” In his analysis, Curtin used a perturbation theory
approach to estimate the hard-sphere contributions to v,
along with the contributions arising from the attractive part
of the potential. The former, which are entirely entropic in
nature, were found to constitute between 85 and 90% of the
total magnitude of y. The large value of the hard-sphere
entropic contrlbutlon to y is again consistent with the larger
values for S 2 derived in the present work.

VI. SUMMARY AND CONCLUSIONS

In this work atomistic simulations have been employed in
a study of the equilibrium structural and thermodynamic
properties of crystal-melt interfaces in a model Lennard-
Jones binary alloy system characterized by zero atomic size-
mismatch (a=1) and a ratio of well depths of 8=0.75. This
system features nearly ideal solution thermodynamic proper-
ties and a simple phase diagram with disordered solid and
liquid solution phases connected by a simple lens-shaped
solid-liquid two-phase region. The results of our calculations
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for the phase diagram and bulk solution-thermodynamic
properties are consistent with earlier studies.!®38

We have considered crystal-melt interfaces for six differ-
ent temperatures along the solidus/liquidus boundary and
have calculated coarse-grained density profiles for (100)-
oriented interfaces in each system. The total densities and the
density of the higher melting-point species (2) display pro-
files at each temperature characterized by roughly
hyperbolic-tangent shapes with higher densities in the solid
phase. For the lower melting-point species (1) the density is
higher in solid than liquid at low temperatures, while the
opposite is found at high temperatures. A temperature thus
exists where the profile of p; is equal in the solid and liquid
phases, and near this temperature the density profile is ex-
tremely flat and is found to display a small peak near the
interface. This behavior has important consequences for the
magnitudes of the relative adsorption coefficients derived
from these profiles. While l"(lz) is found to display a smooth
temperature dependence, rising from zero to a maximum
value of approximately 0.04 atoms per interface site as the
temperature is decreased from T(A,zl) to Yﬁ,l,), the behavior of
'Y is much more complex. As the temperature is raised
from T(A,ll), I‘gl) starts out negative with a magnitude similar to
those found for F(lz); with further increases in temperature, a
large and positive value is obtained which decays to much
lower values as T(A? is approached. The complex behavior of
F(Zl) is attributed to the behavior of the density profiles of
species 1 over the range of temperatures where p; is nearly
equal in the bulk solid and liquid phases.

The method surrounding the calculations of the magni-
tudes and anisotropies of the crystal-melt interfacial free en-
ergy (), as reported by us previously,® has been described in
detail. The interfacial free energies are found to have mag-
nitudes that decrease monotonically as the temperature is de-
creased from Tﬁ) to T(A,l,). At all temperatures we obtain the
ordering  v100>> ¥110>> v111 for the high-symmetry (100),
(110), and (111) orientations. The magnitudes of the 7y
anisotropies display composition dependencies that are sig-
nificant on the scale required to induce morphological tran-
sitions in dendrite growth.® For the present system these
composition dependencies are characterized by a nearly con-
stant value of the fourfold anisotropy coefficient (€,), with
sixfold (e,) coefficients that are negative and increase in
magnitude as the solute concentration is increased starting
from both of the pure elements.

In a recent study by Amini and Laird,* composition-
dependent values of y and associated crystalline anisotropies
were derived from the capillary fluctuation method for a
hard-sphere mixture with a size ratio of 0.9. The results dis-
play a temperature dependence of 7, (at fixed pressure)
qualitatively similar to ours, and the ordering of vy values for
(100), (110), and (111) interfaces is also consistent with the
present calculations. Interestingly, however, Amini and Laird
find that €, increases considerably in magnitude with increas-
ing concentration of the higher melting point species, while
€, remained roughly constant. The results are qualitatively
different from those found here for a system with no size
mismatch, and Amini and Laird speculate, based on this
comparison, that size and chemical effects may play distinct
roles in determining the composition dependence of y aniso-
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tropy in alloys. Further work for a wider range of systems
would clearly be helpful to explore these effects in greater
detail.

The calculated temperature-dependent values of y and
F(lz) were employed in an analysis based on the Gibbs ad-
sorption theorem to estimate the relative importance of ad-
sorption and excess-entropy contributions in dictating the
composition dependence of vy. For (100)-oriented crystal-
melt interfaces the results suggest that roughly only 25% of
the temperature dependence is obtained from interface-
adsorption contributions, with the remaining due to S.,. The
analysis yields composition-averaged estimates of Sg) in the
range of —0.45 to —0.6 & for the (100) interface. This esti-
mate is considerably larger in magnitude than a previously
reported value for pure elements in the Lennard-Jones
system.3®

We end by noting that the current work has only consid-
ered adsorption and excess-entropy contributions to 7y for
(100)-oriented interfaces in face-centered-cubic alloys. Fur-
ther work is required to determine the anisotropies of these
contributions, in order to gain insights into the microscopic
origins of the composition dependencies of +y anisotropies.
The methods and analysis approaches described in this and
our previously published calculations for the present
Lennard-Jones system®!%40 should be generally applicable in
such future studies.
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APPENDIX: SENSITIVITY OF CFM RESULTS
TO DETAILS OF THE ANALYSIS

In the CFM interfacial free energy calculations, the
sources of error can be divided into two categories. The first
is associated with finite-sampling, statistical uncertainties in
the calculation of (|A(k)|?); these errors are relatively
straightforward to estimate and are routinely reported in pub-
lished CFM studies. The second category involves errors that
are systematic in nature and are associated with the details of
(i) the fitting procedure used to extract the stiffness values
from the (|A(k,,k,)|?) data, and (ii) the method used to locate
interface positions in the calculation of the Fourier ampli-
tudes A(k,,k,). In this appendix we summarize the results of
tests aimed at assessing the magnitudes of these errors; re-
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FIG. 9. (Color online) Calculated vs predicted stiffnesses for the
(100) orientation of the 8=0.75, a=1.0 system with 7=0.6185 and
T=0.539 622/k3.

lated analyses of the errors associated with the CFM can also
be found in Ref. 23.

Considering first item number (i), Figs. 9 and 10 compare
values for (|A(k)|?) derived from MD versus those predicted
by the least-squares fitting procedure at 7=0.6185 (corre-
sponding to pure species 2) and 7=0.539 (corresponding to
the most concentrated alloy composition considered). The
solid line represents perfect agreement between the predicted
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FIG. 10. (Color online) Calculated vs predicted stiffnesses for
the (110) orientation of the B=0.75, a=1.0 system with T
=0.6185 and T=0.539 €,/kp.
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and calculated values. The inset shows the region of low
(|A(k)[?) values (corresponding to high values of k) in greater
detail. It is noted that the high-k data is systematically un-
derestimated in the fit. While this is not surprising, given that
Eq. (11) is only strictly valid for large fluctuation wave-
lengths, it does highlight the issue concerning the range of k
over which the data should be fit. One option is to exclude
data for values of |k| beyond a certain cutoff, which can be
selected to minimize the reduced )’ values in the least-
squares fit.

Alternatively, one can use a modified form of Egs. (13)
and (14) which might be expected to be valid over a larger
range of k values. In particular, the systematic deviation of
the high-k data from the 1/k fit could in principle arise from
higher-order curvature terms. It is known for membranes that
the energy of a height fluctuation depends on the wave vector
as a*k>+b*k*, where the second contribution is a “bending
rigidity” term.*! The higher-order k* term is also expected to
be present for diffuse interfaces when the radius of curvature
becomes comparable to the interface width.*?> To estimate
whether such higher-order terms could account for the devia-
tions of the high-k data from the 1/k? fits, we refit the (100)
and (110) fluctuation data employing modifications of Eq.
(11) adding symmetry-compatible k* terms in the
denominator.*® It was found that the resulting values of 7,
were consistently lower, by roughly 5%, than the values
given in Table V. This difference was found to be nearly
constant for all the temperatures considered, so that the 7
dependence of the y values shown in Fig. 7 remained prac-
tically unchanged except for a uniform scaling of the 7y re-
sults to slightly lower values. For the anisotropy parameters
the new fit yielded values that were roughly 10% smaller for
€, and as much as 40% larger in magnitude (but with the
same negative sign) for ,; in all cases the differences in the
€ values between the two fits were smaller than the statistical
uncertainties for these parameters. Further, the overall trend
for the composition dependence of the € values reported in
Ref. 6 was found from both fits: slight decreases in €, are
coupled with a more significant increase in the magnitude of
€, as one moves from dilute to concentrated compositions.

We consider next the methods used to identify the inter-
face location. In order to investigate the sensitivity of the
calculated stiffnesses to the method used to determine the
interface height profile, we performed additional analysis of
the snapshots for both the (100) and (110) interfaces for the
pure material, and the (100) interface for the alloy at T
=0.5025. The results reported above use the order parameter
described in Ref. 19. For the additional analysis, two other
order parameters were also used. One was the order param-
eter from Ref. 21, using time snapshots, rather than the time
averaged atomic positions used there. The third order param-
eter is like the one from Ref. 19, in that it compares the 12
nearest neighbors of each atom with the expected neighbors
in the solid phase, but instead of the differences in position it
sums the squares of the sines of the angles between the di-
rections to the actual neighbors and the expected neighbors.
Smoothed gridding onto a 10X 10 or 20 X 20 grid instead of
the binned 10X 10 grid used in the results that are reported
above, with two choices of the width of the smoothing, were
also tried. Not all combinations of these options were con-
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sidered, but a total of ten combinations were computed for
the alloy, and based on those results, five combinations were
computed for the pure material. A number of different fits
were performed for each combination: Eq. (11) was used
with three different choices for the value of the cutoff of
the high-k data excluded from the fit, and the modification to
Eq. (11) to include k* terms were also employed as described
above. For the latter, the fitted coefficients of the k* terms
were found to vary by up to a factor of 4 depending on the
how the shape of the interface is determined. This suggests
that all, or at least most, of the apparent k* dependence of the
(JA(ky,k, [*) data at high k is a nonphysical artifact. The
stiffness values, that is the coefficients of the k? terms, were
found to depend only slightly on how the interface positions

PHYSICAL REVIEW B 79, 054109 (2009)

were determined, particularly if the k* terms were included in
the fit: the stiffnesses showed variations on the order of 5%
for the different methods using the k2 fits, while the variation
was smaller, on the order of 1%—-2% for the fits including the
k* terms.

Overall, the results of the analyses summarized in this
section suggest that the systematic errors lead to uncertain-
ties in vy, on the order of 5%, which are about twice as large
as the statistical errors reported above. For the € parameters,
the uncertainties found here are smaller than the correspond-
ing statistical uncertainties. Importantly, the concentration
dependencies derived for the 7y, and € parameters, which are
the primary focus of Ref. 6 and the present paper, are found
to be highly robust.
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