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Molecular-dynamics simulations of ionically bonded material systems with nonstoichiometric composition,
interfaces or surfaces, defects, or other local environments that are substantially different from a stoichiometric
bulk require the use of a variable charge interatomic potential. In conventional variable charge molecular-
dynamics simulations, the charges on atoms are solved by minimizing the system potential energy with respect
to charges. The reduced potential energy during this energy minimization process is not accounted for in the
force calculation and therefore does not contribute to a corresponding increase in the kinetic energies of atoms.
As a result, the total system energy decays over time. This energy nonconserving behavior precludes the
method from being used to study problems such as thermal transport and thermal diffusion. It may also lead to
inaccurate results for other types of simulations. Here we attempt to overcome this problem by analytically
incorporating variable charge concepts into an embedded-ion method, which has mathematical format similar
to the well-known embedded-atom method. We illustrate the approach using the La-Br system.
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I. INTRODUCTION

Ionically bonded materials such as halides and oxides
have the potential to solve many technologically critical
problems that cannot be solved with other material systems.
For instance, an oxide layer such as an MgO layer can be
used in magnetic tunnel junction multilayers to introduce a
spin-dependent electron tunneling effect, which is enabling
next generation of random-access memory that is nonvola-
tile, radiation hard, and energy conservative.1 Due to corre-
lated electrons,2,3 many oxide interfaces have been recently
found to exhibit special properties such as tunable
dielectrics,4,5 giant thermoelectrics,6 high interfacial electron
mobility,7 and interfacial superconductivity.8 These proper-
ties are likely to result in ultrasensitive sensors, improved
batteries, and next generation of electronic and optic devices
with high speed and low power consumption. One material
of contemporary interest is LaBr3 used as a viable scintillator
material for gamma ray spectroscopy.9 For this application, a
large volume high quality LaBr3 single crystal is desired for
maximizing the material interaction with radiation. The yield
of large volume crystals that can be grown today, however, is

critically limited by �112̄0� cleavage when the crystal vol-
ume is grown above a threshold.10 A grand challenge toward
either an enhanced halide scintillator technology or future
oxide electronics is the understanding of atomic scale struc-
tures of complicated ionically bonded materials and the de-
velopment of methods to synthesize and control these struc-
tures. Large scale atomistic simulations using interatomic
potentials are effective in revealing atomic scale structures of
materials and, therefore, can help promote many of the tech-
nologies mentioned above.11–13 Atomistic simulations of
LaBr3 solid compounds have thus been sought to study the
cleavage mechanism and effects, such as stress evolution,
dislocation motion, and crystallographic orientation, as well
as to explore methods that can strengthen the material to
avoid fracture. Review of the literature, however, indicates

that no atomistic simulations of LaBr3 solid compounds have
been published and the closest work has addressed only the
molten phase of the material.14

Compared with metallically bonded11,15–17 and covalently
bonded18–25 systems, interatomic potentials used for ionically
bonded systems are less mature.26 In earlier studies, ionically
bonded materials were simulated using a fixed-charge pair-
wise potential superimposed on an electron shell
model.14,26–34 There are some limitations with the fixed-
charge models: �i� they overestimate the cohesive energy of
materials by almost four times;35 �ii� they can only be used to
study stoichiometric composition and any other composi-
tions that possess a nonzero system charge will have infinite
system energy �under the periodic boundary conditions�; and
�iii� they cannot be used to study defects such as a metal
particle embedded in an oxide matrix, which would require
the potential to assign zero charges to atoms that are within
the metal particle and maximum charges to atoms that are
within the oxide matrix. Recent simulations of ionically
bonded materials,36–38 therefore, have begun to employ vari-
able charge potential models.35,39–41 In previous numerical
variable charge molecular-dynamics �MD� simulations,
charges on atoms are solved each time step using an energy
minimization algorithm.35,39,40 Putting aside that this energy
minimization can reduce the calculation efficiency by orders
of magnitude, a bigger problem is that any energy reduction
during this process is not reflected by the force calculations
and is not converted to the kinetic energy of atoms. As a
result, system energy decays over time. Such a simulation,
therefore, cannot be used to study thermal transport and ther-
mal diffusion problems. It may also lead to inaccurate results
for other types of simulations. Similar problems also exist in
other empirical-MD simulations that use energy minimiza-
tion without a self-consistent adjustment of forces. The shell
model, for instance, minimizes the energy for electron-core
polarization without correspondingly adjusting forces.27–30

Unlike the empirical-MD approaches, ab initio–MD
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simulations explicitly include dynamics of electrons in the
evolution of atom positions42 �i.e., the derivative of charges
with respect to atom positions is considered in the force cal-
culations�. As a result, ab initio–MD simulations can in prin-
ciple ensure energy conservation. In practice, however, en-
ergy conservation demands a small convergence tolerance
for energy minimization with respect to electronic structure43

and a time-reversal computational scheme.44 The use of a
small convergence tolerance can significantly increase the
computational cost. This problem results in the development
of two different types of MD schemes: Born-Oppenheimer
methods and extended Lagrangian methods.42,43,45 In Born-
Oppenheimer methods, the electronic structures are fully
converged each time step, but the calculations are very ex-
pensive. The extended Lagrangian methods seek to propa-
gate the electronic structures without ensuring their full con-
vergence each time step. Although this accelerates the
calculations, it introduces errors leading to energy drift.

As in ab initio–MD methods, it is possible to incorporate
the position dependence of charges into the force calculation
in empirical-MD methods. However, this is so computation-
ally demanding that the main advantage of the empirical-MD
methods for handling large scale systems is lost. Here we
seek to incorporate variable charge concepts into an analyti-
cal embedded-ion method �EIM� potential where the equilib-
rium charges are embedded in the potential so that the energy
minimization step is eliminated. Because of this, the method
is both energy conserving and computationally efficient. We
illustrate the approach by developing a La-Br EIM potential
capable of simulating the LaBr3 solid phase compound.
LaBr3 is a good example to illustrate the method because it
has a relatively complicated crystal structure �hexagonal lat-
tice with local rotation of Br polyhedron surrounding each
La atom, a small lattice-constant ratio of c /a�0.57, a
slightly longer bond length between La and Br cap atoms
than that between La and Br prism atoms, and lattice
hollows�.46,47

II. THEORY DEVELOPMENT

In this section, we first describe the experimental criteria
for the stability of crystal structure of ionically bonded com-
pounds as a motivation for the variable charge potential. We
then discuss why the previous numerical approaches of the
variable charge potential have the energy nonconservation
problem. After that we lay out the main assumptions behind
our analytical EIM model and finally we formulate the po-
tential based on these assumptions.

A. Experimental criteria for crystal structure

The earliest attempt to understand structures of complex
ionic crystals was made by Goldschmidt48 in 1927.49 This
resulted in the well-known Goldschmidt criterion48 that re-
lates crystal structure of ionic compounds to ionic radii of
constituent species. Improved criterion to predict structures
was soon elaborated by Pauling50 in 1939. This new criterion
further relates the crystal structure to valence and coordina-
tion. Valence and coordination affect crystal structures be-

cause when atoms of dissimilar species are brought together,
they may induce charges on each other which then change
the effective radius of an atom depending on the local
environment.50 The tendency for atoms to become charges
has been characterized by a material property called
electronegativity.50–52 The utility of Pauling’s criterion50

stimulates continued research in this area and recent work to
extend this empirical relationship to include electronegativity
effects has been published.53

By adjusting the atom separation distance at which a
potential-energy well occurs, a simple potential-energy
model �e.g., pair potential� can capture the effect of ionic
radius. The effect of electronegativity is schematically illus-
trated in Fig. 1. In Fig. 1�a�, two atoms with the same elec-
tronegativity form a bond. Because the two atoms have the
same electronegativity, no charge is induced. As a result,
there is no Coulomb repulsive interaction between them. In
Fig. 1�b�, another two atoms with a higher electronegativity
are added to the neighbor of the existing two atoms. Due to
the high electronegativity, the added atoms become nega-
tively charged by inducing positive charges on the existing
atoms. This introduces a Coulomb repulsive interaction be-
tween the two existing atoms. It is this reactive environment
dependent atomic bonding that requires the use of a variable
charge model.35,39,40

B. Origin of energy nonconservation

In variable charge potential models, the total system po-
tential energy, E, is expressed as a function of both atom
positions and atom charges,

E = E�x1,x2, . . . ,xN,q1,q2, . . . ,qN� , �1�

where xi and qi are, respectively, position and charge of atom
i �i=1,2 , . . . ,N� and N is total number of atoms in the sys-
tem. It is assumed that at any given time, the system always
adopts the atomic charges that minimize the potential energy.
These atomic charges vary as atoms move. It is this replace-
ment of the fixed charges by the variable charges that con-
trasts the fixed-charge models.35

(a) two low electronegativity atoms

(b) addition of two high electronegativity atoms
++- -

00

Coulomb repulsion

no Coulomb repulsion

FIG. 1. Schematic illustration of electronegativity on atomic
bonding: �a� two similar atoms and �b� two similar and two dissimi-
lar atoms.
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Under the charge neutral condition, �i=1
N qi=0, the N

charges, q1 ,q2 , . . . ,qN, define only N−1 independent vari-
ables. Let us assume that qN depends on q1–qN−1. The first
equation defining equilibrium charges can be expressed as

qN = − �
i=1

N−1

qi. �2�

From the minimum-energy condition

�E�q1,q2, . . . ,qN−1�/�qi = �E�q1,q2, . . . ,qN�/�qi

+ �E�q1,q2, . . . ,qN�/�qN · �qN/�qi

= �E/�qi − �E/�qN = 0,

we can list N−1 additional equations,

�E

�qi
=

�E

�qN
�i = 1,2, . . . ,N − 1� . �3�

Equation �3� can also be viewed as an equal chemical-
potential condition.39,54–56 Equations �2� and �3� completely
define the N equilibrium charge parameters.

Previous numerical variable charge MD simulations iter-
ate over three steps:35,39 �i� solving Eqs. �2� and �3� for
charges that minimize the system potential energy; �ii� cal-
culating forces on atoms assuming charges on atoms are
fixed at the values determined in �i�; and �iii� integrating
atom positions using Newton’s equation of motion.

It should be recognized that step �ii� described above in-
volves an assumption that the position dependence of charge
does not contribute to the force. We can demonstrate that this
is true when the charge neutral and minimum-energy condi-
tions �Eqs. �2� and �3�� are satisfied. For instance, the x com-
ponent of the force on atom i due to the position dependence
of charge q can be expressed as

fx,i	q = 
−
�E

�x

q

= − �
i=1

N
�E

�qi

�qi

�x
= −

�E

�qN

��
i=1

N

qi

�x
= 0. �4�

In practice, however, the minimum-energy condition is only
satisfied at the end, but not at the beginning, of step �i�. This

means that step �i� always results in some energy reduction.
This energy reduction is not accounted for in the force cal-
culation described by step �ii� and therefore cannot be con-
verted to a corresponding increase in the kinetic energy of
atoms. As a result, the total system energy decays over time
during constant energy MD simulation. Note that the prob-
lem cannot be solved by reducing the time step size because
the charges on atoms are treated as step functions regardless
of the time step size and the energy minimization is always
needed to cause an abrupt change in energy at the step edge
even at an infinitely small time step size �or the method
simply reduces to a fixed-charge model�.

How quickly the energy decays depends on the potential
parameters, time integration scheme, and the simulated prob-
lem. As an example, we used a variable charge potential57 in
a constant energy MD simulation to anneal an �-Al2O3 bulk
containing 120 atoms. The equilibrium system temperature
was set at 600 K and a time step size of 0.001 ps was used.
At each time step, a fully converged energy minimization
was used to solve for the charges. The average relative
change in energy �per atom� obtained from this simulation is
shown in Fig. 2 as a function of time. Clearly Fig. 2 shows
an almost linear decay of the energy by 0.012 eV/atom over
a short-time period of only 40 ps.

C. Assumptions

Our approach is based on mainly five assumptions:
�a� The total energy of the system, E, is composed of a

non-charge-related energy, En, and a charge-related energy,
Eq :E=En+Eq. In particular, Eq=0 when charges q are zero
and Eq�0 when charges are not zero;

�b� Charges in metallic and covalent systems are zero;
�c� Cation atoms can only lose electrons �to become posi-

tive charges� until all their valence electrons are gone, and
anion atoms can only acquire electrons �to become negative
charges� until their outer electron shells are filled;

�d� The charge-related interactions can be approximated
by short-range potential functions; and

�e� Charges on atoms are induced by the valence and elec-
tronegativity of neighboring atoms.
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FIG. 2. Relative energy change �per atom� as a function of time
predicted by conventional variable charge methods.
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Here assumptions �a�–�c� are inherited from the previous
variable charge models,35,39 assumption �d� has been used by
the ReaxFF approach,58 and assumption �e� is slightly modi-
fied from the previous concept. Assumption �a� allows the
charge-related and non-charge-related energies to be sepa-
rately treated. Assumption �b� enables the variable charge
model for ionically bonded systems to be transferable to
those of metallically bonded or covalently bonded systems.
This is because it results in a zero charge-related energy Eq
in metallic and covalent systems, and the total energy E then
becomes equivalent to the energy En defined by non-charge-
related models. In this sense, Eq can be viewed as the energy
change when the metallic or covalent system is transformed
to an ionic system �e.g., when the metal is oxidized�. It
should be noted that strictly speaking, charges on different
elements in a metallic alloy or a covalent compound may not
be precisely zero. However, the premise is that these charge
effects have already been included in the potential En. It is in
this sense that the zero-charge assumption is required to en-
sure the transferability of the potential.

Assumption �c� is essentially required by classical phys-
ics. Variable charge potentials that do not satisfy this as-
sumption may become divergent at some parameters. They
also cannot predict zero charges in metallic alloys or cova-
lent compounds, and as a result, they are transferrable only
in binary systems.35 In the following, we will show that this
assumption is critical for our model to predict zero charges in
metallic and covalent systems.

Assumption �d� is not required for the model to work.
However, it is well known that the slow decaying Coulomb
interaction cannot be simply summed up in the normal space
for periodic systems.35 By making the interaction range
shorter, the interaction can be directly summed and calcula-
tions are significantly simplified. We therefore made this as-
sumption based on several considerations: �i� charges on at-
oms diminish as atoms are pulled apart, and as a result, ionic
interaction decays faster than the 1 /r decaying rate defined
by the fixed-charge Coulomb interaction; �ii� lattice atoms
have a strong screening effect so that the interaction range is
shorter; and �iii� the long-range Coulomb interaction can be
split into 1 /r=erfc�� ·r� /r+erf�� ·r� /r, where � is an arbi-
trary splitting factor. Based on an Ewald summation
technique,59,60 interaction can be separately calculated in the
normal space for the short-range function erfc�� ·r� /r and in
the reciprocal space for the long-range function erf�� ·r� /r.
The long-range contribution can be made relatively insignifi-
cant by adjusting the value of �. Note that the error intro-
duced by the negligence of the long-range interaction can be
further reduced through parametrization if the short-range
function is more general than erfc�� ·r� /r.

Assumption �e� simplifies our model. Previous
models35,39,40 essentially assume that charges on atoms de-
pend on charges on the neighboring atoms. Due to a chain
reaction, charges must be solved from an N�N matrix and
analytical solution is not feasible when the system contains
more than a few atoms. By assuming that charges on atoms
depend on the valence and electronegativity of neighboring
atoms, the basic charge-transfer physics illustrated in Fig. 1
is still captured and charges can be analytically expressed.

D. Formulation

The charge-related energy is many-body dependent. Our
EIM therefore adopts a form similar to that of the well-
known embedded-atom method �EAM�.15,16 The total energy
of the system is expressed as

E = �
i=1

N

�
j=i1

iN

�ij�rij� + �
i=1

N

Eemb,i��i� , �5�

where �ij�r� is a pair energy between atoms i and j separated
by a distance r, Eemb��� is the embedding energy arising
from embedding an atom i into a local ionic background
defined by the quantity �, N is total number of atoms in
the system, and j loops over i’s neighbor list i1 , i2 , . . . , iN.
Note that we have assumed En=�i=1

N � j=i1
iN �ij�rij� and Eq

=�i=1
N Eemb,i��i�. In the following, we derive the detailed for-

mulism of Eq. �5�.

1. Non-charge-related energy En

Our simple pair potential function for the non-charge-
related energy En was designed to capture the atomic radius
effects and was expressed as

�ij�r� = �ij�r�f ij�r� , �6�

where f ij�r� is a cutoff function which approximately equals
1 when r is much less than the cutoff distance of the poten-
tial, rc,ij, and smoothly decays to 0 when r approaches rc,ij,
and �ij�r� is expressed as

�ij�r� =
Eb,ij�ij

�ij − �ij
exp�− �ij�r − re,ij��

−
Eb,ij�ij

�ij − �ij
exp�− �ij�r − re,ij�� . �7�

Here Eb,ij is the energy well of the �ij�r� function, re,ij is the
atom separation distance at which the energy well occurs,
and �ij and �ij are two additional parameters that can freely
adjust the shape of the function curve. Note that Eq. �7� is
essentially a variation in a generalized Morse potential.

The cutoff function takes the following form:

f ij�r� =
erfc�	ij�r − rc,ij + s/	ij�� − erfc�s�

2 − erfc�s�
, �8�

where parameter 	ij controls the decay rate and decay range
of the function and parameter s ensures that the function
drops to zero at r=rc,ij. Equation �8� is a very smooth cutoff
function provided that erfc�s� is a small number. In the
present work, we assumed s=1.644 98, which was solved
from equation erfc�s�=0.02. We let only 	ij be the fitting
parameter.

Most previous interatomic potentials apply the cutoff
function over a designated cutoff range.61,62 Such potentials
do not have continuous second derivative at the starting junc-
tion point of the cutoff function. In addition, the cutoff dis-
tance usually cannot be treated as a fitting parameter. One
advantage of Eq. �6� over most previous approaches is that it
has continuous high order derivatives and allows the cutoff
distance to be treated as a fitting parameter. It was the tuning
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of the cutoff distance that greatly improved the flexibility of
our parametrization.

2. Charge-related energy Eq

The main concept of the previous variable charge
model35,39–41 is that charge on an atom arises under balance
of three driving forces: electronegativity, self-Coulomb re-
pulsion, and Coulomb interaction. According to the standard

charge-related energy function,35,39–41 we have

Eq = �
i=1

N

Eemb,i = �
i=1

N

�
i · qi +
1

2
Jiqi

2 +
1

2 �
j=1

j�i

N

kc
qjqi

rij � , �9�

where kc=14.4 V Å e−1 is Coulomb constant, 
i and Ji are
electronegativity and self-Coulomb repulsion coefficient of
atom i, and qi and qj are charges on atoms i and j. Note that
by using charge neutral condition, we can write �i=1

N 
i ·qi

=−�i=1
N �

j�i
j=1

N

 j ·qi. Substituting this into Eq. �9�, we can write

Eemb,i = − �
j=1

j�i

N


 j · qi +
1

2
Jiqi

2 +
1

2 �
j=1

j�i

N

kc
qjqi

rij
. �10�

Consider the charge qj on neighbor atoms j= i1 , i2 , . . . , iN. In
general, we can assume that qj reaches the maximum value
when the local environment is close to that in a stoichio-
metric ionic compound. We can expand qj in terms of this
stoichiometric ionic compound as

qj = Zj +
�qj

��
�� +

1

2

�2qj

��2 ��2 + ¯ , �11�

where Zj is valence of atom j �approximated as its maximum
charge�, � is a measure of local ionic environment, and ��
represents the deviation of this local ionic environment from
that in the stoichiometric compound. We are currently work-
ing to incorporate the dependence of qj on the environment.
In this work, we approximately assume that qj =Zj, which is
accurate when �� is small and maintains the physics shown
in Fig. 1 even when �� is large as it is consistent with
assumption �e� listed above.

Based on assumption �d� which requires that charge-
related interactions to be cut off at a short distance and qj
=Zj, we rewrite Eq. �10� as
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Eemb,i = 
i
�
j=i1

iN

�− 
 j� · Gj�rij� · qi +
1

2
Jiqi

2

+
1

2 �
j=i1

iN

kc
Zjqi

rij
Fj�rij�� . �12�

Here the radially decaying localization functions Gj�r� and
Fj�r� are introduced to enable the summation to be cut off at
a given cutoff distance within which atom i only forms
bonds with iN neighbor atoms, j= i1 , i2 , . . . , iN, and coefficient

i is currently treated as a fitting parameter to allow our
model to be better fitted to properties. Note that Fj�r� is a
radially decaying function because of assumption �d�. In the
original model, Fj�r� would take a value of 1 for point charge
and take more complicated radial dependent function form
for distributed electron-core structure.35,39

For simplicity, we can assume that Gj�r�=
Fj�r�

r . This equa-
tion is not required, but the model does not improve with
independent G�r� and F�r� unless there are clear inputs to
allow their separate determination. We then have

�
j=i1

iN

�− 
 j� · Gj�rij� · qi +
1

2 �
j=i1

iN

kc
Zjqi

rij
Fj�rij�

= �
j=i1

iN �1

2
kcZj − 
 j�Fj�rij�

rij
· qi = �i · qi, �13�

where

�i = �
j=i1

iN �1

2
kcZj − 
 j�Fj�rij�

rij
= �

j=i1

iN

� j
Fj�rij�

rij
= �

j=i1

iN

� j
a�rij� .

�14�

Here we can treat � j =
1
2kcZj −
 j as a fitting parameter. We

can call �i the ion propensity at site i because it is this local
background quantity that drives the ionization of the embed-
ded atom. Note that unlike the electron density in the EAM
model, the ion propensity referred to here can be both nega-

tive and positive. A positive-ion propensity tends to induce a
negative charge on the embedded atom and a negative-ion
propensity tends to induce a positive charge on the embed-
ded atom. It can be seen from Eq. �14� that the atomic con-
tribution to the total ion propensity at site i from atom j that
is a distance r away can be expressed as

� j
a�r� = � j

Fj�r�
r

. �15�

By definition, cations have a positive � j value and they cre-
ate a positive-ion propensity to their surroundings; likewise,
anions have a negative � j value and they create a negative-
ion propensity to their surroundings.

Based on our assumption �d�, we can approximate Fj�r�
with a general decay function,

Fj�r� =
erfc�� j�r − rc,j

� + s/� j�� − erfc�s�
2 − erfc�s�

. �16�

Equation �16� is similar to Eq. �8� except that it uses a dif-
ferent cutoff distance rc,j

� and a different decaying parameter
� j.

Substituting Eq. �13� into Eq. �12�, we have

Eemb,i = 
i�1

2
Jiqi

2 + �i · qi� . �17�

The charge pi that gives minimum embedding energy defined
by Eq. �17� can be solved from

dEemb,i

dqi
	qi=pi

=0, which leads to

pi = −
�i

Ji
. �18�

Assumption �c� requires that the equilibrium charge of an
atom i be bounded between qmin,i and qmax,i, where qmin,i and
qmax,i correspond to a positive range �with qmin,i=0 and
qmax,i�0� if atom i is a cation and a negative range �with
qmin,i�0 and qmax,i=0� if atom i is an anion. The pi defined
by Eq. �18� may not satisfy this condition. We therefore use
the following spline function to cast pi to a modified equi-
librium charge, qi,0, which satisfies this condition:

qi,0 = �
qmin,i, pi � qmin,i

qmin,i + qmax,i

2
+ gi�pi −

qmin,i + qmax,i

2
� + hi�pi −

qmin,i + qmax,i

2
�3

, qmin,i � pi � qmax,i

qmax,i, pi � qmax,i.
� �19�

Here gi and hi are two constants that can be determined by
requiring the spline function to be smooth. Due to symmetry,
gi and hi can be determined by considering the equations at
either the lower junction point, qi,0 	pi=qmin,i

=qmin,i, and
dqi,0 /dpi 	pi=qmin,i

=0 or those at the higher junction point,
qi,0 	pi=qmax,i

=qmax,i, and dqi,0 /dpi 	pi=qmax,i
=0.

For La, we can assume that qmin,i=0 and qmax,i=3. Plot of
Eq. �19� is shown in Fig. 3. It can be seen that qi,0 is bounded
between 0 and 3 when pi is below 0 or above 3 and qi,0

approximately equals pi in the middle range.
We can now show that with the qi,0 defined by Eq. �19�,

this model predicts zero charges for any metallic or covalent
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systems where atoms are either all cations or all anions. For
example, assume that all atoms in the system are cations.
Any local site in the system will then have a positive-ion
propensity. This means that any atoms embedded into the site
should have a tendency to become negatively charged �Eq.
�18��. However, the charge range qmin,i, qmax,i of a cation
atom is defined in a positive range. As a result, the charge
becomes zero �Eq. �19��.

Substituting Eq. �19� into Eq. �17�, we have an analytical
expression for the embedding energy as a function of ion
propensity,

Eemb,i��i� = 
i
1

2
Jiqi,0

2 ��i� + �iqi,0��i�� , �20�

where qi,0 is viewed as a function of ion propensity �i. Equa-
tion �20� can be used in Eq. �5� to calculate the total energy
of the system.

III. PARAMETRIZATION

La exists in the P63 /mmc �hcp� phase at room tempera-
ture but transforms to a Fm3m �fcc� phase at 200 °C or
above.63,64 Since our purpose is to study the mechanical be-
havior of the LaBr3 compound during its synthesis at high
temperatures, fcc La phase is assumed. The experimentally
observed P63 /m �UCl3 type� crystal63 is used to model the
LaBr3 phase. The Br phase is an I2 molecular crystal, so we
approximated its atomic crystal using an fcc structure. Ex-
perimental lattice constants were taken from Refs. 63 and 46
for La and LaBr3, respectively. The target lattice constant of
the Br phase was estimated from its known material density
of 3.119 g cm−3. Following the previous approach,35,65 we
derived the cohesive energies of La, Br, and LaBr3 phases
from the experimental thermochemical data of various
substances.66 Based on the Pauling67 and Mulliken68 scales
of electronegativity, we estimated the parameter �i �i
=La,Br�. The equilibrium charge at relaxed LaBr3 lattice
was assumed to be 90% of the maximum charge �maximum
charges are defined as qmax,La=3e and qmin,Br=−1e� as com-

monly done with the variable charge models.35,39 We param-
etrize our EIM potential by optimizing its prediction of equi-
librium charge, cohesive energy, and lattice constants against
the corresponding values either from experiments or from
our best estimates. In addition, we also require that the forces
on Br atoms in the LaBr3 structure be zero during parametri-
zation because these forces are not naturally balanced.

An objective function was defined as a weighted sum of
square deviation of predicted properties from the correspond-
ing target values for all the three structures being fitted. With
proper bounds for all parameters, optimization is done using
four built-in methods of MATHEMATICA software �Ref. 69�—
differential evolution, simulated annealing, default, and
Nelder-Mead algorithms—and the results that gave the mini-
mum objective function were used. We found that the four
methods usually resulted in similar results, indicating that the
objective function has a well-defined minimum. The param-
eters thus obtained are shown in Table I. One thing to note
from Table I is that even at �LaBr /�LaBr�1.6�107, we still
get a smooth pair potential between La and Br �see Sec. IV�.
This indicates that the cutoff function �Eq. �8�� greatly in-
creases the parameter range of Eq. �7� because the standard
Morse potential works reasonably well only when the � /�
value is close to 2.

IV. CHARACTERIZATION

In this section, we present characteristics of the EIM po-
tential including the curves of the EIM functions, a compari-
son between the predicted and target properties, lattice ener-
gies, charge-related energy contributions to the lattice
energies, and reactivity of the potential.

A. EIM functions

To characterize the fitted potential, the pair energy, the ion
propensity, and the embedding energy defined by Eqs. �6�,
�15�, and �20� are shown, respectively, in Figs. 4�a�–4�c�. It
can be seen from Fig. 4�a� that all the pair functions are very
smooth and are cut off very nicely. Figure 4�b� shows that

TABLE I. EIM parameters.

Species-dependent, charge-related parameters

i
�i

�V�
Ji

�V e−1�
qmin,i

�e�
qmax,i

�e�
�i

�Å−1� 
i

rc,i
�

�Å� gi hi

La 28.38 7.484 66 0 3 0.9 0.025 6.0 3/2 −2 /9

Br −9.98 7.697 94 −1 0 0.9 0.025 6.0 3/2 −2

Pair-dependent, non-charge-related parameters Universal

ij
Eb,ij

�eV�
�ij

�Å−1�
�ij

�Å−1�
re,ij

�Å�
rc,ij

�Å�
	ij

�Å−1�

LaLa −0.799 91 2.299 536 1.642 526 3.827 62 6.0 1.2

BrBr −0.469 56 1.276 460 0.981 892 4.375 36 5.4 1.2 s=1.644 98

LaBr −5.810 34 8.210 592 5.034 371�10−7 4.797 16 5.3 0.574 025
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�cation� La atoms create a positive-ion propensity and the
magnitude of the ion propensity is increased when the dis-
tance from the La atoms is decreased; whereas �anion� Br
atoms create a negative-ion propensity and the magnitude of
the ion propensity is also increased when the distance from
the Br atoms is decreased. Figure 4�c� indicates that when a
La atom is embedded in a cation environment with a
positive-ion propensity, the embedding energy is zero;
whereas when it is embedded in an anion environment with a
negative-ion propensity, it introduces an embedding energy
due to the chemical reaction �ionization�. Likewise, an em-
bedded Br atom does not introduce embedding energy unless
it is embedded in a cation environment. These potential func-
tions, therefore, capture the basic requirement of our variable
charge model defined above �assumption �c��. This ensures a
zero charge-related energy when the model is used for any
metallic alloys or covalent compounds where no ionization
conceptually occurs.

B. Predicted and target properties

Relaxed lattice constants and cohesive energy were calcu-
lated for the fcc crystal of the La and Br structures and the

UCl3 crystal of the LaBr3 structure. The calculated lattice
constants and cohesive energy are shown in Table II, along
with the corresponding target values in parenthesis. It can be
seen that the predicted lattice constants and cohesive energy
are generally in good agreement with the target values. Since
our intent is to model the LaBr3 compound, it is more im-
portant to ensure that our model predicts a negative heat of
mixing for LaBr3 �i.e., the LaBr3 structure is stable�. From
the cohesive energies of the La, Br, and LaBr3 phases, we
can get the heat of mixing of the LaBr3 phase as �4Ec,LaBr3

−Ec,La−3Ec,Br� /4=−2.205 eV /atom. The �112̄0� surface en-
ergy was also calculated and found to be 0.052 eV /Å2.

The calculated elastic constants are summarized in Table
III. We did not have appropriate target values for elastic con-
stants other than the ab initio bulk modulus for La.70 As a
result, we did not fit them but rather constrain them to ensure
the mechanical stability for all the phases fitted, as shown in
Table III.

C. Lattice energies and reactivity

We further explore the behavior of the potential on pre-
dicting the system energy as the crystal is compressed and
stretched. The energy per atom as a function hydrostatic
strain is shown in Fig. 5 for the �fcc� La, �fcc� Br, and �UCl3�
LaBr3 phases. Again smooth curves can be seen. These
curves nicely decay to zero when the lattices are stretched.

To examine contributions from the charge-related ener-
gies, we plot in Fig. 6 the total embedding energy �per atom�
as a function of hydrostatic strain for the La, Br, and LaBr3
phases. It can be seen that this charged-related energy is
constantly zero for the La and Br phases, indicating that
there is no ionization reaction in these systems. However,
Fig. 6 also shows that a charge-related energy contribution
becomes significant when La and Br atoms in the LaBr3 are
brought close. The potential therefore can capture the reac-
tive ionization of the system.

The environment dependence of the bonding can be dem-
onstrated by considering a pair of La atoms separated by a

TABLE II. Comparison between predicted and target values of
lattice constants �a and c� and cohesive energy �Ec�. Values in pa-
renthesis are target values.

Structures

Lattice constants �Å�
Ec �eV/atom�

a c

La 5.307 −4.478

�5.307� �−4.446�
Br 5.542 −1.308

�5.541� �−1.146�
LaBr3 7.990 4.512 −4.305

�7.965� �4.512� �−4.317�

TABLE III. Single-crystal elastic constants �eV /Å3�. Ab initio data �Ref. 70� are given in parentheses.

Cubic bulk and shear moduli

B C� C44

La 0.999�0.206� 0.274 0.816

Br 0.371 0.139 0.278

Hexagonal elastic constants Cij

ij 1 2 3 4 5 6

LaBr3

1 1.393 0.903 0.469 0.000 0.000 0.000

2 0.903 1.442 0.903 0.000 0.000 0.000

3 0.469 0.903 1.393 0.000 0.000 0.000

4 0.000 0.000 0.000 0.903 0.000 0.000

5 0.000 0.000 0.000 0.000 0.462 0.000

6 0.000 0.000 0.000 0.000 0.000 0.903
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distance r. Assume that such a pair of atoms is embedded
into a uniform medium with an ion propensity of �0. The
total ion propensity at the La site then becomes �0+�La

a �r�.
This ion propensity may induce a charge on the La atoms as
can be calculated using Eqs. �14� and �15�. The energy of the
system can be expressed as E=�LaLa�r�+2Eemb,La��0
+�La

a �r��. The force between the two La atoms is then de-
fined by f =−dE /dr. Assume that the distance between the
two La atoms is r=3.5 Å. The charge on the La atoms and
the force between the two La atoms were calculated as a
function of the background parameter �0. The results of the
calculated charge and force are shown in Figs. 7�a� and 7�b�,
respectively. It can be seen that when the background ion
propensity �0 is large, no charge is induced on the La atoms
and the force between the two atoms is a constant that is
entirely defined by the pair energy �LaLa�r�. As the back-
ground ion propensity is decreased to a large negative value,
a positive charge is induced on the La atoms �Fig. 7�a��. As a
result, an additional repulsive force is introduced between
the two La atoms �Fig. 7�b��. At very large negative-ion pro-
pensity, the charge on the La atoms is saturated at +3e. As a
result, the repulsive force is also saturated. The model, there-
fore, captures the physical mechanisms described in Fig. 1.

D. Lattice geometry of the LaBr3 crystal

Energy minimization was used to relax the LaBr3 crystal
so that the geometry of the lattice can be seen. Figures 8�a�
and 8�b� show, respectively, the experimental and the pre-
dicted �0001� view of the atomic configurations of the LaBr3
crystal, where the bigger orange balls represent La atoms
whereas the smaller gray balls represent Br atoms. The key
feature of the LaBr3 structure is that each La atom is coor-
dinated with nine Br atoms—three on a plane containing the
La, three below, and three above—defining a tricapped trigo-
nal prism. Experiments show that the length of the three
La-Br bonds coplanar with La is about 3.156 Å whereas that
of the remaining six La-Br bonds is 3.095 Å �Fig. 8�a��. The
predicted lengths for the two bonds are 3.159 and 3.094 Å.
It can be seen that not only the values are close, but both
experiments and simulations show that the length for the

on-plane bonds is slightly longer than that of the off-plane
bonds.

V. MOLECULAR-DYNAMICS SIMULATIONS

We first examine energy conservation during MD simula-
tions. A bulk UCl3 type of LaBr3 crystal containing 896 at-
oms was used. A simulated annealing was carried out at 600
K for a nanosecond using a time step size of 0.001 ps. The
calculated average relative energy change per atom is shown
in Fig. 9 as a function of time. It can be seen that the system
energy remained almost constant over a relatively long time
of a nanosecond. The EIM thus resolves the problem of the
conventional variable charge potential shown in Fig. 2.

We now explore the mechanical behavior of the LaBr3
crystal under a simulated tensile test. A LaBr3 crystal with

�1̄100� x axis, �0001� y axis, and �1̄1̄20� z axis was used. The
crystal dimension is about 32�27�28 Å3, with periodic
boundary conditions in all the three coordinate directions.
Molecular-dynamics simulations of tensile test along the z
axis were then carried out by uniformly stretching the system
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in the z direction using an average strain rate of about 3.0
�1010 /s, whereas the dimensions in the x and y directions
remained constant. The initial temperature was set at 300 K
and no temperature control was applied during the simula-
tions. The x-z view of the system before and after a 0.25
strain is shown, respectively, in Figs. 10�a� and 10�b�. It can

be seen that the system underwent a clear cleavage along the

�112̄0� plane, thereby capturing a key phenomenon of the
material.

Average atomic stresses based on the Virial theorem71

were used to estimate global tensile stress along the z direc-
tion. Stress vs strain curves were calculated for two tensile
tests carried out at strain rates of 3.0�1010 /s and 1.3
�1010 /s, and the results are shown in Fig. 11. It can be seen
that both strain rates produced almost identical results. Ini-
tially the sample underwent a linear elastic deformation
when the strain is applied. Young’s modulus estimated from
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FIG. 8. �Color online� �0001� view of the LaBr3 lattice. �a�
Experimental measurement �Ref. 46� and �b� atomistic simulation.
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the figure is about 118 GPa. An abrupt complete fracture
appeared at a strain around 0.144, signifying the cleavage.
As expected from a defect-free crystal, a very high fracture
strength of around 10 GPa was predicted.

VI. CONCLUSIONS

A computationally efficient embedded-ion method inter-
atomic potential has been proposed for any material systems
that involve significant ionic interactions. This model cap-
tures the essential charge-transfer phenomena and the envi-
ronment dependence of the ionic bonding. It is transferable
to other metallic or covalent systems without modification of
the interatomic potentials that are already developed for
these systems. While the key physics of the previous charge-
transfer potentials is retained, the EIM does not explicitly
solve charges and therefore ensures the energy conservation
without having to incorporate the charge derivatives in the
force calculations. With an improved cutoff function, this
model can be readily parametrized. Using the La-Br system

as an example, we demonstrated that this model captured
some key properties of the LaBr3 compound including the

crystal structure, lattice geometry, and the �112̄0� cleavage.
While we are working to improve the method by incorporat-
ing the dependence of embedding energy on ion propensities
at neighboring atom sites and the associated charge conser-
vation and to improve the parametrization by separating the
charge-related component using more ab initio inputs, we
feel that the current model can already provide a viable in-
teratomic potential for nonstoichiometric ionic systems,
which is simply lacking today.
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