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We use optical third-harmonic generation to measure the melting dynamics of silver following femtosecond
laser excitation. The dynamics reveals an unusual two-step process that is associated with the extreme elec-
tronic temperatures and very short time and length scales. In the first, which lasts a few picoseconds, the
electron and phonon systems begin to equilibrate, and a thin surface layer undergoes melting. Heat conduction
during this period is strongly suppressed by electron scattering from d-band excitations. In the second stage,
the surface region remains above the melting temperature for a surprisingly long time, 20–30 ps, with the melt
front propagating into the bulk at a velocity of �350 m s−1. In this stage, the electron and phonon systems
again fall out of equilibrium and conduction of heat away from the surface region is now limited by the weak
electron-phonon �e-p� coupling. From our model calculation, we propose that the melt depths in noble metals
irradiated by femtosecond lasers are limited to thicknesses on the order of two to three times of the optical-
absorption depth of the light.
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I. INTRODUCTION

Over the last two decades, femtosecond laser has been
used extensively to study ultrafast melting of different
materials.1–4 Unlike traditional melting in which both elec-
trons and phonons are heated simultaneously, a characteristic
of femtosecond laser melting is that the electrons can reach
temperatures on the order of 10 000 K before they transfer
their energy to the phonon system. Recent studies have used
ultrafast x-ray2 or electron diffraction3,4 to probe melting, but
with the exception of computer simulations,5,6 these studies
have explored the initial homogeneous melting and have not
considered situations where the melt front propagates beyond
the absorption depth of the laser light. The kinetics of ul-
trafast melting in thick films ��100 nm�, however, is more
complex, since it depends intimately on the physics of nano-
scale heat transport at extremely high electron temperatures
and temperature gradients. Heat transport under such
conditions—e.g., when the spatial extent of the temperature
gradient is smaller than the mean-free path of the heat
carriers7—is an area that is poorly understood, despite its
importance for such technologies as femtosecond laser
machining8 or ion-beam irradiation.9

In this work, we measure ultrafast melting kinetics in Ag
and analyze the results using a two-temperature model10

�TTM�; comparisons between the model and the experimen-
tal results enable us to probe the physics of heat conduction
on nanometer scales. For the experiments, third-harmonic
�TH� light generation is used as a probe which enables us to
measure the speed of the liquid-solid interface quantitatively,
an important quantity that to our knowledge has not been
previously measured during femtosecond laser melting. We
find several interesting features in the melting kinetics. First,
the melting threshold is nearly independent of film thickness
for thickness as small as 75 nm; implying most of the heat is
confined in the top �50 nm of the film. This heat confine-
ment cannot be explained by the current models of heat
transport in noble metals. Second, the melting consists of

two stages. Homogeneous melting occurs in the first few
picoseconds. Then the liquid-solid interface moves steadily
into the bulk at a velocity of 350 m s−1 for another 25–30 ps.
The second stage is surprising considering the high heat con-
ductance of Ag and the thickness of the melted layer
��20–30 nm�.

In our analysis using TTM, we include the effects of
d-band excitations on electron transport, in addition to its
effects on electron heat capacity and e-p coupling.4,11–13 We
propose that the heat confinement observed in experiment is
due to the scattering of the conduction electrons by the
d-band holes, when the electron system is highly excited in
the first two picoseconds. After the cooling of the hot elec-
trons during e-p equilibration, the e-p coupling time in-
creases dramatically. This leads to electron and phonon sys-
tems again falling out of equilibrium, but now with hot
phonons and cold electrons. This limits the heat transport
from the melted region and prolongs the melting for another
20–30 ps. Finally, from our TTM, we argue that the strong
initial heat confinement limits the depth of material that can
be melted to approximately equal to two to three times of the
optical-absorption depth before ablation sets in at higher flu-
ences.

II. EXPERIMENTAL RESULTS

The melting is studied with a typical pump-probe setup
using a 800 nm laser with a pulse width of 140 fs. A pump
pulse with fluence in the range of 0–0.5 J cm−2 is used to
excite the thin-film specimens. A time-delayed probe, with a
beam diameter ten times smaller than the pump pulse, is
positioned at the center of the pump beam to determine the
amount of liquid that is present on the surface. TH genera-
tion provides a convenient probe for melting, since a circu-
larly polarized beam of light results in TH generation in crys-
talline samples with fourfold symmetry, but it does not
generate a TH signal in isotropic materials such as liquids.14

Details of this method can be found in Ref. 15. Since the TH

PHYSICAL REVIEW B 78, 214107 �2008�

1098-0121/2008/78�21�/214107�8� ©2008 The American Physical Society214107-1

http://dx.doi.org/10.1103/PhysRevB.78.214107


generation is proportional to the third power of the beam
intensity, a high probe fluence, 0.61 J cm−2, is needed to
generate enough signal for single shot experiments. The high
fluence causes damage in the crystals. Nevertheless, because
any structural damage takes place after the TH signal is gen-
erated, the signal reports on the structure of the crystal before
it is damaged by the probe beam.

The samples are epitaxial Ag �001� films that were sputter
deposited on MgO �001� substrates in a vacuum chamber
with base pressure of �3�10−8 Torr. The sample is grown
at 200 °C, using a growth rate of 7.9 nm min−1. A 1-nm-
thick Fe �001� film is deposited between the substrate and the
Ag films to ensure that the Ag grows epitaxially. X-ray dif-
fraction confirms that the films are single crystalline. Film
thicknesses varied from 50 to 200 nm.

A. Melting kinetics

Figure 1 shows measurements performed on a 200-nm-
thick Ag film on a MgO substrate using two different pump
fluences. The pump fluences are slightly higher than the
melting threshold. The TH intensity is normalized to the in-
tensity generated by the same probe beam without the pump
beam. An intensity equal to one thus represents an unexcited
solid. In the first few picoseconds following excitation, la-
beled as stage I in Fig. 1, the TH signal drops rapidly. In this
stage, the TH signal is influenced by the initial, high electron
temperature, which explains the local minimum that appears
near t�0 ps. At the end of this stage, t�5 ps, most of the
heat transferred from electron to phonon systems has oc-
curred and a melted region is formed. The duration of this
stage is consistent with previous electron-diffraction experi-
ments performed on 20-nm-thick Au.4

After the initial rapid melting, the melt front propagates
steadily into the bulk �stage II in Fig. 1�. Since the liquid
phase does not generate TH light, the depth of the melt d�t�
can be related to the normalized intensity I through the ex-
ponential relationship

I�t� = exp�− d�t�� 3

dI
+

1

dIII
�� , �1�

where dI and dIII are the extinction depths of the fundamental
and TH light. The factor of 3 in the exponential term arises
from the cubic dependence of the TH signal on the probe-
laser intensity. Equation �1� neglects the difference in the
dielectric constant between the liquid and solid phase. This,
however, is a good approximation for metals such as Ag, for
which the two phases have a very similar dielectric
constants.16 The slope of the logarithmic plot in Fig. 1 thus
represents the velocity of the melt front. The combined ex-
tinction depth �3 /dI+1 /dIII�−1, represents a characteristic
depth from which the signal is generated, and at low laser
fluence, it can be determined by the dielectric constant. For
high laser fluences, however, this depth is not known a pri-
ori, and therefore we measured it separately.

The calibration was done by measuring the TH intensity
for a series of Ag films �of a total thickness �200 nm� with
a 1 nm Fe layer embedded at depths ranging from 5 to 20 nm
beneath the surface. The Ag �001� and Fe �001� layers are
grown epitaxially. A schematic of the sample is shown as an
inset in Fig. 2�a�. Since Fe has a much weaker TH yield
compared to Ag for 800 nm light, the TH generation from a
sample with an Fe layer �IFe� is weaker than the TH genera-
tion from a sample without the Fe layer �I0�. The influence of
the Fe layer on TH generation diminishes exponentially with
its depth below the surface. If we plot �1− IFe / I0� against the
depth of the Fe layer in a semilogarithmic scale, the slope
represents the extinction depth of the TH generation. The
result of the decrease in TH generation as a function of the

FIG. 1. Normalized TH generation as a function of delay time
for a 200 nm Ag film. The axis on the right shows the correspond-
ing melt depth. The melting can be divided into two stages: �I�
initial melting due to transfer of energy from electron to phonon and
�II� propagation of the melting front into the superheat solid. The
dotted line represents a melting speed of 350 m s−1. All the experi-
mental data are taken by a single shot. Each data point represents
the average of at least three independent measurements. The error
bar represents the standard deviation of these measurements.

FIG. 2. �a� The decrease in TH signal as a function of the depth
of the Fe layer for two probe fluences. The slope in the figure
represents the extinction depth for the TH generation. The inset is a
schematic of the samples used in the calibration experiment. �b� The
extinction depth for TH generation as a function of probe fluence.
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depth of the Fe layer is shown in Fig. 2�a�. The measured
extinction depth is 6.9�0.5 nm for the probe fluences we
are using �0.61 J cm−2�. Using the same method, we found
the extinction depth to be 3.4�0.5 nm at 0.08 J cm−2—the
low intensity limit. This value is in good agreement with the
theoretical value, 3.2 nm, calculated from the known dielec-
tric constant of Ag and Eq. �1�. The combined extinction
depth as a function of fluence is shown in Fig. 2�b�. The
extinction depth agrees with the theoretical value until the
fluence is larger than 0.3 J cm−2.

Using our measured extinction depth, we convert the TH
signal into the melt depth �shown in the axis on the right in
Fig. 1�. We find that the average melt-in velocity over the
period t=5 ps to t=25 ps is �350 m s−1 �represented by
the dashed line in Fig. 1�. The amount of Ag melted in stage
II is comparable to stage I. The combined maximum melt
depth for both stages is �25–30 nm, which occurs at t
�30 ps.

We find no evidence of ablation using the above fluences.
This conclusion derives from a comparison of the x-ray in-
tensities generated in a secondary electron microscope from
the Ag film before and after laser irradiation. This compari-
son showed that the ablation is less than 1 nm per pulse,
demonstrating that the melt threshold in Ag is lower than the
ablation threshold. For laser fluences higher than
0.55 J cm−2, however, we found that the irradiated portion
of the film detached from the substrate.

B. Dependence of the melting threshold on film thickness

In order to estimate the depth of the initial heat deposi-
tion, we repeat the same experiment with different film thick-
nesses �50–200 nm�. Electrons can carry heat away from the
optical extinction depth before they couple to the phonons.
This measurement characterizes the dynamics of these “hot”
electrons. Similar ideas have been used in Refs. 17 and 18 to
study the fast electron transport at lower fluences. In these
experiments, we fix the delay time at 25 ps, which is short
relative to the time for resolidification, and measure the TH
intensity as a function of pump fluence. The results are
shown in Fig. 3. The film does not melt until a threshold is
reached. The amount of melt then increases approximately

linearly with respect to the additional fluence. The threshold
for melting and the amount of melt remain nearly indepen-
dent of film thickness, until the thickness falls below 100
nm. Since the melting threshold should decrease and the
amount of melt should increase when the film thickness is
smaller than the depth of heat deposition, assuming negli-
gible heat transport across the Ag-MgO interface in 25 ps,
the result indicates that at t=25 ps, most of the heat is con-
fined within the top 50–100 nm.

Experiments performed at lower fluences17–19 have indi-
cated that hot electrons can carry heat a few times deeper
than what we observe here. The electron dynamics, as we
shall discuss, thus changes when the fluence is high enough
to induce melting. A previous study on Au shows that the
damage threshold increases linearly with the film thickness
for a thickness up to 500 nm, which apparently contradicts to
our results. However, the threshold reported in Ref. 20 is
determined from the cumulative damages in a multishot ex-
periment. The absorbed fluence per pulse in the actual ex-
periment is at least three to four times lower than the melting
threshold. The electron temperature reached by these studies
is therefore lower than that attained in our films. In particu-
lar, the d-band electrons were not excited in Ref. 20. This
further suggests the importance of the excitation of
d-electrons on heat transport.

In Sec. II A, we observe a two-stage melting in Ag thin
films excited by femtosecond laser. The depth of heat depo-
sition is surprising shallow ��100 nm�. In the following, we
use a TTM to understand what aspects of the heat transport
can create the spatial confinement observed in Fig. 3. The
model is not aimed at being rigorous since such a treatment
on the electron transport with d-band excitation that includes
the consideration of nonequilibrium electrons is beyond the
scope of this paper. The model is used to estimate the amount
of heat confinement induced by excited d-band holes and to
explore possible heat confining mechanisms. In the second
part of the discussion, we use the TTM model to demonstrate
how the heat confinement can produce the two-stages melt-
ing observed experimentally. Note that the reconstruction of
the melting kinetics is mainly based on a surface heat con-
finement that is experimentally observed in Fig. 3, but as it
will be seen, it is insensitive to the details of the actual heat
confining mechanisms.

III. HEAT CONFINEMENT DUE TO d-BAND EXCITATION

A. TTM

TTM is commonly used to model the laser heating of
metals.4,11–13,18 The accuracy of the model depends on the
physical parameters employed, such as the e-p coupling con-
stant and the heat diffusivities from both electrons and
phonons at high electron temperature. We do not discuss the
TTM in detail, which can be found in many references, e.g.,
Refs. 11–13 and 18, but rather focus on the parameters used
in our model since they differ from those commonly used in
TTM. Here, we highlight that while previous TTMs include
the effects of d-band excitation on e-p coupling constant and
heat capacity4,11–13 they have not considered the scattering of
conducting s-band electrons with d-band holes. The d-band

FIG. 3. �Color online� TH generation as a function of pump
fluence for different film thicknesses. The delay time is fixed at 25
ps.
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excitation, however, will significantly lower the electron-
scattering time and heat conductivity . We will show that the
decrease in �e by d-band scattering is essential for causing
the heat confinement observed experimentally.

First, we use the e-p coupling constant g and electron heat
capacity Ce calculated in Ref. 13 since this work includes
d-band excitations. g is multiplied by a constant to ensure it
agrees with the experimental value �3.5�1016 W m−3 K−1,
Ref. 21� measured at room temperature. Note that g is now
temperature dependent, and Ce is no longer proportional to
temperature. These values are a consequence of the excita-
tion of d-band electrons.

The heat conductivity �e is modeled using the Drude
model. The scattering time includes both e-p and electron-
electron �e-e� scatterings. The conductivity is given by

�e =
Te

�AepTp + AeeTe
2�

, �2�

where Te and Tp are the electron and phonon temperatures,
Aep and Aee represent the scattering term due to e-p and e-e
scatterings. The Te dependence in the numerator derives
from Ce of the conducting electrons. Only s electrons are
considered in the transport processes, owing to the high ef-
fective mass of d electrons.22 This should be distinguished
from the Ce in the TTM described above, which represents
the heat capacity of all the electrons �i.e., both s and excited
d electrons� that can be thermalized. Furthermore, we as-
sume that Ce of s electrons is linear in Te. This does not
account for the additional s electrons that are excited from
the d band. Since the number of such excitations only in-
creases the total number of s electrons by �10%. Aep is
taken to be the inverse of heat conductivity at room tempera-
ture, which is 0.0025 m K W−1.

While the coefficient Aee is usually assumed to be
constant,11–13,18 we note that owing to the excitation of d
electrons at high Te ��Te�4000 K �Ref. 13�	, the e-e scat-
tering is greatly enhanced. Indeed, scattering of s electrons is
far more effective with d-band holes than with other s elec-
trons because of the high effective mass of d-band holes.22

For example, Aee of Ni is about 2 orders of magnitude higher
than that of Ag because Ni has d-band holes but Ag does
not.22 To account for the effect of d-band holes on electron
scattering, we add the contribution of s-d scattering to the
total scattering rate by the following phenomenological rela-
tionship,

Aee = Aee,0�1 + CNh�Tel�	 . �3�

In this equation, Aee,0 is the e-e scattering coefficient in the
low-temperature limit, which for Ag is 0.13 m MW−1, Ref.
23. Nh is the number of d-band holes per atom, which is
determined by integrating the Fermi distribution.24,25 The
constant C represents the ratio of the s-d electron-scattering
rate to the s-s electron-scattering rate; we roughly estimate
that C=150, based on Aee being about 2 orders of magni-
tudes larger in Ni than in Ag, with the number of effective
d-band holes in Ni�0.6.22,23,26 Equation �3� is generally
valid for other noble metals.

The phonon conductivity �p is normally 2 orders of mag-
nitude smaller than �el, and usually ignored in TTMs, but we
keep the phonon conduction term here and set �p=6.7
� �298 /Tp� W m−1 K−1 �estimated using �p of Ni measured
by molecular dynamic �MD� simulation27 and the formalism
reported in Ref. 28�. As we will discuss in the text, this term
becomes significant when heat is transported over small di-
mensions. The laser energy is deposited in Ag using an op-
tical extinction depth of 12 nm, which is calculated from the
dielectric constant of Ag. Transmission and reflectance mea-
surements made in this work show no significant increase in
the extinction depth for the 800 nm pump pulse at the fluence
that we are using. We do not include ballistic transport in our
model. Although ballistic transport can be observed at low
electron excitation,17,18,29 this effect is largely suppressed in
our case since both e-p and e-e scattering rates increases by
an order of magnitude when d electrons are excited. This
significantly lowers the mean-free path of the electrons.

The TTM is solved by standard finite-differencing
method, using a step size=0.4 nm and time step=0.004 fs.
Our model does not include melting and the latent heat of
transformation, and the difference in thermodynamic and
transport properties between the liquid and solid phases is
neglected. The consequences of these approximations are
discussed below.

B. Results from the TTM

Figure 4�a� shows the calculated phonon temperature Tp
as a function of depth for five different times. The thickness
of the film is 200 nm, and the absorbed fluence is
0.025 J cm−2. The absorbed fluence used in the model is
estimated by an experimental measurement on the reflectiv-

FIG. 4. �Color online� �a� Calculated phonon temperature from
the TTM at different delay times �only the top 100 nm is shown�.
The film thickness is 200 nm and the absorbed fluence is
0.025 J cm−2. Additional e-e scattering by d-band holes, modeled
by Eq. �3�, is included in the TTM. �b� An effective interface im-
pedance �G=8 GW m−2 K−1, see the text� is added to the calcula-
tion in �a� in order to account for the nonlocal effect of the d-band
holes.
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ity of the pump beam. In Fig. 4�a�, we can see that some heat
is confined at the surface and the remainder is distributed
uniformly in the film. In order to quantify whether the model
agrees with the thickness dependence shown in Fig. 3, we
plot the melt depth �d� at t=25 ps as a function of film
thickness. In the TTM, d can only be estimated from the
thermal history of the films as melting is not explicitly in-
cluded in the TTM. We thus define d as the midpoint be-
tween the maximum depth of the sample at which phonon
temperature is larger than 1234 and 1620 K in the first 25 ps.
The former temperature is the melting temperature Tm, and
the latter temperature is chosen to include the latent heat of
melting L. �A material can melt homogenously if T�Tm
+L /Cp, where Cp is the heat capacity.� For the experiments,
d is determined from Fig. 3 at a fluence equal to 0.45 J cm−2

�the vertical line in Fig. 3�.
The results from experiments and modeling are shown in

Fig. 5 as black circles and a red line �with crosses�, respec-
tively. In the experiments, d does not vary significantly for
thicknesses larger than 125 nm. In contrast, d calculated by
the model continues to decrease until the film thickness
reaches 200 nm. Furthermore, the decrease in d from thin �75
nm� to thick ��200 nm� films is far more pronounced in the
model than in the experiments. This rapid decrease in d with
film thickness illustrates that most of the energy is distrib-
uted uniformly in the film �corresponding to the background
temperature in Fig. 4�a�	. When the film thickness increases,
less heat remains in the near-surface region and the melt
depth decreases. The discrepancy appears resolvable only if

a larger temperature gradient exists at the surface region, i.e.,
a larger fraction of the heat is confined to the surface region.
Increasing the s-d electron-scattering rate �C in Eq. �3�	,
even by an order of magnitude, decreases d for the 75 nm
film, but it does not significantly increase the melt depth for
the thicker films �the orange line with open circles in Fig. 5�.
In addition, at this high value of C, the surface phonon tem-
perature reaches 3000–4000 K, for which ablation should
take place,30 but is not observed in our experiments. If we
neglect the effects of d electrons on heat conduction, as in
other TTMs,4,11–13,18 the agreement between experiments and
models is far worse and the film heats nearly uniformly.
These results are shown as the green line �with solid squares�
in Fig. 5.

We next explore possible additional mechanisms that can
create the heat confinement necessary to explain the experi-
mental results; we do this by adding a thermal interface im-
pedance. This is rationalized by recognition of the sharp in-
terface that is created by the d-band excitations in the surface
region. Since a large temperature gradient �see Fig. 4�a�	
exists over a distance that is small compared to the electron
mean-free path, �, of Ag �e.g., ��50 nm at RT31�, �e on the
“cold” side of the interface is overestimated in the above
TTM. In other words, the excited d-band electrons should
have influence on �e in the unexcited region, extending to a
distance on the order of �. A similar argument for nonlocal
heat transport was employed previously in Refs. 7 and 32 to
describe the reduction in phonon conductivity when the cur-
vature in the temperature depth profile is large. We place the
interface at a depth of 20 nm and assume its conductance
varies inversely with the number of d-band holes. Since the
number of d-band holes increases approximately linearly
with electron temperature Te above some critical temperature
��4000 K�, we take the interface conductance as 10 000
�G / �Ts−4000�, where Ts is the surface temperature. In the
first 3–4 ps, Ts falls from around 15 000 K to a temperature
below 4000 K. Therefore, the interface is only active during
stage I, shown in Fig. 1. We vary G from 2 to
12 GW m−2 K−1. The evolution of Tp of a 200 nm film in
our TTM, now with the addition of the interface impedance,
is shown in Fig. 4�b�. The melt depth as a function of film
thickness is shown in Fig. 5 �blue lines with triangles�. The
prediction of the model now agrees well with the experiment
for G�5–8 GW m−2 K−1. For comparison, we note that the
conductance of Cu-Al interface is 4 GW m−2 K−1,33 and a
conductance of 8 GW m−2 K−1 effectively reduces �e in a
50-nm-thick region in Ag by half.

Our model thus demonstrates that the inclusion of scatter-
ing of conduction electrons from excited d-band holes and
the nonlocal effects created by extremely large temperature
gradients described above can reconcile the heat confinement
necessary to explain the present experiments. Next, we show
that this heat confinement is consistent with the two-stages
melting observed experimentally.

IV. TWO STAGES OF MELTING DYNAMICS

We can now reconstruct the melting scenario. In Fig. 6,
we plot the isotherms in the sample in which Tp equals to

FIG. 5. �Color online� Melt depth as a function of film thickness
at delay time equals to 25 ps. The experimental points �black solid
circles� are determined from Fig. 3, at fluence=0.45 J cm−2 �the
vertical dashed line in Fig. 3�. For the TTM calculation, the ab-
sorbed fluence is fixed at 0.025 J cm−2. The modeling parameters
used are green line with squares—no enhancement in e-e scattering
rate from d-band holes �C=0 in Eq. �3�	; red line with crosses—
enhancement in e-e scattering modeled by Eq. �3�, with C=150;
orange line with open circles—C=1500; and blue lines with
triangles—C=150, with the addition of an effective interface im-
pedance G �see the text�. Only G=5 and 8 GW m−2 K−1 are
shown.
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1234 and 1620 K as a function of time. For regions in the
sample for which Tp�1620 K, we assume that they melt
immediately because there is no energy barrier to melting.
This treatment is consistent to the observations in MD simu-
lations, which show that metals melt homogenously for Tp
�1.2Tm.6,34 In the first few picoseconds, the surface tem-
perature increases rapidly. The top 10 nm of sample melt
homogenously in less than 5 ps. The initial melting stage is
comparable to stage I in Fig. 1; the duration of this stage is
controlled by the e-p coupling time. Heat confinement is
maintained in this stage by the scattering of conduction elec-
trons from the excited d-band holes. Without this heat con-
finement, the melt depth in stage I can be much larger.

In stage II �t�5–25 ps�, the melt front should propagate
into the bulk �within the two temperature contours in Fig. 6�
as heat from the surface region diffuses in. Note that the
constant-temperature contours can retract to the surface as
the sample cools down, but the melting front should only
move forward and eventually stop when the temperature of
the front is less than Tm. This is because the resolidification
is much slower than the melting. Indeed, resolidification
does not start until t�50 ps, where we see a slow recovery
of the TH signal in the experiments �not shown in the fig-
ures�. It is difficult to determine precisely the melt-in veloc-
ity from our TTM since the temperature near the surface
spans a range of 700 K. We can interpolate the position of
melt front, however, by using the experimental melt-in ve-
locity �350 m s−1�. This is indicated by the dashed line in
Fig. 6. The melting stops as the temperature of the front falls
below Tm, which occurs at t�20–25 ps. This is consistent
with the experiment in which the melting continues until t
�30 ps. Notably, the velocity measured in the experiment is
slightly higher than the heterogeneous melting velocity ob-
served in MD,6 which indicates that part of the melting in
stage II must occur homogenously. Furthermore, if latent
heat is included in the model, we expect that the surface
temperature and the overall temperature gradient will be de-
creased by �300–400 K. This can slow the cooling and
slightly increase the duration of stage II.

Figure 6 illustrates that the surface region remains at high
temperatures �above Tm� long after the d-band excitations

have subsided; the duration of stage II melting, therefore, is
quite long, as observed experimentally in Fig. 1. This indeed
is surprising, considering Ag regains its high thermal con-
ductivity in this stage. For example, using the heat diffusivity
of Ag at the melting point, the heat within a 30 nm region
can be removed in 6 ps. This estimate, however, neglects the
time required for the heat in the phonon system to transfer to
the electrons, and for a very thin hot layer, the slow e-p
coupling limits the cooling rate. This can readily be observed
from the results of the TTM. For the calculation shown in
Fig. 4�b�, Te at the surface is just �100 K higher than Te at
back for t�5 ps, regardless of the larger gradient in Tp.
While different transport processes are included implicitly in
the TTM, we can illustrate the phenomenon more clearly by
calculating the effective conductance for heat carried away
from a hot region of thickness h through electron Ge and
phonon Gp. The effective heat conductance for phonons, by
dimensional analysis, is equals to �p /h ��p is phonon heat
conductance�. A thinner surface hot layer �i.e., smaller h�
implies a steeper temperature gradient, which increases the
effective heat conductance.

The conductance for electrons is more complicated. Heat
must first be transferred from phonons in the hot surface
layer to electrons, and it is carried away by electrons through
diffusion. The transfer of heat back into the phonon system
in the cold region is not the rate limiting process, assuming
the cold reservoir is always much thicker than the hot region.
The first step depends on the e-p coupling constant and is
proportional to the thickness of the hot layer. The conduc-
tance for this step is Ge-ep=gh. The conductance for the sec-
ond step �electron diffusion� is Ge-d=�e /h. The conductance
of electrons is the combination of the two conductances in
series, which is given by

Ge =
1

�Ge-ep
−1 + Ge-d

−1 �
=

1

1/gh + h/�e
. �4�

Normally Ge-ep�Ge-d, which gives Ge�Ge-d. However, for
small h and g, Ge-ep can be small enough such that it will
dominate the heat transport. In our case, taking h=25 nm
yields Ge-d�16 GW m−2 K−1 and Ge-ep�0.9 GW m−2 K−1.
It is thus clear that Ge is limited by e-p coupling, and its
value calculated by Eq. �4� is 0.85 GW m−2 K−1. In addition,
this small value of Ge is the same order of magnitude as the
phonon conductance Gp. Using �p in our model, we find
Gp=0.27 GW m−2 K−1. Although Gp is still smaller than Ge,
it is no longer negligible as most studies have
assumed.4,11,12,18 The phonon conduction, moreover, be-
comes increasingly more important as h falls below 25 nm.

The heat confinement has significant implications for the
amount of material that can be melted by femtosecond laser
irradiation. The excitation of d-band electrons in stage I lim-
its the depth of the initial heat deposition to approximately
the optical-absorption depth of the material. Subsequently,
transport of heat by electrons from the excited region in
stage II is limited by the weak e-p coupling. Although this
limitation lengthens the melt lifetime, it is ineffective in in-
creasing the total melt depth since most of the heat removed
from the surface layer is evenly redistributed over the re-

FIG. 6. Constant temperature contours at 1234 and 1620 K cal-
culated by TTM. The parameters used are same as in Fig. 4�b�. In
stage I melting, the solid melt homogenously along the T
=1620 K contour. In stage II, the melt front propagates within
these two contours. The dashed line represents a melting speed of
350 m s−1.
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mainder of the film, i.e., a large temperature drops in the hot
region is compensated for by a small temperature rise in the
cold region. Increasing the laser fluence does not increase the
melt depth appreciably since the extra energy results in ab-
lation before the heat can spread into the bulk. For example,
we have found that in our MD simulations, a Cu lattice be-
comes unstable at Tp�4000 K �i.e., ablation will occur�.35

Since the surface phonon temperature in our TTM calcula-
tion already reaches 2000 K and the heat confinement in-
creases nonlinearly as the laser fluence increases, we esti-
mate that the maximum melt thickness in Ag is not larger
than 30–40 nm before ablation becomes significant.

V. CONCLUSION

In conclusion, we have examined the melting kinetics in
Ag. The melting consists of two stages. The first stage is
homogenous melting with duration controls by the e-p cou-

pling time. In the second stage, the melting front propagates
into the bulk and the dynamics is determined by how heat is
dissipated from the initially hot surface region. The results
give us important insight into the heat transport under high
electron excitation and the melting dynamics of a super-
heated solid. The proposed picture should hold for other
noble metals such as Au and Cu.
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