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High-precision measurements of the diamond principal Hugoniot have been made at pressures between 6
and 19 Mbar. Shock velocities were determined with 0.3%–1.1% precision using a velocity interferometer.
Impedance-matching analysis, incorporating systematic uncertainties in the equation of state of the quartz
standard, was used to determine the Hugoniot with 1.2%–2.7% precision in density. The results are in good
agreement with published ab initio calculations, which predict a small negative melt slope along the Hugoniot,
but disagree with previous laser-driven shock wave experiments, which had observed a large density increase
in the melt region. In the extensive solid-liquid coexistence regime between 6 and 10 Mbar, the present
measurements indicate that the mixed phase is a few percent more dense than what would be expected from a
simple interpolation between liquid and solid Hugoniots.
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I. INTRODUCTION

Carbon has the highest melting or sublimation tempera-
ture ��4000 K� of any element at low pressures, a manifes-
tation of its unusually large cohesive energy.1,2 The diamond
phase, with its apparently open yet compact structure, is
stable up to extremely high pressures and remains the only
observed high-pressure phase of carbon. Such compactness
and stability is attributable to carbon’s lack of core p elec-
trons, which allows valence p electrons closer to the nucleus
and creates particularly strong sp3 bonds.3 The study of dia-
mond melting at high pressures, therefore, provides a valu-
able window into the limiting behavior of strongly bonded
materials.

After early predictions by Bundy4—who suggested that
the melt line of diamond, in analogy with that of Si and Ge,
has a negative slope—shock experiments by Shaner et al.,5

along with numerous models,6–8 indicated instead that the
melt line is positive. With an improved understanding of the
structure of liquid carbon, predictions showed that diamond,
like graphite, has a maximum in the melt line near 5
Mbar.9–12 The diamond phase is calculated to be stable up to
around 11 Mbar, above which the BC8 phase is favored,9,12,13

although this new phase has yet to be observed.
The high-pressure melt line of diamond can be accessed

experimentally using strong shock waves. The graphite
Hugoniot crosses the positive slope region of the diamond
melt line,5,14 while the diamond Hugoniot, starting at a
higher density, has been predicted by recent studies to cross
the negative slope region. Calculations of the diamond
Hugoniot by Correa et al.9,15 using density-functional-based
molecular-dynamics calculations indicate that melting along
the diamond Hugoniot extends over an unusually large solid-
liquid coexistence regime between 6 and 10 Mbar, crossing
the diamond-BC8-liquid triple point at 9 Mbar �see for ex-
ample Fig. 14 in Ref. 15 for a pressure versus temperature
plot of the Hugoniot and its relation to the diamond and BC8
melt lines�. Romero and Mattson16 predicted a similar Hugo-

niot using the phase boundaries given by Wang et al.10 and
Correa et al.9 to determine the melt region. Optical reflectiv-
ity measurements by Bradley et al.17 showed that shocked
diamond increases in conductivity between 6 and 10 Mbar,
consistent with the continuous transition into a liquid metal.

Measurements of the diamond Hugoniot in its solid phase
were performed by Pavlovskii18 and Kondo and Ahrens.19

Much higher pressures were studied by Nagao et al.20 and
Brygoo et al.21 using laser-driven shocks. Brygoo et al.21

observed a dramatic increase in density at around 7.5 Mbar,
suggesting a large negative melt slope. This distinct feature
was not found in ab initio calculations,15,16 raising the inter-
esting possibility that the slope of the diamond melt line is
significantly more negative than predicted. Ultimately, how-
ever, most of the laser-driven shock wave measurements of
Nagao et al.20 and Brygoo et al.21 have significant error bars
and do not tightly constrain the equation of state �EOS� of
carbon near the diamond melt line.

In this paper, significantly higher precision measurements
of the diamond Hugoniot in and above the melt region are
described. The results are generally in agreement with ab
initio predictions and suggest a small density increase at
melting. In Sec. II details of the experimental apparatus are
described. Section III describes the improvements that al-
lowed particularly high-precision velocity measurements to
be made. Section IV outlines the impedance-matching �IM�
calculations. Section V shows the results. Section VI com-
pares these results with previous measurements and theories.

II. EXPERIMENT

The experiment was performed on the OMEGA laser fa-
cility at the University of Rochester, a neodymium-doped
phosphate glass system operating with frequency-tripled,
0.35-�m light.22 To generate the shock pressures explored in
these experiments, laser energies between 300 and 1000 J
were delivered using a nominally square pulse of either 2 or
3 ns in duration. The laser focal spot was smoothed using
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distributed phase plates, producing near uniformly irradiated
spots of either 600 or 800 �m in diameter, depending on the
experiment. This resulted in average laser intensities between
3 and 9�1013 W /cm2.

Targets consisted of �150-�m-thick type Ia or IIa dia-
mond oriented along the �110� axis and glued onto either a
20–30-�m- or 80–90-�m-thick z-cut �-quartz sample �see
Fig. 1�a��. The quartz was used as the reference standard for
the impedance-matching measurement. The glue layer was
kept below 2-�m thick. The other side of the quartz, illumi-
nated by the laser drive, had a 20-�m CH ablator to reduce
hard x-ray generation. The free surface of the diamond had
an antireflective coating to minimize back reflections. The
diamond and quartz densities were 3.51 g /cm3 and
2.65 g /cm3, respectively. At the probe laser wavelength of

532 nm, the index of refraction of the diamond and quartz
samples were 2.42 and 1.55, respectively.

Shock velocities in the quartz and diamond samples were
measured using a line-imaging velocity interferometer sys-
tem for any reflector �VISAR� �Refs. 23–26�, which mea-
sures the Doppler shift of a moving reflector. By design,
drive pressures were kept sufficiently high in these experi-
ments that the shock front was optically reflecting in quartz27

and diamond,17 allowing the VISAR to provide a direct,
time-resolved measurement of the shock velocity in both ma-
terials. Two VISARs were run concurrently on each shot, the
first using an 18-mm etalon and the second using a 7-mm
etalon.28 This corresponds, respectively, to velocity sensitivi-
ties of 1.766 and 4.465 �m /ns/fringe for quartz and 1.129
and 2.854 �m /ns/fringe for diamond. Only measurements
from the high-sensitivity VISAR were used in the analysis;
the less sensitive VISAR was used to resolve the 2� phase-
shift ambiguities, which occur at shock breakout. Post pro-
cessing of the VISAR images using Fourier transform meth-
ods determines the fringe position to �5% of a fringe, with
larger errors being incurred on shots with particularly low
shock reflectivities; the resulting velocities were measured to
0.3%–1.1% precision since shock speeds were high enough
to cause multiple fringe shifts. The probe source for the
VISAR was an injection-seeded, Q-switched, yttrium-
aluminum garnet laser, operating at a wavelength of 532 nm.
Streak cameras with temporal windows of 9 and 15 ns were
used to detect the reflected probe signal. The time resolution
of the diagnostic was dominated by the 90 or 40 ps delay
time in each interferometer.

Twelve shots were taken at diamond pressures between 6
and 19 Mbar. Below 6 Mbar the shock front in diamond is no
longer optically reflecting,17 making it impossible to perform
the highly precise VISAR measurements of the shock veloc-
ity. As will be shown, at pressures much above 19 Mbar in
diamond �corresponding to �15 Mbar in quartz�, systematic
uncertainties in the quartz reference standard make it difficult
to perform highly accurate measurements.

III. HIGH-PRECISION VELOCITY MEASUREMENTS

A significant improvement in the precision of velocity
measurements was achieved in this experiment compared to
that in most of the previous laser-driven shock wave experi-
ments on diamond.20,21 This improvement was accomplished
in part by using quartz as an impedance-matching standard,
thus, allowing a completely VISAR-based measurement of
shock velocities and eliminating the need for the less precise
transit-time measurements. A similar scheme has been imple-
mented on several recent experiments.29–31 A subset of the
diamond Hugoniot measurements by Brygoo et al.21 also
used this same technique, although the present measurements
were performed with a more sensitive interferometer.

Use of the VISAR to measure shock velocities in a quartz
standard also solved the problem posed by unsteady laser-
driven shock waves. Since unsteady shocks can vary in ve-
locity by several percent over typical transit-time intervals of
1–2 ns, this is a large, and potentially difficult to quantify,
source of error. Using the time-resolved VISAR measure-
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FIG. 1. �Color online� �a� Schematic of the quartz-diamond
impedance-matching targets. �b� Line VISAR trace showing reflect-
ing shock fringes in quartz and diamond. The time that the shock
crosses the interface between the two materials is labeled as timp.
The shock crosses the CH ablator between 0 and 1.25 ns. �c� Ve-
locity history extracted from the VISAR trace in �b�; dotted lines
above and below the lineout indicate measurement errors; timp is the
instant at which the impedance-matching velocities are taken. To
precisely determine the velocity at timp, a linear fit is taken of the
velocities over a neighboring time interval �1 �or �2� and extrapo-
lated forward �or backward� to timp.
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ment allowed velocities to be tracked continuously during
transit through the samples; values immediately before and
after the shock crossed the quartz-diamond interface were
then used in the impedance-matching analysis �see below�.

It is important to recognize that while the presence of a
nonsteady wave can severely compromise a transit-time
measurement, it does not compromise the validity of the
impedance-matching method itself. The impedance-matching
construct relies on the condition that the pressure and particle
velocities are continuous across the common interface be-
tween two materials. These materials undergo shock, re-
shock, or release at the instant the shock crosses the interface
in order to maintain this condition. Such behavior follows
immediately from mass and momentum continuities across
an interface and is true whether or not the shock is steady.
The complication for unsteady waves is one of measurement
accuracy: measured shock velocities must be determined im-
mediately before and after the shock transits the interface if
they are to be associated with the impedance-matched states.

The sample VISAR trace shown in Fig. 1�b� and the ac-
companying velocity lineout in Fig. 1�c� illustrate how the
shock velocity is tracked continuously through the quartz
and diamond samples. Even with this highly time-resolved
velocity measurement however, small corrections are still re-
quired to accurately determine the shock velocity at the in-
stant the shock wave crosses the interface. This is because, as
seen in Fig. 1�c�, when the shock transits the quartz-diamond
interface the velocity change is not instantaneous. A short
transition interval of �300 ps is caused by �i� the finite time
resolution of the VISAR and �ii� the presence of a
�1–2-�m glue layer at the interface. To account for this,
velocities at the “instant” �timp� the shock crosses the inter-
face are determined by linearly fitting velocities in a brief
interval just before and after this blurred transition period
�shown as �1 and �2 in Fig. 1�c�� and by extrapolating the
fits to timp positioned at the center of the transition �given by
the dotted line in Fig. 1�c��. Errors in these extrapolations are
included in the uncertainty analysis. This type of analysis can
be compromised if there is a sudden increase in the drive
pressure that causes a change in the shock velocity around
the time when the wave crosses the interface. To avoid this
problem these experiments often employed a gently decaying
shock wave that attenuates smoothly in time.

IV. IMPEDANCE-MATCHING ANALYSIS

Impedance matching32,33 is used to determine the dia-
mond particle velocity �UpC�, pressure �PC�, and density ��C�
from the measured shock velocities in quartz, UsQ, and dia-
mond, UsC. An IM method using the experimentally derived
principal Hugoniot and a constant Gruneisen parameter has
been developed for quartz and is described elsewhere.34 For
completeness, several of the salient details are described in
this section. This analysis was used in the diamond Hugoniot
measurements by Brygoo et al.21 Systematic errors based on
uncertainties in the quartz Hugoniot and the Gruneisen pa-
rameter are propagated throughout.

The quartz principal Hugoniot was measured previously35

and found to have linear Us-Up behavior given by Us=a0

+a1�Up−��, where a0=20.57	0.15, a1=1.291	0.036, and
�=12.74. Errors include measurement uncertainties as well
as systematic uncertainties in the aluminum EOS used in the
analysis of the quartz data.36

The quartz reshock Hugoniot is quite well approximated
by a reflection of the principal Hugoniot in the P-Up plane
since the increase in shock pressure upon transit from the
quartz into the diamond is only 20%–30%. Small deviations
from this reflected Hugoniot behavior are estimated using the
Gruneisen parameter, 
, which determines the pressure dif-
ference between equal-volume states on the double- and
single-shock Hugoniots. Using the shock Hugoniot relations
and the thermodynamic definition of the Gruneisen param-
eter, the pressure on the quartz second shock Hugoniot,
PH2�v�, at a given volume, v, is given by

PH2�v� = PH1�v� + �2v/
 + v − v1�−1

� ��PH1�v1� − P0��v0 − v�

+ �PH1�v� − P0��v1 − v0�� , �1�

where PH1�v� is the corresponding pressure on the single-
shock Hugoniot at volume v. The second shock originates
from a first shock state of volume v1 and pressure PH1�v1�,
with P0 and v0 being the unshocked pressure and volume,
respectively. Further use of the Hugoniot relations shows that
the particle velocity on the second shock Hugoniot, UpH2�v�,
is given by

UpH2�v� = UpH1�v1� 	 ��PH2�v� − PH1�v1���v1 − v� , �2�

where UpH1�v1� is the particle velocity of the single-shock
state from which the second shock originates. In this experi-
ment, the sign of the square root is always negative since the
reshock is backward propagating.

Impedance matching requires that the quartz reshock
pressure and velocity given by Eqs. �1� and �2� are related
directly to the measured diamond shock velocity, UsC, via the
Hugoniot expression

PH2�v� = P0 + �0CUsCUpH2�v� , �3�

where �0C is the initial density of diamond. Since the quartz
shock speed is measured, and, thus, PH1�v1� and v1 are
known, these equations can be solved for the single unknown
v and then used to determine the pressure, particle velocity,
and density of diamond.

The value of the Gruneisen parameter in strongly shocked
quartz was derived from solid and porous Hugoniot experi-
ments on silica,35,37,38 and found to be essentially constant in
the high-pressure fluid phase at 
=0.6	0.1.39 This constant
Gruneisen behavior is common among strongly shocked ma-
terials in the fluid regime and differs from the density-
dependent Gruneisen typically observed at lower pressures in
solids. Examining a range of EOS models for silica over the
pressure range 4–17 Mbar applicable to this experiment, it
was found that 
=0.64	0.11, in good agreement with ex-
periment. The model-derived value and uncertainty are used
in the analysis and are the only model-based parameters used
in the impedance-matching calculations.

Systematic uncertainties in the impedance-matching
analysis arise from uncertainties in three coefficients: a0 and
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a1 from the quartz principal Hugoniot, and the Gruneisen
parameter, 
. These uncertainties are propagated throughout
the analysis and combined in quadrature with the random
uncertainties �arising from velocity measurements� to deter-
mine the total error. The relative importance of the various
error contributions changes with shock pressure and will be
described in the next section.

V. RESULTS

The results are listed in Table I and shown in both the
Us-Up plane �Fig. 2� and the P-� plane �Fig. 3�. The total
uncertainty for these data is given by black error bars, cor-
responding to a quadrature sum of both random and system-
atic uncertainties; overlapping them, and always smaller, are
a set of red error bars that correspond only to the random
uncertainties. These data indicate an approximately linear
Us-Up Hugoniot, which for reference is given �in units of
km/s� by Us= �24.31	0.02�+ �1.009	0.010��Up−12.32�.
The errors in these coefficients are uncorrelated since the fit
has been taken about the centroid of the data. In the standard
form, this means that Us=11.9+1.01Up.

The total uncertainty in density, shown in Fig. 4, lies be-
tween 1.2 and 2.6% and is significantly smaller than the
errors in previous laser-driven shock Hugoniot measure-
ments. Total uncertainties in �C �as well as PC and UC� were
determined by the quadrature sum of five different sources of
error: �UsQ, �UsC, �a0, �a1, and �
. The first two are
measurement errors while the last three are systematic errors
in the quartz EOS. Examining these individual error contri-
butions �see Fig. 4� it is apparent that below 10 Mbar the
dominant uncertainty is from velocity measurement errors.
At low velocities the VISAR is less precise since the con-
stant error of 5% of a fringe is a larger fraction of the total

velocity; also, below 10 Mbar, the reflectivity of the diamond
shock front drops rapidly,17 making the measurement of UsC
less precise. At higher pressures, the density errors due to
velocity measurements begin to rise again slightly since the

TABLE I. Diamond-phase carbon Hugoniot results from impedance matching to a quartz standard. UsQ and UsC are the measured shock
velocities in quartz and diamond with random �i.e., measurement� errors; values in curly brackets are the instantaneous acceleration of the
shock velocity in km/s/ns at the impedance-matching instant. PC �ran,sys�, �C �ran,sys�, and UpC �ran,sys� are the pressure, density, and
particle velocity of shocked diamond inferred from impedance-matching calculations, showing both random and systematic errors. Random
errors come from measurement uncertainties in UsQ and UsC, and systematic errors come from uncertainties in the principal and reshock
Hugoniots of quartz. Shot numbers with an asterisk indicate targets with a thin quartz pusher; others had a thick quartz pusher.

Expt.
UsQ

km/s
UsC

km/s
PC �ran,sys�

Mbar
�C �ran,sys�

g /cm3
UpC �ran,sys�

km/s

49976 17.29	0.12 �−0.83� 20.39	0.24 �0.45� 6.25	 �0.09,0.05� 6.14	 �0.09,0.04� 8.73	 �0.11,0.07�
50364 18.83	0.18 �−1.53� 21.66	0.13 �−1.18� 7.51	 �0.12,0.07� 6.45	 �0.10,0.05� 9.87	 �0.16,0.09�
49974 19.37	0.10 �−0.99� 22.05	0.11 �−0.05� 7.96	 �0.07,0.08� 6.58	 �0.06,0.05� 10.28	 �0.09,0.10�
49614 19.96	0.10 �−0.38� 22.46	0.08 �−1.05� 8.46	 �0.07,0.08� 6.72	 �0.06,0.06� 10.73	 �0.09,0.11�
51565 20.88	0.12 �−2.72� 23.36	0.07 �−0.87� 9.34	 �0.09,0.10� 6.85	 �0.07,0.07� 11.40	 �0.10,0.12�
49616 20.94	0.12 �−1.02� 23.46	0.07 �−0.93� 9.41	 �0.09,0.10� 6.85	 �0.07,0.07� 11.43	 �0.10,0.12�
49615 21.11	0.11 �−1.36� 23.72	0.07 �−1.02� 9.60	 �0.08,0.11� 6.83	 �0.06,0.07� 11.54	 �0.09,0.13�
48882� 21.89	0.11 �−4.25� 24.22	0.07 �−1.45� 10.32	 �0.09,0.12� 7.03	 �0.06,0.08� 12.14	 �0.10,0.14�
48448� 22.59	0.12 �−3.83� 25.02	0.09 �−1.84� 11.08	 �0.10,0.13� 7.08	 �0.07,0.09� 12.62	 �0.11,0.15�
48880� 24.88	0.06 �−2.32� 26.33	0.07 �0.71� 13.34	 �0.05,0.17� 7.77	 �0.05,0.12� 14.43	 �0.05,0.18�
49450� 27.63	0.11 �−3.79� 28.42	0.08 �−3.31� 16.49	 �0.11,0.23� 8.39	 �0.08,0.16� 16.53	 �0.10,0.23�
49447� 29.74	0.15 �−2.91� 30.19	0.09 �−1.98� 19.18	 �0.15,0.30� 8.77	 �0.11,0.20� 18.10	 �0.14,0.28�

FIG. 2. �Color online� Shock velocity versus particle velocity
plot of the diamond Hugoniot in and above the expected �Refs. 15
and 17� melt region �corresponding to 20�Us�24 km /s�. Each
data point from this study is given by a pair of overlapping error
bars with the smaller errors �lighter colored� representing the ran-
dom uncertainty and the larger errors representing the total uncer-
tainty. These data are in general agreement with ab initio calcula-
tions from Romero and Mattson �Ref. 16� �black solid lines� and
Correa et al. �Ref. 15� �brown long dashed lines� but disagree with
previous measurements by Brygoo et al. �Ref. 21� �green squares�
and with the free-energy model of Fried and Howard �Ref. 11� �blue
solid lines�. Our data are in general agreement with the data from
Nagao et al. �Ref. 20� �blue triangles�.
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increased compression of diamond amplifies errors in the
measured velocity; thus, despite the decrease in the velocity
uncertainty itself, errors in density begin to increase again.
Above 10 Mbar, systematic errors dominate. Precisely mea-
suring the diamond Hugoniot above 20 Mbar using this tech-
nique will require improving the accuracy of the quartz stan-
dard.

The effects of preheat, shock curvature, and shock un-
steadiness were considered but were found to be undetect-
able. Systematic shifts due to x-ray preheat were explored in
the regime of 10 Mbar by examining data taken using either
thin ��20 �m� or thick ��90 �m� quartz pushers. The lat-
ter provides �100 times the x-ray attenuation for x rays
�4 keV. As shown in Table I, shots 48882 �thin pusher� and
49615 �thick pusher� both at pressures of �10 Mbar have
almost identical inferred densities. This indicates that, at
least in this pressure regime and below, the effects of preheat
on the measured compression are negligible.

Shock curvature can be a significant source of error for
transit-time-based measurements across a step since break-
out times are measured at spatially separated locations on the
target; however, this is not a problem here since velocity
measurements in both quartz and diamond were performed at
the same point in space. Shock curvature could cause the
VISAR to measure a velocity component that is less than the
speed of the shock front. Based on the slightly curved break-
out times across the target �shown in Fig. 1�b��, the largest
incidence angles were �2 degrees from normal. This would
cause an error in the measured velocity of 
0.1%.

Shock unsteadiness effects were investigated by checking
for any differences between Hugoniot points taken at similar
pressures but with varying degrees of shock steadiness. The
measured accelerations of shock velocities in quartz and dia-
mond at the impedance-matching instant are listed in curly
brackets in Table I. From these data it can be seen that, for

example, the quartz shock velocity acceleration on shot
59565 �−2.72 km /s /ns� is nearly three times that on shot
49616 �−1.02 km /s /ns� yet the Hugoniot points are almost
identical. This is consistent with the argument presented in
Sec. III that shock unsteadiness effects are not important in
impedance-matching experiments as long as the velocities
are taken at the instant the shock transits the interface be-
tween the two materials.

VI. DISCUSSION

These new high-precision measurements of the diamond
Hugoniot directly overlap the pressure range explored in re-
cent laser-driven shock experiments by Nagao et al.20 and
Brygoo et al.21 Our new measurements are in general agree-
ment with the data from Nagao et al.,20 despite the large
uncertainties in that previous study �see Sec. III�. For proper
comparison, we have reanalyzed those earlier data using an
aluminum EOS that is in better agreement with available
absolute Al Hugoniot data,36 resulting in a slightly softer
diamond Hugoniot than that reported originally by Nagao et
al.20 Data from experiments by Brygoo et al.21 show a
�14% density jump at �7.5 Mbar that was claimed as evi-
dence for melting at a negative Clapeyron slope. Our mea-
surements between 6 and 10 Mbar show no indication of
such a large volume collapse.

Comparing our data with the lower-pressure measure-
ments from Pavlovskii18 does suggest the presence of a �3%
density increase at 6 Mbar, as shown in Fig. 3. This discon-
tinuity appears to signify entry into the diamond-liquid co-
existence regime as described below, although it could sim-
ply be an artifact of unknown experimental uncertainties
�Pavlovskii did not report errors�.

Hugoniot calculations based on the multiphase free-
energy model of Fried and Howard,11 which showed a dra-

FIG. 3. �Color online� Pressure versus density plot of the dia-
mond Hugoniot in and above the expected �Refs. 15 and 17� melt
region �corresponding to 6� P�10 Mbar�. Each data point from
this study is given by a pair of overlapping error bars with the
smaller errors �lighter colored� representing the random uncertainty
and the larger errors representing the total uncertainty. Other plot
symbols and colors are the same as in Fig. 2.

FIG. 4. �Color online� The total uncertainty in density is deter-
mined by a quadrature sum of three systematic components and two
random components. Systematic errors arise from uncertainties in
the quartz EOS as given by Hugoniot fit parameters �a0 and a1� and
the Gruneisen parameter �
�. Random errors arise from uncertain-
ties in the shock velocities in quartz ��UsQ� and diamond ��UsC�.
Below �10 Mbar, random errors dominate.
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matic softening of the Hugoniot in the solid-liquid coexist-
ence region, disagree with our measurements. It appears that
the compressibility of the fluid in that model was too high,
resulting in a large negative slope in the melting curve and,
thus, an overly large density jump along the Hugoniot. A
free-energy model from the SESAME �Ref. 40� database,
which does not include multiple phases, disagrees slightly
with our measurements between 6 and 10 Mbar but is in
quite good agreement at higher pressures.

Ab initio predictions by Correa et al.9,15 and Romero and
Mattson16 are shown in Figs. 2 and 3, with the gap in each
line representing the implied coexistence region. Pavlovskii’s
data are in good agreement with the predicted solid Hugo-
niot, while our measurements are in agreement with the pre-
dicted liquid Hugoniot, at least up to the maximum calcu-
lated pressures of �13 Mbar. This shows that the Hugoniots

for the pure diamond and pure liquid phases almost fall
along the same linear Us-Up relation.

Our measurements suggest that the solid-liquid coexist-
ence regime has a slightly higher density �by 2%–3%� than
would be expected from a simple interpolation between pure
solid and liquid states. This mixed phase region between 6
and 10 Mbar is not calculated explicitly by the ab initio
theories. Instead, the postulate of volume-weighted linear
mixing, which assumes a homogenous mixture with negli-
gible interfacial free energy, is commonly invoked to treat
such a mixed region.15 Additional complexity arises in the
case of shock melting of diamond because the Hugoniot is
predicted to pass through a BC8-liquid coexistence phase
just before completion of melting, at around 9 Mbar.15 More
sophisticated calculations, beyond the linear mixing approxi-
mation, will be required to better understand how such
mixed phases behave at high pressure.

VII. CONCLUSIONS

Precision measurements of the diamond Hugoniot be-
tween 6 and 19 Mbar have been used to probe carbon states
in the dense, high-temperature fluid regime and along the
diamond-liquid coexistence. These data, which represent a
significant improvement over earlier laser-driven shock wave
measurements on diamond, are in general agreement with
recent ab initio model calculations of the diamond Hugoniot
in the pure liquid phase from 10 to 13 Mbar and indicate a
negative slope of melting with a few percent density in-
crease. The extraordinarily large extent of the diamond-BC8-
liquid coexistence regime between 6 and 10 Mbar may be a
valuable way to test theories of how mixed phases behave at
ultrahigh pressure.
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TABLE II. �See Appendix.� Previously unpublished impedance-match Hugoniot data for diamond-phase carbon obtained using an
aluminum or molybdenum reference standard. Subscript R refers to parameters of the reference standard and C of the sample. Columns
indicate the initial density ��0R,C�, measured shock speed in the reference standard �UsR� along with the nonsteadiness correction ��UsR�,
measured shock speed in the sample �UsC�, and the inferred particle speed �UpC�, pressure �PC�, and density ��C� in the diamond samples.
Random and systematic uncertainties are listed separately for each quantity.

Expt.
�0R

g cm−3
�0C

g cm−3
UsR

km/s
�UsR

km/s
UsC

km/s
UpC �ran,sys�

km/s
PC �ran,sys�

Mbar
�C �ran,sys�

g cm−3

20547�Al� 2.70 3.51 22.08	0.75 0.00 23.12	0.34 11.88	 �0.74,0.09� 9.64	 �0.060,0.008� 7.22	 �0.50,0.06�
24278�Al� 2.70 3.51 22.28	0.60 −1.28 24.58	0.26 11.79	 �0.58,0.09� 10.17	 �0.051,0.008� 6.75	 �0.32,0.05�
24365�Al� 2.70 3.51 23.59	0.39 −0.16 23.82	0.26 13.24	 �0.39,0.11� 11.07	 �0.033,0.010� 7.90	 �0.33,0.08�
24294�Al� 2.70 3.51 24.36	0.68 −0.12 26.18	0.26 13.51	 �0.67,0.12� 12.42	 �0.062,0.011� 7.25	 �0.40,0.07�
24288�Al� 2.70 3.51 29.92	0.91 2.31 30.70	0.27 18.11	 �0.92,0.22� 19.52	 �0.100,0.023� 8.56	 �0.65,0.15�
20541�Al� 2.70 3.51 36.74	1.76 0.83 34.95	0.35 24.12	 �1.82,0.34� 29.60	 �0.220,0.040� 11.30	 �1.90,0.40�
26397�Mo� 10.2 3.51 30.96	0.92 0.58 39.08	0.33 26.10	 �1.11,0.88� 35.80	 �0.150,0.120� 10.57	 �0.92,0.72�

FIG. 5. �Color online� �See Appendix.� The diamond Hugoniot
shown in Fig. 2 expanded to include unpublished measurements
from Bradley et al. �Ref. 41� up to 36 Mbar. These data suggest that
above 20 Mbar the Hugoniot still approximately follows the linear
Us-Up fit found at lower pressures.
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APPENDIX

Prior to the experiments reported above, several of the
present authors performed measurements of the diamond
Hugoniot using an aluminum or molybdenum standard.41

Shock velocities in the standard were determined using
transit-time measurements �since both Al and Mo are opti-
cally opaque�, while shock velocities in the diamond were
determined using the VISAR. Diamond oriented along the
�110� axis was used. In order to account for shock unsteadi-

ness, the time-resolved measurements of the velocity history
in diamond were used to infer the velocity history in the
opaque standard. However, the limited precision of the
transit-time measurement �as discussed in Sec. III� resulted
in data with much larger error bars than those in the im-
proved experiment described above.

A comparison of the two data sets shows that, despite the
large random uncertainties, the fit to the less precise data is
in quite good agreement with the new measurements �see
Fig. 5�. The best linear Us-Up fit to the data is given �in
units of km/s� by Us= �25.73	0.30�+ �1.054	0.090��Up
−14.010� and is labeled on the plots as “Fit to Bradley.”
Since these older data include the highest diamond Hugoniot
measurements ever performed �up to 36 Mbar�, we include
them here for reference �see Table II�.
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