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Time-resolved optical spectroscopy has been used to measure the shock pressure steadiness, emissivity, and
temperature of liquid deuterium shocked to 22–90 GPa. The shock was produced using magnetically acceler-
ated flyer plate impact, and spectra were acquired with a suite of four fiber-optic-coupled spectrometers with
streak camera detectors. The shock pressure changes by an average of −1.2% over the 10–30 ns cell transit
time, determined from the relative changes in the shock front self-emission with time. The shock front reflec-
tivity was measured from 5140 Å and 5320 Å laser light reflected from the D2 shock. The emissivity inferred
from the reflectivity measurements was in reasonably good agreement with quantum molecular dynamics
simulation predictions. The spectral radiance wavelength dependence was found to agree well �average nor-
malized �2=1.6� with a Planckian multiplied by the emissivity. The shock front temperature was determined
from the emissivity and the wavelength-dependent shock self-emission. Thirty-seven temperature measure-
ments spanning the 22–90 GPa range were accumulated. The large number of temperature measurements
enables a comparison of the scatter in the data with expectations for a Gaussian distribution. This facilitates
determination of uncertainties that incorporate both apparatus contributions and otherwise unquantified sys-
tematic effects that cause self-emission variations from one experiment to another. Agreement between tem-
peratures determined from the absolute spectral radiance and from the relative shape of the spectrum further
substantiates the absence of systematic biases. The weighted mean temperature uncertainties were as low as
�3–4%, enabling the discrimination between competing models for the D2 equation of state �EOS�. The
temperature results agree well with models that predict a maximum compression of �4.4. Softer models that
predict approximately sixfold compression are inconsistent with the data to a very high statistical confidence
level. Previous analysis �D. Saumon and T. Guillot, Astrophys. J. 609, 1170 �2004�� of Jupiter’s internal
structure has shown that the core mass is restricted to be less than approximately three times the mass of the
Earth, if EOS models consistent with these temperature measurements are employed.
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I. INTRODUCTION

Warm dense matter is an active research area, bridging the
traditional definitions of plasma physics and condensed mat-
ter physics. In this intermediate regime, mixtures of mol-
ecules, atoms, and ions exist. The mixture composition is
important for understanding the equation of state �EOS�,
since dissociation and ionization affect the division between
internal energy and thermal energy. In this paper we describe
time-resolved optical spectroscopy measurements of shocked
liquid deuterium that help discriminate between models that
employ different approximations for the EOS.

The study of shocked liquid deuterium has been the focus
of much research in recent years.1–3 Interest in this hydrogen
isotope arises from two main sources. First, this atom is ame-
nable to theoretical modeling by many different
approaches.3–13 Despite the simple atomic structure, descrip-
tions of the equation of state in the warm dense matter re-
gime are complex and approximations are a necessity. Com-
parisons of models with data can help evaluate which model
approaches are suitable for different regimes of the phase
space. In addition, the approaches known as “chemical mod-
els” explicitly use experimental data to set adjustable param-
eters that influence the EOS results. The second reason is the
importance of hydrogen and its isotopes for applications. The
giant planets are believed to consist of hydrogen and helium
at high pressure.14,15 A recent analysis of the internal struc-

ture of Jupiter and Saturn showed that the core mass and
metallicity are strongly dependent on the EOS model.14

Laboratory experiments can help reduce the overall model
uncertainties by reducing the uncertainty contribution due to
the EOS. A major terrestrial application is the inertial con-
finement approach to thermonuclear fusion.16 This approach
relies on shocking and compressing a cryogenic mixture of
deuterium and tritium. The degree of compressibility affects
the shock timing, final fuel density, and the fusion yield.

Shocked liquid deuterium EOS measurements have been
performed using gas gun, laser, high explosive, and Z-pinch
facilities. Gas gun experiments access relatively low pres-
sures up to �23 GPa, but were responsible for the first ob-
servations of the transformation of hydrogen from its insu-
lating to metal-like state.17 Temperature measurements of gas
gun multiply-shocked deuterium were lower than predic-
tions, suggesting that deuterium was more compressible than
expected.18 New EOS models were then proposed4,6,8 that
predicted lower temperatures and higher compressions due to
increased energy invested in dissociation. Laser experiments
produced much higher pressures up to 230 GPa and appeared
to confirm the higher compressions.19–22 Magnetically accel-
erated flyer impact experiments in the 20–100 GPa range
contradicted the laser data and were consistent with less
compressive �“stiffer”� EOS models.23–25 High explosive
experiments26 in similar regimes were also consistent with
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stiffer models, as are some of the most recent laser
experiments.27

Measurements of the shocked D2 temperature provide a
significant constraint on EOS models. The underlying idea
behind this sensitivity is appealingly simple: if more energy
is invested in dissociation and ionization, then less energy is
available to cause temperature increases. Lower temperature
corresponds to higher compressibility. Thus, temperature and
compressibility are interconnected with the details of the
complex dissociation and ionization processes. The impor-
tance of temperature measurements is further elevated by the
fact that dissociation and ionization are complicated to de-
scribe theoretically and no methods to directly measure
shocked D2 dissociation and ionization currently exist in this
pressure regime.

Shocked deuterium temperature is inferred from com-
bined measurements of the wavelength-dependent spectral
radiance S� and the emissivity ��. Assuming a Planck spec-
trum modified by ��, the spectral radiance is S�

=���2�hc2 /�5��exp�hc /�kT�−1�−1, where h is the Planck
constant, c is the speed of light, � is the wavelength, k is the
Boltzmann constant, and T is the temperature. The gas gun
work used a fiber-coupled six-channel photomultiplier tube
pyrometer system18,28 to measure the spectral radiance. A
simultaneous two-parameter fitting method was used to si-
multaneously constrain the emissivity and temperature using
the absolute intensity and the spectral shape. Temperature
measurements in laser shocked deuterium were performed29

with a similar spectral radiance pyrometer diagnostic, aug-
mented by emissivity values inferred from measurements of
the shock front reflectivity.30 Reflectivity measurements pro-
vide additional value because the transition from negligible
reflectivity to moderately high values �R�0.5� is considered
a signature of the transition from an insulator to a metal-like
state.12,30

Time-resolved optical spectroscopy EOS measurements
are extremely powerful: the shocked deuterium density, pres-
sure, pressure steadiness, reflectivity/emissivity, and tem-
perature can all be inferred from a single streaked spectrum.
In the experiments described here, fiber-coupled streaked op-
tical spectrometers31–33 record spectra from the rear side of a
cryogenic D2 cell shocked by magnetically accelerated flyer
plate impact �Fig. 1�. At shock pressures above �20 GPa,
the shocked D2 is hot enough and optically thick enough to
enable recording self-emission from the shock as it emerges
from the Al pusher and propagates through the cell. The
self-emission intensity as the shock propagates across the D2
cell is related to the pressure and can be used to infer how
constant the pressure is. The D2 shock front emissivity and
reflectivity can be determined from the intensity of laser light
injected on adjacent fibers and reflected from the shock. The
absolute wavelength-dependent spectral radiance can then be
used to infer the shocked D2 temperature.

When the shock reaches the rear of the D2 cell, it reflects
from the window and raises the temperature at the
window/D2 interface to a higher value that depends on the
reflected shock temperature and the interface cooling. Thus,
the self-emission intensity can be used to infer the reflected
shock temperature. This self-emission increase provides a
signature of the time required for the shock to propagate

across the D2 cell and thus infer the D2 shock velocity. The
inferred shock velocities ranged from 13–26 km/sec, in
agreement with other measurements. The reflected shock
travels back toward the moving Al /D2 interface and may be
regarded as a probe for the size of the D2 cell, similar to the
role played by microwaves or laser light in radio detection
and ranging �RADAR� or light detection and ranging �LI-
DAR� applications. When the reflected shock reaches the
Al /D2 interface it reflects again, carrying information about
the location of the Al /D2 interface back toward the window.
The time between the first shock arrival at the D2/window
interface and the subsequent reflected shock arrival can be
used to infer the cell compression and singly shocked D2
density.24,25 The shocked D2 pressure can be inferred from
the combined particle velocity and shock velocity measure-
ments. Other diagnostics are available, and possibly superior,
for some of these characteristics. In particular, velocity inter-
ferometer system for any reflector �VISAR� �Ref. 34� diag-
nostics provides direct shock velocity measurements with
very high accuracy. Nevertheless, the ability to measure so
many characteristics of the shocked D2 with a single diag-
nostic merits attention.

The optical spectroscopy determinations of shock velocity
and the use of shock reverberations to infer D2 cell compres-
sion have been described in previous articles.23–25 In this
paper we emphasize three measurements along the singly
shocked D2 Hugoniot: pressure steadiness inferred from the
time-dependent self-emission, reflectivity/emissivity inferred
from laser light reflected from the shock front, and shocked
D2 temperature inferred from the spectral radiance measure-
ments. Work is in progress to infer the off-Hugoniot tempera-
ture conditions produced by the reflected shocks and will be
reported in a future publication.

The results show that the pressure in these experiments
was steady to within approximately −1% over the 10–30 ns
initial shock transit through the D2 cell. The measured emis-
sivity was �=0.91�0.04 at 22 GPa and it fell to �
=0.7�0.05 at 74 GPa. Quantum molecular dynamics simu-
lations are in good agreement with the measured emissivity.
Thirty-seven temperature measurements were obtained. This
relatively large measurement collection enabled an evalua-
tion of the measurement distribution, thereby providing the
ability to quantitatively estimate the influence of systematic
effects that cause variation in the measurement results. These
systematic effects were included in the temperature uncer-
tainties. The weighted mean temperature measurement accu-
racy, including uncertainty contributions from the apparatus,
emissivity, and systematic effects, was conservatively esti-
mated to be �3–6% over P=22–42 GPa, rising to
�4–16% over P=64–90 GPa. Prior temperature measure-
ments with gas gun and laser driven shocks are in reasonable
agreement with the present measurements. The temperature
accuracy is sufficient to quantitatively test EOS models using
a chi-squared ��2� goodness of fit metric. We find that rela-
tively stiff EOS models5,7,11,12 that predict a maximum com-
pression of approximately four agree well with the data. The
weighted mean normalized �2 for several of the stiff models
based on quantum molecular-dynamics simulations is 0.5–
1.2 over the 30–90-GPa range. The softer models4,6 that pre-
dict enhanced compression possess weighted mean normal-
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ized �2 values that exceed ten and these models can therefore
be excluded with high statistical confidence. The EOS mod-
els that agree with the temperature measurements lead to a
predicted14 structure for Jupiter that consists of a relatively
small core mass of approximately three times the mass of the
Earth.

II. EXPERIMENT

The experiments were conducted using the Sandia Na-
tional Laboratories Z facility35 to produce a large magnetic
pressure that accelerates planar Al or Ti flyer plates up to 22
km/s.36 The magnetic pressure is generated37,38 by injecting
�20 M A peak current into a short circuit load that incor-
porates the flyer plate as one of the conductors �Fig. 1�. The
flyer impact onto a cryogenic cell launches a shock that
reaches peak pressures of up to �700 GPa in an Al pusher
located on the front face of the cell. When the shock emerges
into the liquid deuterium it generates shocks with 22–90-GPa
pressures and shock velocities of 13–26 km/s. In some
experiments25 a flyer plate is incorporated into both sides of
a rectangular power feed structure, enabling two separate
cryogenic D2 cells to be shocked in a single accelerator dis-
charge �Fig. 1�. The duration of the steady pressure phase
can exceed 30 ns, limited by the effective flyer thickness at
the moment of impact. Thicker, more massive flyers are
slower, but they generate longer period of steady pressure.
Steady pressure over cells with lateral dimensions �5 mm
promotes higher measurement accuracy and enables multiple
simultaneous diagnostics. This technique has demonstrated
the ability to achieve accuracies comparable to gas gun ex-
periments, while reaching pressures up to six times higher.

The sample configuration is described in detail in Ref. 25.
The D2 thickness was 300–600 �m. The D2 was condensed
into the liquid phase using a cryostat especially designed39 to
cope with the stresses introduced by the delivery of �10 MJ
of electrical energy into a few cm3 volume at the center of Z.
The rear face of the cell was composed of sapphire �Al2O3�,
LiF, or quartz windows.

The diagnostics25 used a collection of 16 fiber optics
proximity coupled to the rear cell face to enable simulta-
neous VISAR,34 shock break out �SBO�,25 and optical spec-
troscopy measurements.31–33 Each VISAR system used a
frequency-doubled Nd:YAG laser injected into a “send” fiber
to probe the reflective surface with 5320 Å light. Each SBO
system used a dye laser injected into another “send” fiber to
probe the surface with 5140 Å light. The use of these mul-
tiple techniques is significant for the optical spectroscopy
described here both because they provide complementary in-
formation and because a small fraction of the laser light in-
jected for the VISAR and SBO diagnostics is collected in the
optical spectroscopy fibers after it reflects from the Al pusher
or D2 shock surface.

The four independent streaked spectrograph systems are
described in Refs. 31–33. Light collected in a 200 �m or
400 �m core diameter fiber is transported 10–35 m from the
cell to the spectrograph entrance. The spectrographs were
either 1-m focal length and f /7 aperture or 2/3-m focal
length with f /4 aperture. Blazed 150–300 g/mm gratings

provided 90−33 Å /mm dispersion. A streak camera with a
40-mm-long entrance slit placed in the spectrograph exit fo-
cal plane recorded time-resolved data over a 50–200 ns pe-
riod. The system time resolution was determined by the fiber
intermodal dispersion40 and the streak camera resolution.
The total resolution was 0.4–1.4 ns, depending on the streak
camera sweep duration.33

Typical time-resolved spectra are shown in Fig. 1. In this
experiment three separate systems designated N19, N16, and
N20 acquired two streaked spectra from one cell and a single
spectrum from the other cell. The streak camera data are
recorded on Kodak TMAX 400 film and the film response is
unfolded using calibrated step wedges developed and
scanned with the data. The time axis is applied using a comb
output recorded either on the shot data itself or on associated
calibration images. The wavelength scale was determined us-
ing wavelength fiducials applied by injecting light from
HeNe and GreNe lasers. We corrected for the distortion
caused by light propagation velocity variations with wave-
length due to the refractive index changes with wavelength.40

The streaked spectrograph systems, including the fiber optic
input, the spectrograph, and the streak camera, were abso-
lutely calibrated using a collection of light sources and NIST
traceable detectors. The calibration methods are described in
Ref. 33. The time history of the measured spectral radiance is
shown in Fig. 2.

The spectral radiance rise time is potentially interesting
because it may convey information regarding the shocked D2
optical depth, transient kinetics, or electron-ion equilibration.
The observed rise time �time to rise from 10% to 90% of the
value reached during the steady emission phase� was ap-
proximately 5 ns at the lowest pressure �22 GPa�, in good
agreement with prior observations.18 The rise time at 31–90
GPA was approximately 2.2 ns, with a typical 1� standard
deviation of �0.7 ns. At these higher pressures there was no
statistically significant rise time variation as a function of
pressure or wavelength, and the rise time value was larger
than the result reported in Ref. 29. The present experiments
were designed to determine the entire time history of the
initial and reflected shocks and the apparatus was not opti-
mized for rise time measurements. Therefore, these observa-
tions may stimulate future research, but a detailed investiga-
tion was beyond the scope of the present work. As in Refs.
18 and 29, the pressure, emissivity, and temperature results
presented below are restricted to the equilibrium conditions
corresponding to the constant self-emission phase as the
shock transits the bulk of the D2 cell.

III. RESULTS: PRESSURE STEADINESS

The ability to produce 20–90 GPA shocks in liquid D2
with 10–30 ns �or longer� steady pressure durations is a key
feature of the magnetically accelerated flyer technique.
Steady pressure is a fundamental assumption for the
Rankine-Hugoniot equations that are commonly used for
shock wave analysis to be valid. Steady pressure also greatly
simplifies analysis of results obtained from reflected shock
observations. The pressure variation with time in these ex-
periments was determined from the measured time depen-
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dence of the shocked D2 self-emission �Fig. 2�. The relation-
ship between the spectral radiance and pressure was obtained
from quantum molecular-dynamics �QMD� calculations.11

These calculations use the Vienna ab initio simulation
program41 to perform simulations for collections of 128 at-
oms using the generalized gradient approximation �GGA� for
the density-functional theory exchange and correlation func-
tionals. These simulations are similar to the earlier work re-
ported in Ref. 12, but with a higher degree of convergence

on the thermodynamic quantities. Following the molecular-
dynamics calculations, 10–20 configurations selected from
the equilibrated portion of the time history were analyzed for
their optical properties using the Kubo-Greenwood approach
along the lines reported in Refs. 12 and 13. QMD calcula-
tions of the spectral radiance as a function of pressure are
shown in Fig. 3 at three wavelengths spanning the range used
in experiments. These ab initio calculations provide a self-
consistent description of the shock pressure, density, tem-
perature, and the wavelength-dependent emissivity. QMD
calculations agree well with Hugoniot measurements11,25 and
with the results presented below. Determination of pressure
steadiness requires only knowledge of the relative spectral
radiance variation with small changes in the relative pres-
sure. Therefore, we expect this determination to be highly
insensitive to residual model uncertainties.

The determination of relative pressure as a function of
time P �t� is straightforward, once we possess the relation-
ship between S� and P �Fig. 3� and measurements of S� �t�
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FIG. 1. �Color� Schematic diagram and typical streaked optical
spectra from a dual-cell D2 experiment �No. Z824�. The cell com-
ponent dimensions are indicated in microns. Light collected in op-
tical fibers viewing the back of the D2 cell through Al2O3 and/or
LiF windows is injected into streaked optical spectrometers.

0 40 50 6020 30100

1.0

2.0

3.0

time (nsec)

S
�

(W
/Å

/c
m

2 /s
te

r)

N16

N19 window
interface

N20

second
reflection

first
reflection

emergence
into D2

D2 shock transit

0 40 50 6020 30100 40 50 6020 30100

1.0

2.0

3.0

0

1.0

2.0

3.0

time (nsec)

S
�

(W
/Å

/c
m

2 /s
te

r)

N16

N19 window
interface

N20

second
reflection

first
reflection

emergence
into D2

D2 shock transit

FIG. 2. �Color� Time direction lineouts from the three spectral
images in Fig. 1. The lineouts are centered at 5881 Å, 4470 Å, and
5860 Å and averaged over wavelength ranges of 783 Å, 920 Å,
and 557 Å for systems N19, N16, and N20, respectively. The lead-
ing edges have been time shifted to agree at the 50% level of the
initial shock emergence into the D2 cell. During the constant emis-
sion phase the spectral radiance differences between the systems
arise from the difference in the lineout wavelength as well as cali-
bration differences, measurement errors, and differences between
the two D2 cells.
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�Fig. 2�. A set of representative relative pressure vs time
results is shown in Fig. 4. The rising edge of the Fig. 4
pressure history plots was shifted so that t=0 corresponds to
90% of the pressure during the initial shock transit through
D2. The pressure increase at the right side of the 22.2–75.5
GPa plots corresponds to the reflection of the shock at the
D2/window boundary. The pressure decrease at the right side
of the 89 GPa plot probably corresponds to the arrival of a
rarefaction wave from the thin flyer used to obtain the higher
pressure. The duration of the steady pressure is longer than
30 ns at the lower pressures and it remains above �10 ns at
the highest pressure. The observed duration at the lower
pressures is limited by the width of the D2 cell. The pressure
change during the initial shock transit across the D2 cell was
determined by averaging the pressure over a 3 ns interval at
the beginning and end of the transit, subtracting the value at
the beginning from the value at the end, and dividing by the
beginning value. Thus, a negative value corresponds to de-
creasing pressure. The average of the pressure change during
the D2 shock transit over the 32 measurements was
−1.2�1.9%, where the uncertainty here corresponds to the
standard deviation. In some experiments the change was
smaller than ��0.3%. The results are presented in Table I.
The inferred pressure change depends on the average rate of
change in the spectral radiance, the shock transit duration,
and any contributions to the spectral radiance variation that
arise from measurement errors. For example, sweep rate
variations or streak camera spatial sensitivity variations at
the few percent level will contribute to the apparent pressure
variation. Such errors would appear randomly throughout the
data set since five different streak cameras were used over a
three year period. The fact that roughly 1/3 of the measure-
ments indicate increasing pressure and 2/3 of the measure-
ments indicate decreasing pressure further indicates that
measurement errors may contribute to the observed variation
and the actual pressure change may be smaller than the val-
ues reported in Table I. The percent pressure change per
nanosecond was estimated by fitting the pressure vs time
data over the D2 shock transit interval with a straight line.
The average pressure slope was −0.14% dP /ns ��1.4%
over 10 ns�. However, the best measurements possess less
than 0.03% dP/ns slopes, reflecting a pressure change of less
than 1% over a 30 ns interval. Again, these changes include
any apparent pressure differences due to measurement error.
Consequently, the actual pressure change rates may be lower.

IV. RESULTS: REFLECTIVITY/EMISSIVITY

Strong shocks change liquid D2 from a transparent insu-
lator to a conducting metal-like material with finite specular
reflectivity. This feature is intrinsic to the ability to measure
the shock velocity using VISAR, a key enabling technique
for building EOS understanding. The finite reflectivity is im-
portant for two additional reasons. First, reflectivity measure-
ments can test models of the insulator-conductor transforma-
tion. Second, the shock front emissivity can be inferred from
the reflectivity. Emissivity knowledge is a key ingredient of
temperature determination from spectral radiance measure-
ments.

The principles of D2 shock front reflectivity measure-
ments were established in prior work.30 Laser light injected
into the D2 cell initially reflects from the Al pusher. Measure-
ments of the reflected intensity before and after the shock
emerges into the liquid D2 can be used to infer the D2 shock
reflectivity, provided the Al pusher reflectivity is known. The
challenges of implementing this method include ensuring
that the detector measuring the initial large laser signal that
reflects from the Al is not saturated and that the weaker sig-
nal during the shock ropagation phase is measured with ad-
equate signal to noise. Additional potential difficulties in-
clude accurate measurements of the laser signal above the
self-emission of the shocked D2, accounting for possible
geometrical collection efficiency differences as the spatial
position of the reflection changes, possible time-varying at-
tenuation in the unshocked portion of the liquid D2 cell as
the shock moves and shrinks the unshocked portion, and
stray light contributions from elsewhere in the cell, particu-
larly for multithickness cells employed in some of the ex-
periments described here. An antireflection coating applied
to the window surfaces helps prevent undesired reflections
from influencing the results. Also, the results below used a
variety of experimental setups, including differences in the
lateral spacing between the send fiber and the spectroscopy
collection fiber, cell and window thickness, and window ma-
terial. The reasonably small standard deviation of the aver-
age reflectivity/emissivity values indicates that geometrical
and stray light effects did not strongly influence the results.

The streaked spectrograph measurements clearly distin-
guish the laser light from the self-emission �Fig. 1�. On the
other hand, the injected laser intensity in these experiments
was optimized for the VISAR and SBO measurements and
not for the streaked spectrometer detection. Consequently, in
some experiments the dye laser employed for the SBO diag-
nostic was intense enough that the streaked spectrometer sig-
nal was saturated and in others the VISAR signal was too
weak for accurate detection. These difficulties illustrate the
desirability of spectrally resolved measurements: detector
saturation was clearly identified as a change in the
wavelength-dependent laser intensity profile between the
high-reflectivity Al-reflection phase and the low-reflectivity
D2 shock propagation phase.

The reflectivity was determined by taking wavelength di-
rection lineouts through the streaked spectra that averaged
over the period just before and just after the shock emer-
gence into the D2 cell. Representative lineouts at shock pres-
sures spanning the 20–75-GPa range are shown in Fig. 5.
The left plot at each pressure shows the as-measured laser
signals, illustrating the intensity decrease during the D2
shock propagation phase. The signal drops more at lower
pressures, indicating that the insulator-metal transformation
is incomplete and consequently the reflectivity is lower. The
right plot at each pressure shows the signals with the D2
shock reflection multiplied by the indicated scale factor. The
collection of plots in Fig. 5�a� represents unsaturated signals
that were used for the reflectivity determination. The Fig.
5�b� plot represents an example of a saturated laser signal. It
illustrates the spectral profile change that serves as a signa-
ture for saturation. Unsaturated laser spectral profile mea-
surements �e.g., Fig. 5�a�� were fit using the ROBFIT �Ref. 42�
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TABLE I. Results from initial shock transit across the D2 cell, designated with a Z shot number �multiple D2 cell locations are further
designated with /N or /S for the North or South side of the apparatus�. The spectrometer system is identified with a 16, 18, 19, 20, 21, or 22.
�Us	 is the shock velocity �Ref. 25�. P is the shock pressure from Ref. 25, except values with an asterisk were obtained from Ref. 25 pressure
vs. �Us	 results combined with spectroscopy shock velocity measurements. dP is the total pressure change, dP /dt is the pressure change per
unit time, and “dt-steady” is the steady pressure duration. � is the emissivity. Tabs is the absolute method temperature and Tminabs, Tmaxabs are
the corresponding lower and upper bounds. Trel, Tminrel, and Tmaxrel are similar relative method quantities.

Z####/ Sys �Us	 P dP dP /dt dt steady � Tabs Tminabs Tmaxabs Trel Tminrel Tmaxrel

cell ��m /ns� �GPa� �%� �%/ns� �ns� �eV� �eV� �eV� �eV� �eV� �eV�

904/N 19 13.5�0.24 22.2�0.6 1.8 0.051 32 0.95 0.461 0.446 0.483 0.468 0.427 0.517
904/S 20 13.61�0.27 22.4�0.7 0.5 0.079 33 0.435 0.419 0.456 0.408 0.352 0.488
904/N 16 13.5�0.24 22.2�0.6 0.86

698 19 15.78�0.15 31.4�0.6 −1.2 −0.102 15 0.89 0.519 0.499 0.547 0.585 0.508 0.685
698 20 15.78�0.15 31.4�0.6 −1.2 −0.048 30 0.96 0.546 0.523 0.579 0.918 0.639 1.794
895/S 20 15.72�0.39 31.3�1.1 0.9 0.046 29 0.86 0.554 0.529 0.588 0.451 0.377 0.565
895/N 16 15.41�0.39 31.0�1.1 0.75
592 18 15.99�0.31 33.9�1.6 −0.5 −0.054 11 0.416 0.299 0.724
592 19 15.99�0.31 33.9�1.6 0.600 0.525 0.696

792/S 18 17.91�0.39 41.1�1.1 −5.8 −0.240 26 0.86 0.703 0.667 0.752 0.944 0.635 2.355
792/N 19 17.98�0.40 41.7�1.1 −0.7 −0.075 14 0.83/0.86 0.622 0.595 0.661 0.720 0.617 0.869
792/S 20 17.91�0.39 41.1�1.1 −2.2 −0.276 12 0.637 0.495 0.923
792/N 16 17.98�0.40 41.7�1.1 0.92
824/N 19 18.02�0.10 42.1�1.0 0.1 0.016 15 0.83 0.730 0.692 0.783 0.769 0.658 0.924
824/S 20 17.97�0.11 42.6�1.0 −0.6 −0.038 22 0.775 0.730 0.838 1.238 0.756 5.886
824/S 16 17.97�0.11 45.6�1.0 1.9 0.0074 27 0.80 0.553 0.490 0.636
1108/N 19 18.34�0.10 42.4�1.2 −1.4 −0.048 27 0.90 0.873 0.840 0.913 0.724 0.625 0.865
593 19 18.63�0.15 45.2�2.0 0.9 0.0069 25 1.040 0.827 1.437
762/N 16 42.7� −2.3 −0.119 24 0.796 0.701 0.922
632 16 43.0� 0.543 0.457 0.663
632 19 39.0� 0.798 0.669 0.992

761/S 19 63.4� −2.2 −0.248 12 1.207 1.114 1.338 1.158 0.887 1.753
761/S 20 63.4� −6.3 −0.789 11 1.422 1.296 1.606 1.210 0.761 4.258
634 18 22.48�0.19 65.3�1.2 −1.9 −0.285 10 1.462 1.290 1.757 1.694 0.694
634 19 22.48�0.19 65.3�1.2 1.0 0.071 20 1.091 0.872 1.478

710 19 23.25�0.19 69.7�1.3 0.1 0.018 8 0.65 1.122 1.041 1.237 1.188 0.922 1.698
710 16 23.25�0.19 69.7�1.3 1.010 0.843 1.269
710 18 23.25�0.19 69.7�1.3 −1.4 −0.220 9 1.660 0.946
1109/S 21 23.30�0.36 70.2�1.9 −1.2 −0.080 18 0.73 1.291 1.227 1.370 1.335 0.688
1109/N 22 23.43�0.38 70.9�2.0 0.68
711 19 23.23�0.19 70.5�1.6 0.4 0.077 10 0.62 1.175 1.087 1.301 1.120 0.877 1.576
711 18 23.23�0.19 70.5�1.6 −2.7 −0.16 23 1.112 1.036 1.219
791/N 16 23.57�0.50 70.7�2.3 −0.4 −0.047 10 0.988 0.8215 1.256
791/N 19 23.57�0.50 70.7�2.3 −2.5 −0.214 19 1.733 1.569 1.972 3.609 2.024
791/S 18 23.49�0.41 70.5�2.1 −2.6 −1.21 5 1.923 1.737 2.191 1.129 0.697 5.790
791/S 20 23.49�0.41 70.5�2.1 −3.3 −0.284 16 2.275 2.027 2.642

894/N 16 24.10�0.22 75.5�1.7 0.71 1.089 0.876 1.471
894/N 19 24.10�0.22 75.5�1.7 −0.2 −0.02 17 1.619 1.472 1.829 1.685 1.162 3.343

1111/N 19 24.94�0.44 81.3�2.2 0.5 0.021 14 0.66 1.470 1.365 1.609
1111/N 22 24.94�0.44 81.3�2.2 0.80

1110/N 19 26.11�0.47 89.3�2.4 −2.3 −0.193 14 1.771 1.619 1.984
1110/S 21 26.44�0.50 90.3�2.4 −2.3 −0.164 17 2.105 1.899 2.400

BAILEY et al. PHYSICAL REVIEW B 78, 144107 �2008�

144107-6



spectral line fitting code. This objectively determines both
the most probable intensity value and the typically
��5–10% intensity uncertainty that arises from noise. The
reflectivity during the D2 shock propagation phase was then
determined from RD2=RAl / �IAl / ID2�, where RAl is the initial
Al reflectivity and IAl and ID2 are the intensities from the
Al-reflection and D2 reflection periods, respectively. Mea-
surements of RAl were not performed for the actual Al push-
ers used in these experiments. Instead, calibrations were per-
formed to measure the reflectivity of an Al sample prepared
using the same diamond-turning fabrication technique as the
actual cell components. We found that RAl=0.80 over the
0–12° reflection angles sampled by the fiber collection sys-
tem employed here.

The shocked D2 emissivity ��� was inferred from the re-
flectivity measurements assuming �=1−R. The individual
emissivity results are presented in Table I and the average
emissivity as a function of pressure is shown in Fig. 6. Note
that some experiments provide only an emissivity measure-
ment because high-quality laser signals can be obtained even
if the streak camera sensitivity is set too low to accurately
record the self-emission. The emissivity as a function of
pressure agrees reasonably well �Fig. 6� with the predictions
of the QMD calculations described above. The normalized
�2=2.1, reasonably close to unity considering the complexity
of the experiments and calculations. The QMD calculations11

provide the wavelength-dependent emissivity �Fig. 7�, an im-
portant capability for the determination of temperature de-
scribed below. The emissivity measurements are a compila-
tion of results using the VISAR �5320 Å� and dye �5140 Å�
lasers and the QMD calculations shown in Fig. 6 correspond
to 5250 Å. At each pressure group we have averaged the
available emissivity measurements and the error bars shown

in Fig. 6 correspond to the 1� standard deviation. The aver-
age standard deviation is ��8%. The QMD calculations
fall within the 1� error bars at three of the four pressures.
The difference at 40 GPA is beyond the 1� error bar, indi-
cating that further measurements should be performed to
evaluate whether this difference arises from measurement er-
rors or if a refinement in the QMD model is needed. The Fig.
6 emissivity results agree with the measurements reported in
Ref. 30 at the 22-GPa and 70-GPa pressure values, within
the combined uncertainties. The agreement at 70 GPa is sig-
nificant because it represents the regime where the reflectiv-
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FIG. 4. �Color� Relative pressure as a function of time measured
in representative experiments spanning the range of pressures
reached in the singly shocked D2.
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FIG. 5. �Color� Lineouts measuring the reflected laser intensity
profile on representative experiments. R�Al� is taken during the
period when the light reflects from the rear Al pusher surface, be-
fore the shock emerges into the D2. R�D2� corresponds to reflection
from the shock front during the first transit through the D2 cell.
Plots at the left show the as-measured signals, illustrating the re-
duced reflection from the D2 shock front, in comparison to the Al
pusher. Plots at the right show the signals with the R�D2� lineout
amplitude scaled up by the indicated amounts. The plots in �a�
represent experiments with good quality unsaturated laser signals.
The shape agreement confirms that the signals are free of saturation
effects, while the amplitude scale factor provides a measure of the
D2 shock front reflectivity. The plots in �b� represent a measurement
with a saturated laser signal.
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ity has saturated at its metal-like value. However, the present
emissivities from both the measurements and the QMD cal-
culations are higher than Ref. 30 at 30–40 GPa. This regime
is important since it is where the insulator-conductor trans-
formation occurs. Further experiments specifically dedicated
to higher accuracy reflectivity measurements are needed to
resolve this difference.

V. RESULTS: TEMPERATURE

The shocked D2 temperature was inferred from measure-
ments of the wavelength-dependent spectral radiance com-
bined with knowledge of the emissivity, under the approxi-
mation that the shock self-emission may be represented as a
Planck spectrum modified by ��. Planckian spectra multi-
plied by the QMD emissivity were fit to the measured spec-
tral radiance. The normalized �2 averaged over all the ex-
periments was �2=1.6, confirming that the assumed
Planckian spectral shape is a valid representation of the data.
The analysis methods were described in Ref. 33. Two sepa-
rate approaches, designated the absolute and relative meth-
ods, were employed. In many experiments a calibration pro-
vided the absolute spectral radiance as a function of
wavelength. In these cases we infer the temperature using the
absolute method33 to fit the measured spectrum while simul-

taneously accounting for the absolute spectral radiance,
wavelength dependence, and absolute emissivity as a func-
tion of wavelength ����. In the relative method the tempera-
ture was inferred by fitting the relative spectrum intensity as
a function of wavelength, without regard for the absolute
intensity. In this case we employ QMD calculations of ����,
but only the relative emissivity change as a function of
wavelength is important. The relative method has the advan-
tages that relative calibrations are more accurate than abso-
lute calibrations and it avoids uncertainty contributions from
the absolute emissivity value. However, the spectrum shape
changes corresponding to small temperature changes are not
as readily measured as absolute intensity changes. In particu-
lar, relative changes in the 3000–7000-Å range examined
here become too small to measure for temperatures above
approximately 1 eV, since this spectral regime corresponds to
the red wing of the spectrum33 and the spectral shape of the
red wing changes more slowly as the temperature is in-
creased. The absolute method has the advantage that rela-
tively large changes in the spectrum arise from small tem-
perature changes and the method can be applied at all
temperatures reached in these experiments. The challenges of
the absolute method include the difficulty of absolute cali-
brations and additional influence of emissivity uncertainties.

Example fits to the spectral radiance are shown in Figs.
8�a� and 8�b� for the absolute and relative methods, respec-
tively. The relative system sensitivity as a function of wave-
length was measured prior to each experiment, including the
fiber optics, spectrograph, and streak camera detector. The
uncertainty in the relative sensitivity is assigned to be the
standard deviation of all the calibrations performed over the
three year period of these experiments. This estimate is very
conservative since it includes the combination of the actual
calibration uncertainty plus whatever real variation in the
relative efficiency occurred over the campaign. The absolute
sensitivity was also measured for most of the spectrometer
systems prior to each experiment. The absolute uncertainty
accounts for the uncertainty in the fiber connection through-
put ��3%�, the �2% sweep rate drift during the 4–24 h time
between performing the calibration and the actual Z experi-
ment, the measured total system efficiency �typically
�14%�, and emissivity ��16%� �see Ref. 33�. The results
reported here used the emissivity ���� calculated by the
QMD simulations, shown above to be in generally good
agreement with the ��5140 Å� and ��5320 Å� measure-
ments. The emissivity values were conservatively assigned to
have an uncertainty of �16% for the purpose of computing
the contribution of the emissivity uncertainty to the tempera-
ture uncertainty. This is twice the 1� standard deviation ac-
tually determined in the emissivity measurements described
above. In order to investigate the sensitivity of the inferred
temperature to the emissivity we also computed temperatures
using the absolute method with wavelength-independent
emissivities set equal to the values reported in Refs. 29 and
30. The temperature using this emissivity approximation was
higher than the values reported below by an average of 5%.
In Fig. 8 the solid lines correspond to the optimum tempera-
ture value and the dashed lines represent the temperature
corresponding to the 1� bounds. The dotted line represents
the increased uncertainty ��1.8�� needed to bring the abso-
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bars� with QMD calculations �solid line�. The dots represent aver-
ages over 2, 4, 7, and 7 measurements at 22, 32, 42, and 74 GPa,
respectively. The error bars correspond to the 1� standard devia-
tion. The measurements were performed at either 5320 Å or
5140 Å, while the calculations correspond to 5250 Å.
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lute method measurement distribution into agreement with a
Gaussian distribution, as described below. A set of represen-
tative spectral radiance fits using the absolute method at five
different pressures is shown in Fig. 9. As the shocked D2
pressure increases the spectral radiance absolute intensity in-
creases and the spectral shape changes. The resulting
changes in the inferred temperature are indicated in Fig. 9.
Both Figs. 8 and 9 illustrate the good agreement between the
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FIG. 9. �Color� Fits �solid lines� to representative S� measure-
ments �dots; a reduced subset of the data are shown with error bars�
spanning the shocked D2 pressures reached in these experiments.
The fits were performed using the absolute method and the most
probable temperature is indicated with each fit, accompanied by the
experiment pressure. The data correspond to experiment Nos.
Z904N19, Z698N19, Z824N19, Z711N19, and Z1110N19 at the
22.2, 31.4, 42.1, 70.5, and 89.3 GPa pressures, respectively �see
Table I�.
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FIG. 8. �Color� Fits to measured spectral radiance used to infer
the shocked D2 temperature in experiment No. Z824 N19 �see Figs.
1 and 2�. The absolute method fit is shown in �a� and the relative
method fit is shown in �b�. The red dots are the measurements. Each
spectrum consists of approximately 300 wavelength channels, but
the 1� uncertainties are shown for a reduced number of points for
clarity. The gap in the data between 4900–5400 Å is due to the
strong SBO and VISAR laser signals that interfere with the self-
emission measurements �Fig. 1�. The solid line is the fit represent-
ing the most probable temperature value and the dashed lines rep-
resent the �1� temperature values. The temperature values
corresponding to each fit are given in electron volts. The normalized
�2 for the best fit is given in �b�, indicating good agreement be-
tween the Planckian spectrum multiplied by the emissivity and the
data. The dotted curves on the absolute method plot correspond to
�1.8� temperature values �see text�.
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measured spectral radiance wavelength dependence and
Planckian spectra multiplied by the emissivity.

Each individual temperature measurement provides an es-
timate Ti for the true value of the shocked deuterium tem-
perature. The collection of individual measurements can be
used to determine which models are consistent with the data
set and which are not. The ability to constrain models de-
pends on the temperature uncertainties that range from
�3–12%. The model tests can be made more severe by
grouping the results in small pressure intervals and con-
structing a weighted mean, �T	=��Ti /�i

2� /��1 /�i
2�, that is a

more accurate estimate for the true temperature. Here, �i is
the uncertainty in the ith individual temperature measurement
Ti. An example data set corresponding to the absolute
method results at 70.3 GPa is shown in Fig. 10. This
weighted averaging requires the assumption that the data are
distributed according to Gaussian statistics. The large collec-
tion of data assembled over the three-year period of these
experiments enabled us to evaluate the validity of this as-
sumption. To the best of our knowledge, such an evaluation
has not been previously performed in shock physics experi-
ments.

A meaningful comparison of the measurement distribution
with Gaussian statistics requires a large number of measure-
ments, but the number of measurements at any single pres-
sure group is insufficient. We overcome this difficulty by
exploiting the concept of dimensionless deviation D= 
�Ti
− �T	�
 /�i �Ref. 43, pg. 252; see Fig. 10� The fraction of
measurements f�D� that are more than D� away from the
mean value is 1-A, where A is the integral under the Gauss-
ian distribution over the range �D� �Fig. 11, solid line�.
Expressing the deviation of the measurement away from the
mean as a fraction of the 1� uncertainty enables us to exam-
ine the distribution of all the measurements in a single group.

There is an additional complication that must be over-
come: the temperature uncertainties are not symmetric. The
temperature measurements are based on fitting the spectral
radiance measurements with calculated spectra correspond-
ing to different Planckian temperatures and computing �2. As
the temperature is varied away from the best fit value, �2

grows faster for variations that are below the best fit value
than for variations above the best fit value. This results from
the fact that the optical spectrometers measure the spectral
radiance on the long wavelength side of the Planck spectrum
maximum. Thus, the uncertainties above each data point are
larger than the uncertainties below each data point �see Fig.
10�.

We address this problem by assuming that the data points
below the true value and above the true value are both dis-
tributed according to Gaussian probability distributions with
the same mean, but with widths that are different. This treat-
ment is suggested by Bevington and Robinson �Ref. 43, p.
211�. The weights for data values below the mean are there-
fore the upper uncertainties and the weights for data values
above the weighted mean are the lower uncertainties. The
uncertainty in the weighted mean is asymmetric �as are the
individual uncertainties that underlay the analysis�, with up-
per bound �u=1 /��1 /�ui

2 � and lower bound �l=1 /��1 /�li
2�,

where the sum runs over all data points. These assumptions
are supported by the fact that the relative and absolute analy-

sis methods yield results that agree to within the uncertain-
ties, even though the asymmetry resulting from the two
methods is different.

The results of comparing the experimental temperature
distributions with the expectation for a Gaussian are shown
in Figs. 11�a� and 11�b� for the absolute and relative meth-
ods, respectively. The two methods are treated separately
since the phenomena that might influence the results are dif-
ferent. Both methods possess a distribution shape that is in
very reasonable agreement with Gaussian statistics. How-
ever, to obtain agreement for the width of the absolute
method distribution it is necessary to multiply the uncertain-
ties by a factor of 1.8. The fraction of measurements that are
more than D� away from the mean for the nominal uncer-
tainties is shown with green asterisk symbols. The result for
uncertainties increased by a factor of 1.8 is shown with red
dots. This implies that undetermined processes altered the
measurements and introduced measurement scatter beyond
the estimated uncertainties. For example, when the D2 cell is
cooled it is possible that residual gas condenses on the exit
window and attenuates the signal. Alternatively, stray light
could enter the cell from the plasmas that are ubiquitous in
creating the high energy density conditions in these experi-
ments. Both of these possible mechanisms would be consid-
ered systematic effects in a single experiment, but contribute
randomly to the large collection of experiments conducted
over several years. The importance of compiling a large
enough data set to enable a quantitative evaluation of the
statistics is now apparent: this evaluation provides the ability
to include effects that contribute to the uncertainty but are
difficult to monitor by the usual consideration of the appara-
tus.

The evaluation of the relative method distribution indi-
cates that the relative uncertainties are slightly too large. As
in the absolute method results, the result of the nominal un-
certainties is shown with green asterisk symbols and the re-
sult of decreasing the uncertainties by a factor of 0.8 is
shown as red dots. This implies that the unknown mecha-
nisms contributing to the variation in the absolute method
temperatures did not affect the relative method results, most
likely because the mechanisms altered the absolute light in-
tensity without changing the wavelength dependence. In-
stead, the conservative approach we adopted to estimate the
relative uncertainties evidently led to overestimates.

The collection of thirty-seven individual temperature
measurements is presented in Table I. A compilation is
shown as a function of shocked D2 pressure in Fig. 12�a�,
including all the absolute method results, while the relative
method results are only included on those experiments where
no absolute measurement was available. This choice was dic-
tated by the fact that the absolute method provides greater
accuracy, even after multiplying the uncertainties by 1.8. In
addition, the relative method reliability suffers for tempera-
tures above approximately 1 eV, potentially affecting results
at D2 pressures above about 60–70 GPa. The weighted aver-
age temperature values in the seven pressure groups indi-
cated in Table I are listed in Table II and plotted as a function
of pressure in Fig. 12�b�. The uncertainties in both Table II
and Fig. 12 correspond to the factor of 1.8 increase in the
absolute method results and the factor of 0.8 decrease in the
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relative method results. The Table I uncertainties are the
original nominal values.

It is useful to compare the absolute and relative method
results since the methods have different advantages and dis-
advantages and the phenomena that could systematically bias
the results are different. An examination of Table I shows
that only two of the eighteen measurements with results from
both methods are different by more than the nominal 1�
uncertainties. Furthermore, the absolute and relative
weighted means agree to within the uncertainties for all five
pressure groups where data from both methods exist �Table
II�. Therefore, no statistically significant difference exists be-
tween the results from the two methods. This provides evi-
dence that the absolute emissivity uncertainties have not bi-
ased the absolute method temperature results.

The weighted mean temperatures from the combined data
set �absolute results where available, relative where no abso-
lute is available� are also shown in Table II. Combining re-
sults from the two methods reduces the uncertainties, since
more measurements are incorporated into the average. The
uncertainty in the 42.1-GPa pressure group that has the most

measurements is �u� +4.0%, �l�−2.9%. The weighted
mean from this combined data set should provide the best
model constraints since the uncertainties are the smallest.

Prior temperature measurements of singly shocked liquid
deuterium have been performed with both gas gun and laser
facilities. Gas gun driven shock temperatures were reported18

for 11.3–23.4-GPa pressures. Laser-driven shock tempera-
tures were reported29 in the 31–230-GPa pressure range.
These measurements used five or six pyrometer channels to
measure the spectral radiance with �10% and �30% uncer-
tainty in the gas gun and laser driven experiments, respec-
tively. The gas gun experiments used two parameter fits to
the shape and intensity of the measured spectral radiance to
infer the emissivity and the temperature, with an estimated
temperature uncertainty of �5%. The laser-driven experi-
ments used a Drude model combined with reflectivity mea-
surements at 4000 and 8000 Å to specify the emissivity. The
temperature was inferred from fits to the spectral radiance,
with a nominal temperature uncertainty of �14% over the
pressure range studied here.

TABLE II. Weighted mean temperatures in seven pressure groups. The first two columns are the results
obtained separately with the absolute and relative measurements. The Combined T column uses absolute
method data where available and relative method data for the other measurements. The global weighted mean
incorporates gas gun data �Ref. 18� and laser data �Ref. 29� from the pressures that overlap the Z data
pressure groups. All uncertainties are reported at 1�, with the individual values multiplied by 1.8 for the
absolute method and 0.8 for the relative method �see text�. The gas gun and laser data uncertainties were also
multiplied by 1.8, to provide an equitable weighting for all results.

Pressure Absolute Relative Combined Global

�GPa� T �eV� T �eV� T �eV� T �eV�

+0.028 +0.033 +0.028 +0.019

22.3 0.453 0.456 0.453 0.429

−0.019 −0.026 −0.019 −0.015

+0.032 +0.046 +0.030 +0.028

32.4 0.541 0.573 0.550 0.546

−0.023 −0.032 −0.021 −0.021

+0.038 +0.037 +0.029 +0.027

42.1 0.755 0.708 0.723 0.706

−0.028 −0.026 −0.021 −0.020

+0.018 +0.26 +0.16 +0.16

64.4 1.350 1.180 1.304 1.304

−0.12 −0.13 −0.10 −0.10

+0.087 +0.13 +0.075 −0.073

70.3 1.323 1.122 1.257 1.257

−0.064 −0.075 −0.053 −0.052

+0.30 +0.24 +0.23

75.5 1.297 1.392 1.395

−0.16 −0.14 −0.14

+0.31 +0.31 +0.203

89.8 1.944 1.944 1.671

−0.22 −0.22 −0.171
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(a) Individual measurements
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FIG. 12. �Color� Shocked D2 temperature as a function of pressure. The thirty-seven individual measurements from Z experiments are
shown as black dots with error bars in �a�. The results from gas gun driven �Ref. 18� and laser-driven �Ref. 29� shock experiments are shown
as red diamonds and red asterisk symbols, respectively. The weighted mean temperature values in seven pressure groups are shown as black
dots in �b�. The displayed 1� uncertainties have been adjusted so that they represent the observed data distribution. The data are compared
with theoretical results published by Desjarlais QMD �Ref. 11� �blue solid line�, Kerley �Ref. 5� �red solid line�, Lenosky et al. �tight-binding
QMD �Ref. 7�� �red dashed line�, Collins et al. QMD �Ref. 12� �blue dot-dash line�, Ross �Ref. 4� �green solid line�, and Young �Ref. 6�
�green dashed line�.

BAILEY et al. PHYSICAL REVIEW B 78, 144107 �2008�

144107-12



The gas gun and laser experiments cannot be directly
compared, since they did not report results in the same pres-
sure range. However, both experiments can be compared
with the present results. The streaked spectrometers measure
the spectral radiance in approximately 300 wavelength chan-
nels with an absolute accuracy of �5–20%. The relative
accuracy as a function of wavelength was �3–10%. The
temperature uncertainties in the present experiment were ini-
tially estimated from the calibrations, considerations of the
apparatus, and the fit accuracy. The absolute method pro-
vides uncertainties that are often as low as �5%. The com-
bined data set consisting of absolute method results where
available and relative method results elsewhere has an uncer-
tainty averaged over all the experiments of −11% and +18%
for the lower and upper limits, respectively. These values
increase to −13% and +21% after adjusting the uncertainties
so that they represent the observed scatter in the data. Thus,
the uncertainties in the present experiments are comparable
to the prior work. However, there are three aspects that in-
crease the significance of the present measurements:

�1� The large number of measurements enables the quan-
titative inclusion of systematic influences that vary between
experiments. Such influences are likely to exist in every tem-
perature measurement based on spectral radiance diagnos-
tics. To the best of our knowledge, the consideration of the
data distribution is the only avenue to account for such ef-
fects. This approach requires a large number of measure-
ments and thus was not feasible in the prior work.

�2� Utilization of streaked spectrometers provides a large
number of wavelength channels that enable temperature de-
termination from the shape of the spectrum alone, without
necessity of an absolute calibration. This provides alternative

measurements that indicate no further systematic biases ex-
ist.

�3� The quantitative evaluation of pressure steadiness as a
function of time ensures that pressure variations do not alter
the results.

The results from the gas gun and laser experiments are
included in Fig. 12�a� as red diamonds and red asterisk sym-
bols, respectively. Some of the Ref. 29 results were reported
with 1� uncertainties and others were reported with 2� un-
certainties. To the best of our knowledge a detailed descrip-
tion of the origin for the Ref. 29 uncertainties has not been
published and we therefore divided the 2� error bars by two
in order to obtain a consistent set of 1� uncertainties for
comparison purposes. A visual inspection shows that the re-
sults from all three techniques are in relatively good overall
agreement. The gas gun driven18 shock temperatures at 22.6
and 23.4 GPa were 0.40 and 0.39 eV, respectively. Two mea-
surements at similar pressures are available in the present
experiments �Table I�. The gas gun results agree with the
Z904N20 datum �0.44 eV� to within the combined 1� uncer-
tainties. The Z904N19 datum �0.46 eV� is higher and it dif-
fers from the gas gun result by 1.3�. We consider this to be
good agreement, considering the complete independence of
the approaches followed. There are eight laser-driven mea-
surements in the pressure range studied here. The results
appear to lie within the envelope of the data distribution
from the present experiments �Fig. 12�a��. Seven out of the
eight Ref. 29 measurements agree with the weighted mean
temperatures reported here to within 2�. Again, this is con-
sidered to be reasonable quantitative agreement.

In a further effort to obtain unbiased results, we computed
a weighted “global” mean temperature in each pressure

TABLE III. Goodness of fit evaluated for eleven different EOS models. The first column is the normalized
�2 using the thirty-seven individual measurements. The second column is the �2 obtained with the smaller
uncertainties associated with the combined data set weighted mean temperature. The third column also uses
the combined T data but it ignores the 22.3-GPa result, motivated by the fact that this single measurement is
responsible for most of the discrepancy obtained with the Desjarlais QMD �Ref. 11�, Collins et al. QMD
�Ref. 12�, TB-QMD �Ref. 7�, and Sesame-p �Ref. 14� models. The fourth and fifth columns are similar, but
with the use of the global weighted mean obtained from a compilation of data from Z, gas gun �Ref. 18�, and
laser �Ref. 29� data.

Model

�2

individual
measurements

�2

weighted
mean

�2

weighted
mean w/o
22.3 GPa

�2

global mean
�2

global mean
w/o 22.3 GPa

Desjarlais 1.9 3.4 1.2 3.3 1.5

Kerley 1.7 2.2 2.0 2.8 3.1

GGA 2.3 6.0 1.12 6.0 0.9

TB 1.8 2.9 0.5 2.6 0.7

Ross 3.2 14.0 15.3 12.3 13.9

Young 5.3 27.2 28.9 25.2 27.1

SCVH 1.8 2.8 2.7 3.2 3.6

Sesame-p 1.6 2.0 1.3 2.0 1.9

LM-A, B 2.9 11.7 12.2 10.0 10.9

LM-H4 1.6 3.0 2.3 2.2 2.0

LM-SOCP 2.1 3.9 3.6 4.8 5.2
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group using the combination of the gas gun, laser, and mag-
netically driven experiments. The uncertainties for gas gun
and laser experiments were multiplied by a factor of 1.8 prior
to constructing the mean. This represents the same adjust-
ment for unknown systematic effects that vary from one ex-
periment to another as employed here for the absolute
method results. This amounts to assuming that the variations
due to unknown effects were similar and it avoids weighting

the prior data more highly, simply because the prior data set
was too small to provide an evaluation of the systematic
errors. The resulting global mean temperatures are shown in
Table II. The influence of including the other experiments on
the weighted mean temperature results is modest. The per-
cent change from the Z-only weighted mean temperature is
−5.3%, −0.7%, −2.4%, 0%, +0.2%, and −14.0% in the 22.3,
32.4, 42.1, 70.3, 75.5, and 89.8-GPa pressure groups.

VI. DISCUSSION

The results above confirm that the pressure obtained in
the magnetically driven flyer plate experiments was steady.
The temperature results can therefore be used to test various
models for the D2 equation of state �EOS�. Predictions for
shocked D2 temperature as a function of pressure from six
different EOS models are superimposed on the data in Fig.
12. This comparison includes four relatively “stiff”
models5,7,11,12 and two relatively “soft” models4,6 that predict
higher compressibility. It is obvious from Fig. 12 that the
stiff models fit the data better than the soft models. We quan-
titatively evaluated the goodness of fit using the normalized
�2 . = �1 / �N−m����1 /�i

2�Ti−Tm�Pi��2�, where N is the num-
ber of measurements, m is the number of free fit parameters,
�i is the uncertainty in the ith temperature measurement Ti,
and Tm�Pi� is the model temperature at pressure Pi. The nor-

20
P (GPa)

40 60 80
0

2

4

6

8

Dm

FIG. 13. �Color� Dimensionless deviation for the calculated
shocked D2 temperature compared with the weighted mean tem-
perature measurements, as a function of pressure. Dm= 
Tm

− �T	
 /�u or Dm= 
Tm− �T	
 /�l, depending on whether the model is
above or below the weighted mean. The color coding for the models
is the same as in Fig. 12.

Weighted mean; EOS models used in Jupiter core evaluation
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FIG. 14. �Color� Comparison of shocked D2 temperature as a function of pressure with EOS models used to evaluate the internal structure
of Jupiter �Ref. 14�. The weighted mean temperature results are shown as dots with 1� errors bars. The models employed in Ref. 14 are
SCVH �blue dash�, Sesame-p �red line�, LM-A, B �green line�, LM-H4 �green dash�, and LM-SOCP �red dot dash�. The QMD results from
the model in Ref. 11 are shown as a blue line for comparison with Fig. 12.
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malized �2 approaches unity for a fit that represents the data
set within the 1� uncertainties. The results �Table III� for the
individual measurements range from 1.7–2.3 for the stiffer
models to 3.2–5.3 for the softer models. The results from the
weighted mean temperatures display the same trend: the stiff
models �2 is significantly smaller than the soft models. The
�2 obtained using the weighted mean is larger than from the
individual results because the uncertainties are smaller. We
note that even for the stiff models the weighted mean �2

values are greater than 2, indicating that statistically signifi-
cant differences exist between the measurements and the
models. In order to examine the origin of this difference we
plot the dimensionless deviation as a function of pressure for
the six models in Fig. 13. The color coding of the curves is
the same as in Fig. 12. These results indicate that the largest
contribution to the �2 for the stiff models arises from the
22.3-GPa measurements. In contrast, the contributions to the
soft model �2 are large at all pressures. The third column in
Table III gives the �2 calculated excluding the 22.3-GPa
value. The normalized �2 is now approximately 1 for the
Desjarlais quantum molecular dynamics �QMD�,11 Collins et
al. QMD,12 and tight-binding QMD7 results, demonstrating
good agreement over the 32–90-GPa pressure range. The �2

values for the stiff models remain greater than ten. According
to Ref. 43, the probability of �2 exceeding four is roughly
0.1%. Considering the conservative approach we have
adopted to validate the temperature uncertainties, we must
conclude that the soft models constructed in Refs. 4 and 6 do
not correctly reproduce the D2 EOS.

The �2 computed using the global weighted mean tem-
peratures are also shown in Table III. The conclusions re-
main the same: the stiff models lead to the lowest �2 values
and the softer models are precluded. Again the Desjarlais
QMD,11 Collins et al. QMD,12 and tight-binding QMD7 re-
sults possess �2 values that approach one if the 22.3-GPa
pressure results are excluded. The conclusions are robust in
the sense that three completely independent measurement ap-
proaches have been incorporated, lending further confidence
to the model comparison results. It is interesting that models
which are very successful at predicting the temperatures over
the 30–90-GPa range still disagree with the 22.3-GPa mea-
surements when the gas gun results are averaged with the Z
results. The discrepancy at 22.3 GPa is strongly influenced
by the single Z904N19 measurement and we therefore be-
lieve that further measurements are needed to ascertain
whether this discrepancy is due to measurement errors or if it
implies ongoing model refinements are needed.

It is also interesting to examine the impact of these results
for applications. Inertial confinement fusion �ICF� capsule
implosions are predicted44 to reach higher final fuel density
and therefore achieve higher gain if the more compressible
EOS models are employed. Recent thermonuclear ignition
calculations45 use an EOS that is stated to be intermediate
between the softer and stiffer EOS models. Unfortunately, a
systematic evaluation of the EOS influence on ICF ignition
and gain has not yet been published, as far as we know. The
present results are incompatible with the soft EOS models
and therefore do not support the more optimistic predictions
obtained with those models. However, these results provide
improved certainty in the D2 EOS and therefore may pro-

mote the likelihood of ignition on the National Ignition Fa-
cility, since reducing the EOS uncertainty could allow direct-
ing the facility tuning experiments toward other remaining
issues.46

In contrast to ICF, systematic evaluations of the D2 EOS
influence on giant planets have been performed. Saumon and
Guillot14 constructed models for the internal structure of Ju-
piter and Saturn using different EOS models and the obser-
vational constraints provided by measurements of the planet
radius, mass, rotational period, and gravitational moment.
Models were employed that spanned the range of data found
in the available experiments.19–21,23–26 They used several lin-
ear mixing models, including a model �LM-A, B� similar to
Ref. 4, a model with a revised treatment of the metallic fluid
�LM-SOCP�, and a model with explicit introduction of D4
chains �LM-H4�. In addition, they used a version of the
SESAME EOS5 modified to improve agreement with low-
pressure measurements �Sesame-p� and the SCVH chemical
model.8 They found that Jupiter was particularly sensitive to
the EOS. Comparisons of the weighted mean temperature as
a function of pressure with results from five of the EOS
models published in Ref. 14 are shown in Fig. 14. QMD
calculations11 are superimposed in order to help relate these
models to the results shown in Fig. 12. The softest model,
linear mixing A and B �LM-AB�, is obviously incompatible
with the temperature measurements, as with the softer mod-
els displayed in Fig. 12. The goodness of fit for these models
is quantitatively evaluated using �2 in Table III. The indi-
vidual measurements exclude the soft LM-A,B models but
cannot distinguish between the stiffer �SCVH, Sesame-p,
LM-H4, LM-SOCP� models. The tighter constraints pro-
vided by the weighted mean and global mean show that only
the Sesame-p model approaches the fit quality obtained in
the comparisons described above with the Desjarlais QMD,11

Collins et al. QMD,12 and tight-binding QMD7 models. On
the other hand, the �2 statistic for the LM-H4 model com-
pared with the weighted mean temperature over the 30–90-
GPa range is 2.3, making it less likely but still a statistical
possibility.

This is significant because the results in Saumon and
Guillot14 indicate that the core of Jupiter has mass less than
approximately three Earth masses if the Sesame-p model is
used to represent the EOS. The implication of the present
results together with the Ref. 14 analysis is that the core
mass of Jupiter is too small to be consistent with formation
by accretion around a massive core. An alternative suggested
in Ref. 14 is that the core and outer gaseous envelope may
have mixed after formation.

In summary, the work presented here provides measure-
ments of pressure steadiness, emissivity, and temperature in
singly shocked D2 at pressures between 22–90 GPa. The
temperature measurements provide strong evidence support-
ing ab initio D2 EOS models that predict a maximum com-
pressibility of approximately four. The measurements pre-
clude the softer EOS models that predict approximately
sixfold compressions. The conclusions are the same even if
global mean temperature values are constructed from the ex-
isting data provided by gas gun, laser, and magnetic flyer
experiments. Finally, we note that the present work focused
entirely on conditions in singly shocked D2 along the Hugo-
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niot. However, high-quality data exist for multiply-shocked
conditions as well �Figs. 1 and 2�. Work is in progress to
infer temperature from these off-Hugoniot conditions. These
conditions are likely to be helpful in further EOS model
evaluations and in understanding giant planet interiors.
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