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A semiconductor (InSb) showed transient metal-like heat conduction after excitation of a dense electron-hole
plasma via short and intense light pulses. A related ultrafast strain relaxation was detected using picosecond
time-resolved x-ray diffraction. The deduced heat conduction was, by a factor of 30, larger than the lattice
contribution. The anomalously high heat conduction can be explained once the contribution from the degen-
erate photocarrier plasma is taken into account. The magnitude of the effect could provide the means for
guiding heat in semiconductor nanostructures. In the course of this work, a quantitative model for the carrier
dynamics in laser-irradiated semiconductors has been developed, which does not rely on any adjustable pa-
rameters or ad hoc assumptions. The model includes various light absorption processes (interband, free carrier,
two photon, and dynamical Burstein-Moss shifts), ambipolar diffusion, energy transport (heat and chemical
potential), electrothermal effects, Auger recombination, collisional excitation, and scattering (elastic and in-

1%

elastic). The model accounts for arbitrary degrees of degeneracy.
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I. INTRODUCTION

Metals at room temperature are excellent heat conductors
due to the high density and high mobility of the conduction
electrons. The phonon contribution to heat conduction is usu-
ally much smaller. Counterintuitively, semiconductors do not
become better, more metal-like heat conductors as tempera-
ture increases despite of increasing free-carrier numbers.
This is because the carrier mobility decreases due to scatter-
ing from an increasing number of phonons. The case is simi-
lar to chemical doping where the effect of increased carrier
density is equally counteracted by reduced carrier mobility
due to crystal defects introduced by the doping. Laser doping
on the other hand, i.e., the excitation of electron-hole pairs
by absorption of short laser pulses, does not reduce the car-
rier mobility since the lattice temperature remains low.

When a short light pulse with photon energies larger than
the energy gap interacts with a semiconductor, electrons are
excited from the valence into the conduction band mainly via
interband absorption. In a few tens of femtoseconds, the
electrons thermalize, i.e., reach a Fermi-Dirac distribution,
via carrier-carrier collisions.! On a longer time scale (of the
order of picoseconds), the carriers thermalize also with the
lattice, which is facilitated by inelastic carrier-phonon scat-
tering. Shifting carrier populations as well as the heating of
the lattice generate stress via deformation potential and ther-
mal expansion, respectively. The subsequent rapid expansion
triggers a strain wave,”> which can be described as a distribu-
tion of coherent acoustic phonons. As the plasma density
drops by ambipolar diffusion and recombination, the near-
surface strain due to the deformation potential relaxes
quickly, such that only thermal expansion remains after few
tens of picoseconds.

In the present time-resolved x-ray diffraction (TXRD)
study, it was found that this relaxation happens on the time
scale of a picosecond. This unexpectedly fast relaxation
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shows that ultrafast carrier and heat transport transfer the
laser-deposited energy deeper into the crystal. This transfer
has been studied by comparing the experimental observa-
tions with simulations based on a sophisticated transport
model.> This model takes full account of varying degrees of
carrier degeneracy, variation of transport coefficients over
time and depth, as well as separate quasi-Fermi levels for
electrons and holes. The measurement of the near-surface
strain was facilitated by exciting the sample with multiple
laser pulses in short succession,*® a technique that can be
used to either enhance or suppress the x-ray diffraction sig-
nal from the acoustic strain component. This allowed the
clear identification of the contribution from the quickly re-
laxing near-surface strain.

II. PREVIOUS WORK

Over the last decades, laser-solid interaction under com-
parable conditions has been extensively studied using probes
in the visible, near-infrared, or ultraviolet regime, which are
mostly susceptible to the carrier density.>’ To a smaller
extent these probes are also sensitive to strain.>? Light in the
visible, near-infrared, or ultraviolet regime though cannot di-
rectly resolve the shape of carrier density profiles in strongly
absorbing materials such as semiconductors or metals since
it does not penetrate sufficiently deep into the material. Indi-
rectly, this information can be obtained by probing the acous-
tic strain. This method is not limited by small penetration
depths because the acoustic strain propagates through the
probed area and, in this way, spatial information is trans-
ferred into the time domain. However, the evidence is rather
indirect. The laser generated acoustic strain depends on the
entire chronology of carrier density and lattice temperature at
all depths, i.e., it is both a noninstantaneous and nonlocal
function of the parameters that one intends to probe.
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FIG. 1. (Color online) Modulated x-ray reflectivity for three different laser pump schemes: (a) single laser pulse, (b) four equidistant
pulses 50 ps apart, and (c) four nonequidistant pulses at 0, 25, 100, and 125 ps. Measurements were taken at E=E;—9 eV (triangles)
(Ep=3630 eV, energy at rocking curve peak). The simulations are based on the phenomenological Thomsen model (description in text).
“Sim.1” includes both thermal expansion and electronic strain (red solid line), “Sim. 2” includes only thermal expansion (green dashed line),
and “Sim. 3” includes only thermal strain with a fast decaying near-surface strain (blue fine dashed line).

X-ray probes on the other hand penetrate deeply and
hence can resolve the profile of the nonpropagating near-
surface strain as well. The near-surface strain is a linear and
local function of carrier density and lattice temperature.
Since carrier dynamics after laser excitation are very com-
plex, we believe that, for reliable conclusions, both strains
must be probed as done in the presented work by TXRD.

TXRD studies have given insights into laser-solid interac-
tion. Many of these studies focused on coherent acoustic
phonons.'%!5 In addition, TXRD provided different perspec-
tives on nonthermal melting,'®!” optical phonons,'® and
folded phonon modes in semiconductor heterostructures.'®20
A few studies also included phenomenological transport
models.?!??

III. EXPERIMENT

The experiment was performed at beamline D611 at the
MAX-lab synchrotron-radiation facility. The setup is de-
scribed in more detail elsewhere.?®> The sample was excited
using 35 fs laser pulses with a wavelength centered at 790
nm. Prepulses and amplified spontaneous emission were less
than 1% of the main pulse. The laser repetition rate was 4.25
kHz, and the typical acquisition time was 20 min. The laser
spot size was 500X 1000 gm? [full width at half maximum
(FWHM)], and the energy per laser pulse was 7 ul. The
p-polarized laser pulses were incident at an angle of 54° to
the surface normal, resulting in a reflectivity of 21%. The
sample, an InSb crystal cut at 8° to the (111) plane, was
probed by x-ray radiation with an energy around 3630 eV
and an effective bandwidth of AE/E~2 X 10™*. The tempo-
rally modulated signal from the 111 reflection in Bragg ge-
ometry was recorded by a streak camera equipped with a CsI
transmission photocathode.”* The probed area was 170
X 670 ,u,mz, which is considerably smaller than the laser fo-
cal spot size. Under the assumption of a Gaussian beam pro-
file, the laser fluence was about 1.4 mJ/cm?. This value is
well below the melting or damage threshold of InSb.

Three different laser excitation schemes were used: single
pulse, four equidistant pulses separated by 50 ps (0, 50, 100,
and 150), and four nonequidistant pulses (0, 25, 100, and
125). For all schemes, the laser generated strain was probed
by x rays with the energy E=E;*9 eV, where E,
=3630 eV is the energy right in the center of the InSb 111

reflection peak. The x-ray angle of incidence was kept con-
stant. In this setup, the energy offset defines which phonon
wavelength is probed.>?> Under the described conditions,
coherent phonons from only one particular dispersion branch
are excited efficiently. If the sample surface were cut exactly
parallel to the (111) planes, this would be strictly valid and
only phonons in the longitudinal-acoustic phonon branch
would be excited. Since the (111) planes are actually at an
angle of 8° with respect to the surface, the situation is more
complex.?®?” First of all, a strict separation between longitu-
dinal and transversal modes cannot be made. All acoustic
modes have both longitudinal and transversal components.
Since the angle is relatively small, one acoustic branch is still
mostly longitudinal, i.e., its longitudinal component is con-
siderably larger than its transversal ones while the other two
branches are mostly transversal. Second, coherent phonons
in more than one acoustic branch are excited. The solution of
the inhomogeneous anisotropic wave equation?’ under the
given conditions shows that also one quasitransversal wave
is excited with an amplitude less than 13.5% of the quasilon-
gitudinal one. Since x-ray diffraction is only sensitive to the
strain component in the direction of the reciprocal-lattice
vector,” even an equally strong transversal wave would have
only 14% of the effect on x-ray reflectivity compared to a
longitudinal one. Hence, the x-ray signal from the quasi-
transversal wave is altogether less than 2% of that from the
quasilongitudinal one, which is well below the noise level
and therefore neglected here. Shear components of the quasi-
longitudinal mode and longitudinal components of the qua-
sitransversal modes are found to be smaller than 4% of the
dominant components and therefore neglected here as well.

For the single pulse excitation scheme, additional modes
at AE=*7 and =5 eV were probed in order to get an idea
of the width of the coherent phonon spectrum, and hence the
width of the acoustic strain profile.

The temporal modulations of the x-ray reflectivity for the
various schemes are shown in Fig. 1. The oscillatory part of
the reflectivity, which is clearly visible in the single pulse
and in the four equidistant pulse excitation schemes, origi-
nates from the acoustic part of the strain. In the case of the
four equidistant pulses, the oscillation amplitude of the x-ray
reflectivity increases from one period to the next in contrast
to the single pulse data. In the case of the nonequidistant
pulses, the oscillations are efficiently cancelled after a half
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FIG. 2. (Color online) Modulated x-ray reflectivity after excitation with a single laser pulse measured at three different x-ray energy
offsets (a) E-Ey=-9, (b) =7, and (c) =5 eV. The simulations are again based on the phenomenological Thomsen model (description in text).
“Sim.1” includes both thermal expansion and electronic strain (red solid line), “Sim. 2” includes only thermal expansion (green dashed line),
and “Sim. 3” includes only thermal strain with a fast decaying near-surface strain (blue fine dashed line).

period.*® The nonpropagating near-surface strain manifests
itself in a nonoscillatory modulation of the x-ray reflectivity.
The effects of the acoustic strain and the nonpropagating
near-surface strain are generally entangled. For example, a
relatively flat near-surface strain profile basically shifts the
reflection peak and hence the effective energy offset. This
leads to modifications of oscillation period and amplitude.
The present study was possible because the signal ratio from
both components could be controlled by the different multi-
pulse excitation schemes. To enhance comparability the same
number of laser pulses in all multipulse excitation schemes
was used, providing identical total fluence and fluence per
pulse. More than four pulses in a row did not exhibit signifi-
cant improvements, mainly due to the fact that the strain
profiles from four pulses with 50 ps distance already cover a
depth of 700 nm representing a considerable fraction of the
x-ray penetration depth.

IV. PHENOMENOLOGICAL MODEL

In earlier TXRD studies,'®!>1315 a phenomenological
acoustic model for the strain generation in laser-excited sol-
ids by Thomsen et al.? provided good agreement with experi-
mental data. However, it did not give insights into the physi-
cal processes in the laser-excited material. The Thomsen
model incorporates two effects giving rise to strain after laser
excitation. First, electronic strain that arises from the bond-
ing or antibonding character of the photoexcited electronic
states. It is described by the deformation potential. For a
given electron-hole pair density n, the uniaxial electronic
strain (no expansion perpendicular to the surface normal) in
a semiconductor is given by

I+vl oE
= ()2 1
7a(e) = T 3@ (1)

where v stands for the Poisson ratio and JE,/dP for the
variation of the energy gap under hydrostatic pressure.
The second effect is thermal expansion:

1+v
Nn(2) = i}ﬁAT(z), ()

where B stands for the thermal-expansion coefficient and AT
for the increase in lattice temperature. The Thomsen model is
often used in a way where the laser absorption depth is an

adjustable parameter to fit the experimental data. This is mo-
tivated by an increased effective absorption depth?! due to
energy transport following the laser excitation.

The need for a more sophisticated model becomes evident
when comparing phenomenologically modified versions of
Thomsen’s model to our data (Figs. 1 and 2). Thomsen’s
original model, taking electronic strain into account, strongly
deviates from the experimental data from the single laser-
pulse excitation scheme [“sim. 17 in Fig. 1(a)]. The predicted
strain is by about a factor of ten too high. By disregarding
electronic strain and using an effective absorption depth of
175 nm rather than the literature value?® of 95 nm [“sim. 2”
in Fig. 1(a)], a fair agreement is obtained. This first modifi-
cation of Thomsen’s model fails strikingly when applied to
the multipulse schemes assuming a simple superposition of
single pulse strain profiles [“sim. 2 in Figs. 1(b) and 1(c)].
The measured pulse-to-pulse increase in the x-ray diffraction
signal is considerably smaller than the linear increase in the
model. Therefore, the second modification includes relax-
ation of near-surface strain via a general diffusion process
where the strain itself is assumed to diffuse following Fick’s
law. A characteristic diffusion time of 7=2 ps gives a much
better fit for all three excitation schemes (“sim. 3” in Fig. 1).
This corresponds to a huge diffusion constant of 10 cm? s~'.
This value is purely phenomenological since many effects
contribute to the observed strain relaxation, including non-
diffusion effects such as Auger recombination. Furthermore,
such a rapid relaxation would affect the generation of acous-
tic strain. The reduction in near-surface strain by relaxation
is not taken into account when the acoustic strain is calcu-
lated, which might explain why it is still overestimated
“sim. 3” in Fig. 1(b)]. There are also indications that the
shape of the acoustic strain profile is not correct either. While
the last model reproduces the modulated x-ray reflectivity at
AE=-9 keV rather well [“sim. 3” in Fig. 2(a)] a discrep-
ancy arises at x-ray energy offsets of AE=—7 and -5 keV
[Figs. 2(b) and 2(c)] that probe longer phonon wavelengths.

When reviewing the three simulations based on the modi-
fied Thomsen model, it is clear that, in spite of the obvious
flaws, there is a very fast relaxation of the initial near-surface
strain. In order to get reasonable agreement, electronic strain
had to be neglected and the phenomenological model gives
no motivation for this ad hoc assumption.
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V. VAN DRIEL’S MODEL

To gain further insights, a model is required that takes into
account the relevant physical processes affecting strain gen-
eration and relaxation in a laser-irradiated semiconductor.
Ideally the model should have no free parameters and should
not be based on any ad hoc assumptions. A model that al-
most meets these requirements has been developed by Van
Driel.?

A. Transport equations

Van Driel’s model? is a self-consistent model based on the
Boltzmann transport equation in the relaxation-time approxi-
mation. In this model the electron-hole pair density n, the
carrier energy density u, and the lattice energy density u;
fulfill the respective balance equations:

on dj" [on on

o= ] 3)
dt 9z dr coll Jt laser

J aj* J 17

B () () @
dt  dz /ey \ Ot/ jaer

d J aT J
ﬂ——(n—>:—(—”) , (5)
dt  dz\ “dz -

with the electron-hole pair current density j”, and the carrier
energy current density j* defined by

Oy Oty 0,9,97,

o e, —ea—c 6
J e? 0z e 0z (6)
.U &Te -n n

J :_)\a + my) —em,) . (7)
0z

Here, z stands for the depth coordinate, w,=u.—u, for the
difference between Fermi levels of electrons and holes, and
T, for the carrier temperature, which in general can be dif-
ferent from the lattice temperature 7.

Equation (3) represents the electron-hole pair balance
equation. The first term on the right-hand side (rhs),
(dn/dt).qn> describes collisional excitation as well as recom-
bination of electron-hole pairs via the Auger effect. The sec-
ond term, (dn/dt),eer describes the excitation of electron-
hole pairs in the laser absorption process. The second term
on the left-hand side (lhs) stands for changes of the electron-
hole pair density due to transport. Carrier transport can be
broken down into two parts according to the expression for
the electron-hole pair current in Eq. (6). The first term on the
rhs describes diffusion while the second term describes ther-
modiffusion. This split up is not unequivocal. Rather than
Fermi levels and temperature, one could consider electron-
hole pair density and temperature as independent variables.
The terms for diffusion (density gradient) and thermodiffu-
sion (temperature gradient) would be different because the
Fermi levels depend both on carrier density and temperature.
In any case, o, and Q, stand for the ambipolar electrical
conductivity and the ambipolar Seebeck coefficient (ther-
mopower), respectively.
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Equation (4) represents the energy balance equation for
the carriers. The first term on the rhs, (du/dt).,, describes the
energy loss due to inelastic phonon scattering while the sec-
ond term, (Ju/ dt)j,er» describes the energy gain by laser ab-
sorption. The second term on the lhs stands for the gain or
loss per unit time via energy transport. Energy transport in
the electron-hole plasma can be broken down into three parts
according to the three terms for the energy current density on
the rhs of Eq. (7). The first term describes heat conduction,
and the second and third terms describe the transfer of heat
and chemical potential, respectively, associated with the
electron-hole pair current. The transport coefficients A\, and
, stand for the thermal conductivity of the electron-hole
plasma and the Peltier coefficient, respectively. The Peltier
coefficient describes the amount of heat transported per unit
electrical current. For drifting electrons, for example, the
Peltier coefficient is always negative and thus the heat flows
into the same direction as the particle current. The distinction
between heat conduction and heat transport by drifting
electron-hole pairs is somewhat artificial here. Heat conduc-
tion also involves carrier exchange between warm and cold
regions. The only difference to heat transport by an ambipo-
lar carrier flow is that the electric currents cancel out in each
individual band and not only in all bands together. Further-
more, according to Eq. (6) the electron-hole pair current is
also driven by the temperature gradient. Hence, the heat cur-
rent associated with an electron-hole pair current has a lot in
common with convection in fluids and therefore can be con-
sidered as a form of heat conduction.

Equation (5) finally represents the energy balance equa-
tion for the lattice. The second term on the lhs describes
lattice heat conduction with the lattice thermal conductivity
N.. The energy balance equation for the lattice is linearly
coupled to that for the electron-hole plasma via the inelastic
electron phonon-scattering term (du/ dt)ep.

Three bands are involved in carrier and energy transport:
two valence bands (heavy and light holes) and the conduc-
tion band. The carrier transport coefficients o,, Q,, \,, and
, are therefore weighted sums of three single band coeffi-
cients. These sums are determined from the conditions for
ambipolar flow, j.+j,+j,=0, and the condition for thermal
equilibrium between heavy and light holes, u;,=u,. For ex-
ample, the electrical conductivities of the two valence bands
have to be added to obtain the overall valence-band conduc-
tivity, o,=0y,+0;, whereas the resistivities of valence and
conduction bands have to be added to obtain the total ambi-
polar conductivity, 0';1 = 0';1 + 0':_1. Different sum rules apply
for other transport coefficients. The rules for two bands in
thermal equilibrium, applicable to the two valence bands, are
given in standard textbooks.’® The rules for an ambipolar
flow can be found in Van Driel’s work.?

The single band transport coefficients are given by band
integrals similar to that for the electrical conductivity,

2
O-(Iu” Te) == %f dE p(E)Tm(E)Uz(E)%(E— My Te)a (8)

where p stands for the density of electronic states, 7, for the
momentum relaxation time, v for the carrier group velocity,
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and f for the Fermi-Dirac distribution function. The integral
expressions for the other transport coefficients can be found
in standard textbooks.3? All transport coefficients are in gen-
eral functions of carrier temperature and Fermi level. Carrier
temperature and Fermi level in turn are functions of electron-
hole pair density and carrier energy density implicitly given
by the integral equations

n(ILL’ Te) = J dE P(E)f(E - M, Te)’ (9)

and

u(M’ Te) = f dE P(E)E f(E_ M, Te)- (10)

Electron-hole pair density and energy density vary consid-
erably over depth and time. Hence, also temperature and
Fermi levels are functions of depth and time, and with it all
transport coefficients. The transport coefficients depending
on electron-hole and energy density means parametric cou-
pling between Egs. (3) and (4).

B. Basic assumptions

A major assumption in Van Driel’s model is that of a
partial local thermal equilibrium. Only partial because not all
thermodynamic subsystems are in equilibrium with respect
to both energy and particle exchange. No thermal equilib-
rium is assumed between the free carriers and the lattice, i.e.,
T,# T. Holes and electrons are assumed to be in mutual ther-
mal equilibrium with respect to energy exchange but not
with respect to particle exchange, i.e., u.# w,. The assump-
tion of a partial local equilibrium allows for the description
of the energy spread of electrons and holes by two Fermi-
Dirac distribution functions with only three parameters,
namely w., w,, and T,. This assumption is justified by the
extremely short energy relaxation time due to carrier-carrier
scattering. For electron-hole pair densities around 10?° cm™3,
this is only a few tens of femtoseconds.! Therefore processes
occurring on a longer time scale can be safely assumed as
quasistatic. There is one effect where this assumption is not
entirely justified, namely the dynamical Burstein-Moss shift,
also known as band filling.3! It is the shift of the interband
absorption edge to higher photon energies due to the deple-
tion of electrons in the valance band and/or filling of elec-
tronic states in the conduction band. For the occupation
probabilities, Fermi-Dirac distribution functions are as-
sumed. The effect takes place on a time scale of the laser-
pulse duration, which in the presented study is comparable to
the carrier-carrier energy relaxation time. Band filling though
turns out to have only a small effect at the laser fluence used
in the experiment and thus the overall error introduced by
assuming thermal distributions is only marginal. Another ba-
sic assumption is the validity of the relaxation-time approxi-
mation. Since carrier temperatures of several thousand kelvin
are reached, all relevant scattering processes, namely polar-
optical scattering, and acoustic and optical deformation-
potential scatterings, can be considered quasielastic. There-
fore a momentum relaxation time can be defined and hence
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the relaxation-time approximation is valid.’>* Another as-
sumption is implicit in the form of the transport equations
given above. All gradients and transport coefficients are sca-
lar. This implies one dimensionality, i.e., one spatial coordi-
nate is sufficient to describe spatial variation. This assump-
tion is justified by the experimental geometry: laser
absorption, heat transport, and all other processes happen in
a thin surface layer with a thickness of the order of 1 um.
The lateral dimensions defined by the laser focal spot size,
on the other hand, are by about a factor of 100 larger. Ergo,
gradients along the surface normal are by a factor of hundred
steeper than gradients perpendicular to it and hence:
(81 x,dl dy,dl dz) = (0,0, 0/ dz).

C. Extensions

Van Driel’s model has been extended in one major re-
spect: carrier-phonon scattering is treated in more detail. Van
Driel assumes the momentum relaxation time to be propor-
tional to E-'2, which is the case for deformation-potential
scattering. Acoustic deformation-potential scattering is typi-
cally the dominant scattering process in nonpolar semicon-
ductor crystals at room temperature. The momentum relax-
ation time for acoustic deformation-potential scattering is
given by3>3

1w

- k)
Todef  ldet

(11)

with lger=mh*prasvi/m*E2kyT standing for the mean-free-
path length, p,.. for the crystal’s mass density, v; for the
speed of the longitudinal-acoustic mode, m for the effective
carrier mass, and E, for the acoustic deformation potential.
In polar semiconductors such as InSb on the other hand,
polar-optical scattering usually predominates with 7,
« E*12 or more specifically3>*3

1 &2 _ . how
= g _851)_LU(E;[2N(ﬁwPh,T) +1], (12)
m pol

where N(fiwy,,T) stands for the Bose-Einstein distribution
function, and e.,, for the optical and static permittivity, re-
spectively. However, through laser excitation, deformation-
potential scattering is enhanced by the increased number of
highly energetic carriers with very short deformation-
potential scattering times, 7, 4.t E""2. Hence, in laser-
excited polar semiconductors, deformation-potential scatter-
ing must be taken into account as well. The combined
momentum relaxation time for both scattering processes,
il=rl o+ T;nlpol, cannot be expressed by a simple power
law «E%. This would imply high computational costs for the
determination of transport coefficients because integrals like
that in Eq. (8) cannot be expressed by Fermi integrals. This
can be avoided by approximating the momentum relaxation
time for deformation-potential scattering by 7, 4of(E)
=~ Ty pol(E)laet/ Lpol» Where [ stand for the average free path
length for polar-optical scattering defined by

lp01=de pv 7'mpolf/de pf- (13)
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The accuracy of this approach was checked by compari-
son to the exact integral expressions for the transport coeffi-
cients for a wide range of temperatures and electron-hole
pair densities. It turned out to be typically better than 20%.
Furthermore, detailed expressions for energy relaxation rates
(GE/dlt),, are used rather than a constant energy relaxation
time as in Van Driel’s work. Using expressions directly from
the literature for polar-optical scattering® and optical
deformation-potential scattering®> gave rise to numerical
problems in regions where carrier and lattice temperature are
close, T,~T. These problems arose from the fact that the
energy rate (du/dt), derived from these expressions is small
at 7,=T but not zero. By introducing the correction factors,
exp(=hwyy/2kpT,), to the phonon absorption rate (upper
sign) and the phonon emission rate (lower sign), respectively,
this problem could be solved. These correction factors result
directly from the condition (du/dt).,=0 for equal lattice and
carrier temperature. The correction is small, i.e., the correc-
tion factors are close to one, for the vast majority of carriers
if the average thermal carrier energy kzT, is large compared
to the phonon energy % w,. The high-temperature limit of the
energy relaxation rate for polar-optical scattering is then
given by

at v(E)
Xsinh[fiwp (T, = T7")/2kg]. (14)

JE 2 fw )?
(_) - %(g;l B 8;1)(_%}1_)N(f“"ph’T)
po!

The hyperbolic sine function is a direct consequence of
the introduced correction factors. The equivalent expression
for optical deformation-potential scattering is

(@) __1 (mE)
Ot / et 2ﬂ'ﬁ2a2pmass
Xsinh[fiwp (T, = T7")/2kg], (15)

v(E)N(fioy,, T)

with the lattice constant a, and the optical deformation po-
tential E,.*® The total-energy rate (du/dr), is obtained by
integrating the energy relaxation rate (JE/d1)e,=(JE/d1)
+(dE/dt)4er over all (initial) electronic states, (du/dt)e,
=[dE p(JE/dt)eyf.

Other changes to Van Driel’s model were mandatory due
to the particularities of InSb. InSb has a nonparabolic con-
duction band and a narrow-band gap (0.18 eV at room tem-
perature). The nonparabolicity leads to an energy dependent
effective electron mass, m.(E), and affects among other
things electron momentum and density of states. Therefore,
detailed band shapes and density of state functions for the
conduction band®” were used. As a direct consequence of the
narrow-band gap, the rates of collisional excitation and Au-
ger recombination scale with the square of the electron-hole
pair density rather than to the cube® (dn/dt).=[-1
+exp(—u,/kgT,)JAn>.

D. Strain generation and x-ray diffraction

Strain generation and x-ray diffraction were modeled on
the basis of the results from Van Driel’s extended model. For
thermal expansion and electronic strain, the expressions in
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Egs. (1) and (2) were used. Since the InSb crystal structure
has no inversion symmetry center, and because different
electron and hole mobilities can potentially create strong

electrical fields, the converse piezoelectric effect*® was con-
sidered as well,
1+v
7i(2) = ——dF, (16)
1-v

where d stands for the piezoelectric modulus and F for the
electrical field. The electrical field can be directly determined
from the condition of ambipolar flow, j.+j,+j,=0. The
acoustic strain that arises from the evolution of thermal, elec-
tronic, and piezoelectric strains follows from the solution of
the inhomogeneous acoustic wave equation.” Finally, x-ray
diffraction from the strained crystal was modeled within the
dynamical theory of x-ray diffraction. The effects of strain
on diffraction are described by a system of two coupled par-
tial differential equations, also known as Takagi-Taupin
equations.*! For only depth dependent strain gradients, this

TABLE 1. Parameters used in the simulation.

Description Value Unit
Laser absorption depth® at 790 nm 95 nm
Laser refractive index® at 790 nm 4.568

Two photon absorption coefficient” 2.5 cm MW-!
Lattice heat capacity® 0.207 J g TK!
Lattice thermal conductivity? at 300 K 17.4 W m™! K!
Linear thermal-expansion coefficient®  5.37 X 107° K™!
Piezoelectric modulus® d4 23510710 cm V!
Elastic modulus® ¢y, 6.472x 10" N m™
Elastic modulus® ¢, 3.645x 10" N m™
Elastic modulus® ¢4 3.020x 10 N m™
Poisson ratio® 0.24

Mass density®© 5.8 g cm™
Speed of long acoustic modef 3860 ms™!
Energy gap® 0.18 eV
Change of energy gap with pressure® 16X 1076 eV bar™!
Effective mass heavy holes® 0.4 mg
Effective mass light holes® 0.016 m
Auger coefficient® 1.5x107° cm? 7!
Optical phonon energy® 23 meV
Rel. optical permittivity® 15.68

Rel. static permittivity® 18

Optical deformation-potential holes" 40.2 eV

#Reference 29.

bReference 43.

‘Reference 44.

dReference 45.

®Calculated from elastic constants for the given sample geometry
(Ref. 46).

fCalculated from elastic constants for the given sample geometry
(Ref. 27).

EReference 39.

"Reference 36.
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FIG. 3. (Color online) Simulation results at 50 fs (red solid line),
2 ps (green dashed), 4 ps (blue short dashed), 6 ps (magenta dotted),
8 ps (cyan dash dotted), and 10 ps (gray 4-dots) after the peak of a
single laser pulse: (a) energy density, (b) electron-hole pair density,
(c) carrier temperature, (d) lattice temperature, (e) Fermi-level
holes, (f) Fermi-level electrons, (g) ambipolar diffusivity, and (h)
ambipolar thermal conductivity. The horizontal lines in the Fermi-
level diagrams represent the band edges of valence and conduction
band at 0 and 0.18 eV, respectively.

system can be reduced to a single ordinary differential
equation,*> which was solved using a fourth-order variable
step size Runge-Kutta algorithm.

VI. SIMULATIONS

Simulations based on Van Driel’s extended model were
performed using the parameters given in Table I.

A. Laser absorption and early conditions

The first result is that under the given conditions the direct
photoexcitation of electrons from the valence into the con-
duction band is the absolute dominant laser absorption pro-
cess. Other processes such as free carrier or two photon ab-
sorption were found to be irrelevant mainly due to the low
laser fluence/flux. The dynamical Burstein-Moss shift has
only marginal effects, as mentioned earlier.

Initial depth gradients of electron-hole pair and energy
density follow closely the exponentially decreasing laser-
deposited energy [Figs. 3(a) and 3(b)]. From that the initial
carrier temperature and Fermi levels can be deduced [Figs.
3(c), 3(e), and 3(f)] by numerically solving the integral Egs.
(9) and (10). In a surface layer of about 500 nm thickness,
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the carrier temperature profile is rather flat and the tempera-
ture there amounts to about 3000 K. The flatness arises from
the fact that each electron obtains the same amount of energy
when photoexcited, and the only parameter that affects the
carrier temperature is the ratio between chemical potential
and thermal energy. The Fermi levels of electrons and holes
on the other hand have extreme values at the surface, and
fall/rise quickly with increasing depth [Figs. 3(e) and 3(f)].
At the surface they lie deep within the respective band. At a
depth of about 150 nm they intersect. Beyond that depth the
Fermi level of the holes exceeds that of the conduction elec-
trons. The reason for this Fermi-level inversion is the con-
stantly high carrier temperature. Because the carrier numbers
decrease quickly, the only way to fulfill Eq. (9) for low car-
rier densities is to move the Fermi levels far outside the
respective band.

B. Auger recombination and collisional excitation

The region with Fermi-level inversion persists up to a few
picoseconds after the laser incidence. The electron-hole
plasma there experiences cooling due to collisional excita-
tion. In the region near the surface on the other hand, heating
due to Auger recombination prevails. One might expect that
this leads to a steeper temperature gradient. This is not the
case because at the same time heat is transported away from
the surface into larger depths, counteracting Auger heating/
collisional cooling. On the contrary, collisional excitation has
a balancing effect on temperature. It prevents low-density
plasma regions from heating up to extreme temperatures due
to the transfer of high energy electron-hole pairs from denser
plasma regions.

C. Degeneracy and enhanced transport

Over the full length of a simulation (500 ps), both holes
and electrons are found to be degenerate even beyond the
relevant depth of 1 um. The electrons in the conduction
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FIG. 4. (Color online) Strain profiles calculated using (a) the
Van Driel and (c) the Thomsen models at 50 ps (green dashed line),
100 ps (blue short dashed), 150 ps (magenta dotted), 200 ps (cyan
dash dotted), and 250 ps (gray four dot) after incidence of a single
laser pulse. To enhance clarity, the compressive strain components
according to (b) Van Driel’s and (d) Thomsen’s models are shown
also at a different scale.
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FIG. 5. (Color online) Modulated x-ray reflectivity: pump schemes are the same as in Fig. 1. The simulations are based on Van Driel’s
extended model including various transport mechanisms and scattering processes (description in text). Measurements were taken at E=E|

-9 eV (triangles) and E=Ey+9 eV (circles).

band are degenerate even before laser excitation because the
intrinsic Fermi level lies close to the conduction-band edge.
Over depth and time the carriers run through all degrees of
degeneracy such that neither the nondegenerate nor the fully
degenerate limit can be applied. The high degree of degen-
eracy in combination with high carrier densities and tem-
peratures enhance transport capacities enormously. Com-
pared to unexcited InSb ambipolar diffusivity increases
tenfold and carrier thermal conductivity 10 000 fold [Figs.
3(g) and 3(h)]. The thermal conductivity of the carrier gas
even exceeds that of the lattice by a factor of 30, making heat
conduction basically metal-like. Nevertheless most heat is
transported by drifting electron-hole pairs. Diffusion turns
out to be the dominant carrier transport mechanism mainly
due to the steepness of the electron-hole pair density gradi-
ent. Thermodiffusion and other effects driving the ambipolar
carrier current such as the carrier self-energy correction’
were found to be negligible.

D. Scattering and relaxation

Carrier mobility and, as associated with it, carrier trans-
port capabilities are generally limited by scattering pro-
cesses. First of all, scattering randomizes the carrier momen-
tum in a particular direction (momentum relaxation), and
second, carrier excess energy is transferred to the atoms (en-
ergy relaxation). In semiconductor crystals at room tempera-
ture (lattice), this happens mainly via phonon scattering.
Carrier-carrier scattering is strong but does not change the
overall carrier momentum because all carrier species drift in
the same direction at equal speed. Energy relaxation by
carrier-carrier scattering on the other hand is already intrin-
sically included in the Van Driel model. By assigning a

single temperature to the electron-hole plasma, energy relax-
ation via carrier-carrier scattering is basically assumed in-
stantaneous.

Since the excess kinetic energy of the carriers is high
compared to the phonon energy, many carrier-phonon-
scattering events are required for full energy relaxation. As a
consequence energy relaxation via carrier-phonon scattering
takes much longer than momentum relaxation. The shortest
energy relaxation times were found at the highest levels of
excitation, i.e., at early times close to the surface, where
deformation-potential scattering is strong and adds to polar-
optical scattering. However, the energy relaxation time
amounts to 7 ps even then. In reality, energy relaxation takes
even longer since scattering becomes weaker as the level of
excitation drops.

E. Thermal expansion, electronic, piezoelectric,
and acoustic strains

Strain from the converse piezoelectric effect has been
found to be entirely negligible. Electrical fields due to differ-
ent hole and electron mobilities reach 10* V/cm, resulting
in a strain of the order of 1075, In laser-excited heterostruc-
tures on the other hand, the converse piezoelectric effect has
been found to be the dominant strain generating
mechanism.*’~*° One reason for this disparity is that the elec-
trical fields in a heterostructure due to charge separation in
chemical-potential gradients are much stronger.

Slow carrier energy relaxation implies that the lattice tem-
perature rises only slowly and with it thermal expansion.
Electronic strain on the other hand is instant and therefore
dominates the acoustic wave generation. Modeled strain pro-
files as function of depth and time are shown in Fig. 4. In
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FIG. 6. (Color online) Modulated x-ray reflectivity after excitation with a single laser pulse measured at three different x-ray energy
offsets (a) E-Eq==*9, (b) =7, and (c) =5 eV. The simulations are based on Van Driel’s extended model (description in text).
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turn, the slow increase in thermal strain implies that there is
only electronic strain at early times and that the observed
ultrafast decay of near-surface strain must be due to a rapid
decrease of electron-hole pair density. The simulation shows
that this is indeed the case. Due to carrier diffusion and Au-
ger recombination the electron-hole pair density drops by a
factor of 1/e within precisely 2 ps. The contribution of car-
rier transport is larger but nevertheless Auger recombination
cannot be neglected. The relaxation of electronic strain hap-
pens so quickly that the amplitude of the initially generated
acoustic wave decays rapidly. This explains the overestima-
tion of acoustic strain in the Thomsen model where the near-
surface strain remains constant [Figs. 4(c) and 4(d)]. Thermal
expansion builds up slower but is more persistent than elec-
tronic strain. Already after about 5 ps after laser incidence,
thermal expansion exceeds electronic strain. Given the ear-
lier estimated time constant for lattice heat conduction of 600
ps, thermal expansion is basically static on the considered
time scale once the carriers have thermalized with the lattice.

VII. CONCLUSIONS

Given that the extended Van Driel model has no free pa-
rameters to fit the experimental data, the agreement between
measured and modeled x-ray reflectivity shown in Figs. 5
and 6 is excellent. The model explains the unexpectedly
small near-surface strain [Figs. 1(b) and 1(c)], the even
smaller amplitude of the acoustic wave [Fig. 1(b)], and re-
produces the acoustic wave profile better than the Thomsen
model [Figs. 2(b) and 2(c)]. The extended Van Driel model
shows that these effects are caused by the ultrafast decay of
near-surface strain due to enhanced carrier transport. Associ-
ated with this is ultrafast carrier heat conduction.

Carrier heat conduction is so efficient that it is potentially
useful for removing heat out of semiconductor nanostruc-
tures such as, e.g., integrated electronic circuits, in particular
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FIG. 7. (Color online) Enhanced heat dissipation by laser pump-

ing: simulated lattice temperature gradient due to a constant heat
flow with and without laser excitation.

since the laser does not introduce much heat into the system.
In case of the single pulse excitation scheme, the lattice tem-
perature only rises by less than 13 K. More simulations were
done to explore this aspect. A heat source was assumed to
continuously generate 1 MW cm™2, leading to a temperature
difference of 70 K as this heat dissipates through a 100 nm
thin slab of InSb. Laser exciting the InSb slab reduces this
temperature difference by 20 K (Fig. 7). However, this pro-
cess is not ultrafast. Due to the large lattice heat capacity and
the relatively weak coupling of the carriers with the lattice, it
takes about 400 ps over which laser excitation has to be
maintained. Using a 3 wm wavelength infrared laser, the
overall energy input still needs not to be larger than
5 mJ cm™.
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