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The solid inner core of the Earth consists mostly of iron. There is accumulating evidence that, at the extreme
pressures and temperatures of the deep Earth interior, iron stabilizes in the body-centered-cubic phase. How-
ever, experimental study of iron at those conditions is very difficult at best. We demonstrate that our ab initio
approach is capable of providing volumetric data on iron in very good agreement with experiment at low
temperature and high pressure. Since our approach treats high-temperature effects explicitly, this allows us to
count on similar precision also at high temperature and high pressure. We perform ab initio molecular-
dynamics simulations at a number of volume-temperature conditions and compute the corresponding pressures.
These points are then fitted with an equation of state. A number of parameters are computed and compared with
existing data. The obtained equation of state for high pressure and temperature nonmagnetic body-centered-
cubic phase allows the computation of properties of iron under extreme conditions of the Earth’s inner core.
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I. INTRODUCTION

This paper was motivated by the recent advances in our
knowledge of the state of iron under extreme conditions of
pressure �P� and temperature �T�. In the last fifty years1–3 it
has been established that the Earth has a solid inner core and
that the core consists mainly of iron. Understandably, an
enormous amount of both experimental and theoretical work
was devoted to studies of iron, attempting to measure or
compute the properties of iron in the Earth’s interior. While
the pressures of the Earth’s inner core �IC�, 3.3–3.64 Mbar,
are within reach of advanced experimental studies, the pres-
sures and temperatures �above 4500 K� simultaneously in-
side the IC remain inaccessible. Shock wave experiments
�particularly those with precompressed iron samples� allow
the reaching of the conditions of the IC; however, the nature
of the emerging phase is not always clear. X-ray in situ stud-
ies of shock wave compressed samples are not routine yet.
So far the equations of state �EOSs� of solid iron under the
IC conditions relied mostly on extrapolations of properties
measured at pressures and temperatures that are lower than
the conditions in the IC.4

Let us summarize what is firmly established in this field
on the basis of static experiments and what remains to be
firmly established. First of all, the low-temperature stable
phase of iron is the hexagonal close-packed �hcp� phase.5

The temperature limit of this phase is not well known. It was
demonstrated in a recent work by Ma et al.6 that, up to pres-
sures of 161 GPa and temperatures of up to 3000 K, the hcp
phase is stable. With regards to the melting temperature of
iron, the study by Ma et al.6 demonstrated that the earlier
measurements, which relied on the ability of the naked eye to
determine the atomic structure of the emerging phase,7 are
too low and have to be shifted upward by about 700 K �Fig.
1�. Note that, however, this is not merely a correction by 700

K at the pressure of 105 GPa. The old measurements7 posi-
tioned the melting point at about 2800 K at 105 GPa. Con-
sidering that the melting point of iron at the pressure of 1 bar
is 1811 K, the pressure induced increase in the melting tem-
perature �Tm� has been moved up from about 1000 K to 1700
K. That is, the average dT /dP slope of the melting curve
increased by about 70%. This is an enormous correction. The
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FIG. 1. �Color online� High-pressure iron phase diagram as
computed from embedded-atom method tuned to full potential
linear-muffin-tin orbitals method �Ref. 8�. Continuous curves repre-
sent phase boundaries as provided in the legend. The open circles
correspond to the low melting curve �Ref. 7�, the star is the most
recently measured melting temperature �Ref. 6�, and the diamonds
with error bars are solid-solid and melting transitions. The points
where we computed PVT points on bcc iron �with 54 atoms super-
cells� are shown by filled circles. Two open squares show the
points, computed with 128 atoms �see text for discussion�.
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result of Ma et al.6 was in fact predicted in 2000 by
Belonoshko et al.,9 while other melting studies, published in
about the same time,10,11 either overestimated10 or
underestimated11 the melting temperature.

Given that Ma et al.’s6 study was performed with consid-
erably advanced experimental technique compared to the
technique in the past century, we gave more credence to their
data. Then the questions remains, if not melting, what was
observed in the former7 experiments? One could argue that
the temperature measurements had been systematically too
low, and that both experimental sets represent melting but
with the difference that one study6 provides correct tempera-
ture measurements while the other7 provides wrong tempera-
ture measurements. This is definitely a possibility. However,
the melting temperature at the highest pressure of 2 Mbar
�Fig. 1� measured so far7 is coincident �within error bars�
with the solid-solid transition observed in the shock wave
experiments12 �recently objected13 but it is likely that some
experimental differences are responsible for the different re-
sults�. This suggests that the “low” melting curve might in
fact represent a solid-solid boundary starting from some
�high� pressure �say above 120–150 GPa�. Such a hypothesis
was tested8 and, indeed, the transition from hcp to body-
centered-cubic �bcc� phase was found �Fig. 1�. Since the free
energies of the solid Fe phases are extremely close when the
temperature approaches melting, different methods produce
varying results.14 However, even when a pure bcc Fe phase
comes out unstable, it is admitted that when slightly alloyed
by light elements, Fe becomes stable in the bcc phase.14 Let
us now turn to the experimental studies.

Recently, the hcp-bcc transition was observed in Fe al-
loyed with 10% of Ni at a pressure of 225 GPa and tempera-
tures just above 3400 K.15 One can see that these conditions
are very close to the hcp-bcc boundary as predicted by
Belonoshko et al.8 �Fig. 1�. Somewhat lower temperature of
the experimental transition �3400 K� in comparison to the
theoretically predicted8 temperature �4000 K� is in accor-
dance with the depression due to Ni.15 The most recent ex-
perimental study16 has found a mixture of hcp and face cen-
tered cubic �fcc� in the pure Fe sample, annealed from 160
GPa and 3600 K. Exactly the same mixture is found in Zr if
it is quenched from the bcc stability field.17 Again, these
conditions practically coincide with the hcp-bcc phase
boundary �Fig. 1� predicted in 2003.8 While the field for the
bcc stability remains to be established, these observations
along with the earlier shock wave experiments measuring
rarefaction waves velocity behind the shock wave front12

provide strong evidence in support of the bcc stability in the
IC. Besides, assumption of the bcc stability allows one to
explain both the low rigidity18 and anisotropy19 in the IC.

Thus, the hcp phase of iron might exist nowhere on �or
inside� the Earth except within a high-pressure device of an
experimentalist. Therefore, it is understandable that an equa-
tion of state for the bcc Fe phase at high PT has to be estab-
lished. Such an equation is needed for the following reasons.
First, it is of ultimate importance for describing the mecha-
nism, dynamics, and thermodynamics of the IC. The IC is
approximately 90% iron; therefore the end member of this
alloy, the bcc phase of Fe, has to be described. Second, be-
cause an EOS for the hcp phase under the IC conditions

exists in many versions, it is of interest to make a compari-
son between the equations of state for these phases. Third, it
is important to provide a correct way for deriving such an
equation because previous attempts are not satisfactory due
to the reasons explained below.

The paper is organized as follows. In Sec. II we provide a
description of the density functional theory �DFT� technique
we employed to compute a set of PVT �V as volume� points
for the bcc iron phase. Further, in the same section, we pro-
vide a description of the particular EOS we applied to de-
scribe the “computer-experimental” data points. In Sec. III
we provide the calculated PVT data set, provide the param-
eters of the equation of state, compute a number of important
properties of the bcc Fe, and provide their comparative
analysis. Some important comments are given in Sec. IV.

II. METHODS

A. Ab initio molecular dynamics

The experimental data on the high-PT bcc phase are
scarce. At room temperature, volumes of hcp iron were mea-
sured to 3 Mbar.5 At the pressure above 2 Mbar, temperatures
above 1000 K were reached in internally heated diamond-
anvil cells �DACs�.20 The only experimental study that pro-
vides data on presumably high-PT bcc iron is the shock
wave study by Brown and McQueen.12 The new phase in
their experiment was obtained at pressures between 2.0 and
2.4 Mbar at temperatures between 4400 and 5100 K along
the Hugoniot adiabat. Therefore, in creating high-PT bcc
equation of state, we had to rely on the theoretical methods.
It was demonstrated that the DFT allows one to compute
properties of the hcp Fe phase in reasonable agreement with
experimental data.21 As in the hcp work,21 we also relied on
the projector augmented-wave �PAW� method22 �as imple-
mented in VASP �Ref. 23�� based on the DFT within the gen-
eralized gradient approximation �GGA� using the Perdew-
Wang parametrization.24 The calculations were performed
with a cut-off energy of 27 Ry, treating 3p, 3d, and 4s orbit-
als as Fe valence states. The choice of valence states is dif-
ferent from the work on hcp Fe;21 here we do not compro-
mise on their treatment to speed up the calculations. The
details of the present calculations are mostly the same as in
our recent work on the dynamical stability of iron phases.25

There are certain differences, however. In all our calcula-
tions, supercells of 54 atoms �3�3�3 multiplication of ei-
ther bcc or hcp unit cell� have been simulated. We observed
that the bcc supercell can be reliably treated with the 2�2
�2 k points26 while the hcp supercell requires the 4�4
�4 k-point mesh.

To estimate the precision that we can count on, we com-
puted PV data at 0 K for hcp Fe at high pressure. The com-
puted points are shown in Fig. 2. In these calculations we did
not optimize the c /a axial ratio but rather have chosen an
experimental value close to 1.6. This is to check on the meth-
od’s performance and to make sure that our setup is not
flawed. One can see that the computed points are within the
experimental error up to a pressure of about 200 GPa. At
higher pressure, some divergence �still moderate� is ob-
served. However, this divergence is not with the original ex-
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perimental data but rather with the Vinet equation27 that ex-
trapolates data beyond the available experimental pressure
range. Considering data from a number of experimental
sources, as summarized by Dewaele et al.,27 the computed
PV points are within the scatter of data. One can see �Fig. 2�
that the calculated points fall in between the two20,27 experi-
mentally based equations of state. This allows us to count on
a similar high precision when computing PVT data for bcc
iron.

We performed ab initio molecular dynamics �AIMD�
simulations in the NVE �N as number of atoms, V as volume,
and E as total energy� ensemble. The simulations were per-
formed in the volume range of 6.4–8.0 Å3 /atom. The tem-
perature setting requires, however, some discussion. As has
been established by D. M. Sherman,28 bcc Fe is dynamically
unstable at high pressure in the ground state. Therefore, the
dynamics of the bcc phase requires very careful treatment.
Normally, to control the temperature during an equilibration
stage of molecular-dynamics �MD� run, either scaling or
some sort of thermostat is applied. Both of these methods
interfere with the intrinsic dynamics of a system. Such an
interference sometimes might be critical29,30 because it leads
to the destruction of an otherwise dynamically stable struc-
ture. In our simulation the velocities have been assigned ran-
domly in the very beginning of the MD run. Thus, if we
wanted to perform a simulation at about 3000 K, the initial
velocities were assigned to give a kinetic energy correspond-
ing to about twice as large as temperature. This kinetic en-
ergy was then spent increasing the potential energy of the
system and the rest, after the thermalization �normally a few
hundred MD time steps�, maintained the temperature at a
constant on average level. In this way we minimized the
impact of temperature control on the intrinsic dynamics of
the bcc structure.

Such a system reaches equilibrium �that is, the stage when
intermediate averages do not change� normally within a few
hundred time steps. A time step was chosen as 1 fs at lower

temperature and 0.5 fs at higher temperatures. This choice
was based on our previous experience with AIMD of iron at
high PT.8,25 After the equilibration stage, which normally
continued for 1000 time steps, we ran AIMD for at least
another 1000 time steps to calculate averages.

Figure 3 shows pressure and temperature evolution in a
typical MD run. The fluctuations are sufficiently small to
provide well constrained averages. The computed PVT data
is summarized in Table I. Typical statistical errors of MD
computed pressures and temperatures are 2.5 GPa and 350
K, respectively. It is important to control the dynamic stabil-
ity of the bcc phase. To ensure that our system is indeed in
the field of dynamic stability, we monitored the hydrostatic-
ity of pressure by controlling the time history of pressure
components �Fig. 3�. We obtained results consistent with ear-
lier work.14 Dynamic stability of the bcc phase can be seen
above 3000 K. It is possible that the stability sets in at even
lower temperature, but in our simulations we tried to avoid
runs at temperatures below 3000 K. We know from the
molecular-dynamics simulations of Fe with the embedded-
atom model8 that the bcc phase becomes dynamically stable
in the range of 1500–3000 K. The dynamical stability sets in
at higher temperature upon increasing pressure. The dynamic
stability has never been reported below 3000 K in first-
principles simulations. Therefore, we restricted our data set
by the temperature of 3000 K as the lower limit. At some
pressures it is probably possible to decrease the limit. How-
ever, to ensure that the fitted set of PVT points contains bcc
points only, it is wise to set such a limit where the bcc sta-
bility is guaranteed.

The impact of comparably small �54� number of atoms
was checked by simulations with 128 atoms. These simula-
tions have been performed for the � point only because of
the high computational cost. However, the convergence was

0 100 200 300 400 500
Pressure (GPa)

6

8

10

12

V
ol

um
e

(Å
3 /a

to
m

)

− computed in this study
− Dewaele et al., 2006
− Dubrovinsky et al., 2000

FIG. 2. �Color online� Comparison of two hcp EOS as provided
by Dewaele et al. �Ref. 27� and Dubrovinsky et al. �Ref. 20� with
computed, in this work, cold hcp PV points.
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checked by computing pressures for snapshots with the
2�2�2 k-point mesh. We found that the difference in pres-
sure is small. The 128 atom runs were performed at V
=7.0 Å3 /atom. The corresponding points are shown in Fig.
1. The same conditions simulated with 54 atoms produce
slightly lower �5–7 GPa� pressures. Provided that the pres-
sure is about 320 GPa, this produces error of about 1.5% in
pressure. Note that the pressure difference between the ex-
perimentally based equations of state �Fig. 2� for hcp phase
at 300 GPa is about 10% already at room temperature.
Clearly, the impact of small size on our results is reasonably
small.

The simulated set is quite comparable in precision to the
experimental data on PVT data for the bcc phase if such data
would have been available. For now, only the shock wave
measurements by Brown and McQueen12 are available.
However, temperature was estimated in those experiments
from shock Hugoniot thermodynamics and it is difficult to
perform a direct comparison. Considering problems with
pressure standards, nonhydrostaticity of static ultrahigh-
pressure measurements, thermal stress, difficulties of tem-
perature measurements, and possible chemical interactions,

to name a few, it is difficult to expect the static experimental
data to have the same precision as the measurements of the
hcp phase. We see that the ab initio calculated PV points at
low temperature are essentially within the scatter of experi-
mentally based equations of state22,27 �Fig. 2�. Therefore, at
high T one can expect that the precision of the computed bcc
points would be better than the experimental data because
the quality of experimental data quickly deteriorates on in-
creasing temperature at ultrahigh pressure in DAC experi-
ments.

B. Equation of state

Let us write the Helmholtz free energy F�V ,T� as the
sum31

F = U0 + E�V� + Fth�V,T� + Fanh�V,T� + Fel�V,T� , �1�

where U0 is the reference energy, E�V� is the potential �cold�
part of the free energy on the reference isotherm, which de-
pends only on volume, and Fth�V ,T�, Fanh�V ,T�, and
Fel�V ,T� are the thermal, anharmonic, and electronic contri-
butions, respectively.

Differentiating Eq. �1�, we obtain all the necessary ther-
modynamic functions: entropy S=−��F /�T�V, internal en-
ergy E=F+TS, heat capacity at constant volume, CV
= ��E /�T�V, pressure, P=−��F /�V�T, isothermal bulk modu-
lus, KT=−V��P /�V�T, and the slope of pressure at constant
volume ��P /�T�V=�KT, where �=1 /V��V /�T�P. The heat
capacity at constant pressure is CP=CV+�2TVKT, and the
adiabatic bulk modulus is KS=KT+VT��KT�2 /CV. The en-
thalpy and Gibbs energy can be found from H=E+ PV and
G=F+ PV.

TABLE I. PVT points computed by AIMD.

V �Å3 /atom� P �GPa� T �K�

8.0 172.2115 5150.441

8.0 164.3852 4179.249

7.8 192.6674 5052.520

7.8 195.0406 5005.227

7.6 210.4697 4459.617

7.6 217.7082 5052.089

7.6 222.6873 5480.703

7.4 230.1814 3821.912

7.4 240.3826 4765.414

7.4 244.0168 5036.840

7.4 250.8192 5603.485

7.2 271.0351 4734.407

7.2 276.8745 5269.577

7.2 290.0161 6537.439

7.0 294.6674 3613.176

7.0 310.0457 5024.054

7.0 317.5833 5832.551

7.0 326.0204 6756.800

6.8 336.4642 4123.572

6.8 344.7491 4846.771

6.8 351.9267 5394.568

6.8 357.0397 5851.322

6.8 365.4040 6729.252

6.8 372.1253 7307.106

6.8 382.3856 8417.142

6.6 396.3815 5391.348

6.6 409.0708 6678.428

6.6 424.5438 7664.562

6.4 445.9204 5434.729
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Here we once again want to emphasize that computation
of E�V� for the case of dynamically unstable phases �as is the
bcc phase of iron at high pressure� is meaningless. The phase
is dynamically unstable if there is a deformation path along
which energy of the phase decreases. A dynamically unstable
structure, distorted by thermal motion, will transform to an-
other structure spontaneously. All the theories of equation of
states assume that we deal with an elastic medium while a
dynamically unstable phase is not elastic. There are certain
deformations that are not restored when the stress is released.
In the case of bcc Fe phase the E�V� term has a meaning as
an extrapolated property only. That is, we create the equation
at high temperature and then obtain the E�V�. This E�V� and
the one computed with the flawed assumption on the bcc
elasticity32 are likely to differ. However, from a fundamental
point of view it might be of interest to compare such equa-
tions. Deriving the E�V� in this work, we answer the question
of what could be the “cold” equation of state for bcc Fe if we
could extrapolate the EOS to low temperature. The previous
work answers the other question, namely: What could be the
equation of state for the bcc Fe if we do not pay attention to
its dynamical instability? Note that dynamical and thermo-
dynamic instabilities are quite different things. While a ther-
modynamically unstable but dynamically stable phase can be
rightfully treated at any temperature, a dynamically unstable
phase cannot be treated at all in the range of dynamical in-
stability. It follows from one simple reason—such a phase
simply does not exist; therefore, there is nothing to study.

Lately, the Vinet equation of state33 has become
popular.27,34,35 In this equation, pressure P�V� can be written
as

P�V� = �E/�V = 3K0y−2�1 − y�exp��1 − y��� , �2�

where y=x1/3= �V /V0�1/3 and �=1.5�K�−1�, K�=dK /dP,
and V0 and K0 are molar volume and bulk modulus at refer-
ence conditions �T0=298.15 K and P0=1 bar�.

The Vinet EOS �Ref. 33� is often criticized �e.g., Ref. 36�
although up to compressions of about 0.6 the Vinet et al.’s33

and Holzapfel et al.’s36 EOSs are close.
We decided to employ the Holzapfel equation in the form

P�V� = 3K0X−5�1 − X�exp�c0�1 − X���1 + c2X�1 − X�� ,

�3�

where X= �V /V0�1/3, c0=−ln�3K0 / PFG0�, PFG0
=1003.6�Z /V0�5/3, and c2=3 /2�K�−3�−c0. The units of V0
are cm3/mole, and units of PFG0 are GPa. This equation pro-
vides us with a correct Thomas-Fermi limit of pressure at
infinite compression.37

For the quasiharmonic term in Eq. �1� we have chosen the
Einstein approximation, which, in the range of the consid-
ered pressures and temperatures, practically coincides with
the Debye model. These formulas are well known but we
write them here for completeness:

Fth = 3nR��

2
+ T ln�1 − exp

− �

T
�� . �4�

Here � is the Einstein temperature, R is gas constant, and
n is number of atoms, which is here equal to one. Then

Sth = 3nR	ln�1 − exp��

T
�� −

�/T
exp��/T� − 1


 , �5�

Eth = 3nR��/2 +
�

exp��/T� − 1
� , �6�

and

CVth = 3nR��/T�2 exp��/T�
�exp��/T� − 1�2 . �7�

Thermal pressure can be obtained by taking the derivative
of the free energy on volume at constant temperature, Pth=
−��Fth /�V�T:

Pth = �Eth/V , �8�

where �=−�� ln � /� ln V�T.
The isothermal bulk modulus follows from the relation

KTth=−V��Pth /�V�T,

KTth = Pth�1 + � − q� − �2TCVth/V , �9�

where q= �� ln � /� ln V�T.
For the volume dependence of the Grüneisen parameter,

we used Al’tshuler et al.’s38 form:

� = �� + ��0 − ����V/V0�	 = �� + ��0 − ���x	, �10�

where �0 is the Grüneisen parameter at ambient conditions,
�� is the Grüneisen parameter at infinite compression �x
=0�, and 	 is a fitted parameter. The form �10� is simple and
convenient, has a correct asymptotic behavior at x→0, and,
in our experience, it describes extremely well the results of
theoretical calculations. From Eq. �10� it is possible to cal-
culate the volume dependence of the characteristic tempera-
ture �here we use the same � for all frequencies�:

� = �0x−�� exp��0 − ��

	
�1 − x	�� . �11�

Overall, this is a very reasonable approximation for the
Grüneisen parameter and at the same time very flexible. For
compressions higher than 0.5, the behavior of the Grüneisen
parameter might be complicated.36 Therefore, we should not
attempt to use Eq. �10� above that compression. Al’tshuler et
al.38 suggested using 	=�0 / ��0−���. This expression was
successfully applied to describe properties of hexagonal
iron.27 In this study 	 is a fitting parameter.

In our model the intrinsic anharmonicity term of the
Helmholtz free energy is presented in the simplest possible
form,31

Fa�V,T� = −
3

2
nRaT2 = −

3

2
nRa0xmT2, �12�

where n=1 �monatomic substance�.
Correspondingly, the pressure due to the anharmonicity

becomes

Pa =
3

2
nRa

m

V
T2. �13�
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The electronic entropy term can be accounted in the same
way. However, since the functional dependence on T for a
given V is identical with the anharmonicity, we combine two
terms in one. Therefore, this anharmonic term becomes a
cumulative one, accounting for both anharmonicity and elec-
tronic entropy.

It would be perhaps more correct to choose the T0 as the
temperature of the dynamic stability onset. Our choice of
room temperature as the T0 is explained by tradition and
convenience. It might be dangerous to rely on the cold bcc
equation as having an independent physical meaning. The
cold equation of state here is nothing but an extrapolation of
high-PT data to low temperature.

III. RESULTS AND DISCUSSION

Parameters of the equation of state were obtained by
minimizing the difference between the volumes computed
from Eqs. �5�–�13� at the corresponding P and T �Table I�,
and the volumes at which AIMD simulations have been per-
formed. The minimization was performed by the least square
method. This fitting resulted in the following parameters:
V0=6.5021 cm3 /mole, K0=198.07 GPa, K�=5.426, �0
=628 K, �0=2.052, 	=0.701, and ��=0.91. We found that
the term proportional to T2 is very small, and, therefore, the
cumulative electronic and anharmonicity term was assumed
to be zero. The standard deviation of volume and pressure
was 0.12% and 1.44 GPa, respectively. The quality of the fit
is illustrated by Fig. 4. The differences between the original
AIMD PVT data and that computed from the EOS are at
most 1% in pressure, which is very good by any standard.
Experimental error is a few percent in pressure even at low
temperatures. We do not see any systematic error in the qual-
ity of fitting. This suggests that the model is adequate and
that the major source of error is likely the statistical error of
the molecular dynamics averaging.

We can compare the results of fitting with previous calcu-
lations of KT.39 Pressure is computed with V0 in this work
�6.5021 cm3 /mole�. The agreement seems to be quite rea-
sonable �Table II� although at low pressure and temperature
the bulk modulus in this work is somewhat higher. There are
several reasons for the difference. First, the difference is the
largest �up to 10%� at low temperature �750 and 1500 K� at
comparably low pressure. This PT range is outside of the PT
range of our AIMD simulations. Second, bulk moduli in Ref.

39 are computed in isolated points while in our equations
they are constrained by large set of points. The major reason
for disagreement is likely extrapolation: as soon as we com-
pare bulk moduli in the range of our AIMD simulations
�lines 4, 6, and 7 in Table II�, the agreement is very good.
Another comparison can be done with the shock wave data
by Brown and McQueen.12 This is essentially the only ex-
periment that provides PVT data on the bcc phase at high
pressure and temperature. According to experiment, the den-
sity of the emerging phase at the pressure of 240 GPa and
temperature of 5100 K �right before melting in the shock
wave experiment� is equal to 12.31
0.07 g /cm3. At this
pressure and temperature, our equation of state gives a den-
sity of 12.48 g /cm3. Considering errors of our procedure
and error bars of the experiment, the agreement is good.

Figures 5�a�–5�d� show a comparison of several proper-
ties as calculated with our equation and the one developed by
Dewaele et al.27 While direct comparison between the equa-
tions should be performed with caution, we see certain fea-
tures that warrant discussion. Most remarkably, we do not
see much curvature in change of the bulk modulus with tem-
perature. It follows straightforwardly from the low anharmo-
nicity of the bcc phase. This is counterintuitive because the
bcc phase was thought to be stabilized �dynamically� by an-
harmonicity. Also, this is different from the case of hcp Fe
�Ref. 40� where large electronic and anharmonic effects are
expected. While an elaborated explanation of such behavior
of bcc phase requires a separate study, there is an explanation
that seems to us plausible. Unlike hcp phase, bcc phase is
dynamically unstable up to about 3000 K. Therefore, the
temperature of 3000 K, which is rather high for hcp phase,
for bcc phase is equivalent to the starting temperature. Simi-
larly, temperature of 7000 K, where we see significant anhar-
monicity in hcp phase, is effectively just 4000 K above the
onset of dynamical stability in bcc phase. We do not see
much curvature in hcp isochores until temperature rises
above 3000 K. Similarly, we probably should not expect to
see this curvature for the bcc phase. In a dynamically un-
stable structure, there is a room for thermal motion without
exciting anharmonicity. Similarly, occupancy of higher elec-
tronic states on increasing temperature should be preceded
by the changes of electronic structure to make the atomic
structure dynamically stable first. In our simulations we com-
pute density of electronic states. However, for the purpose of
this work, explanation for the particular behavior of elec-
tronic structure with temperature is irrelevant. Whether ex-
plained or not, equation of state shall not change. Such an
explanation is a subject of a separate study, similar to the one
recently performed for Mo.41 We note that, however, a nearly
harmonic behavior of the bcc phase is against expectations.
If the bcc phase becomes more stable than the hcp phase8

then this is likely due to the very fact of the bcc dynamic
instability at low temperature rather than due to the bcc an-
harmonicity.

We want to make one rather general remark. It is only
recently that the need in EOSs for phases that are dynami-
cally unstable at low T has emerged. Therefore, the theory
behind dynamical stabilization has not yet been fully devel-
oped. It could be that the model we use does not reflect the
physics behind the bcc phase stabilization. It would be more

TABLE II. Comparison of bulk moduli for bcc iron.

T �K� P �GPa�
KT �GPa�
Ref. 39

KT �GPa�
This work

750 133.23 841 764

1500 139.76 832 766

2250 146.67 830 770

5500 304.36 1275 1251

2000 337.32 1540 1471

4000 358.17 1515 1483

6000 379.36 1473 1497
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safe to consider the model as the equation that allows inter-
polation and to some extent extrapolation of the computed
with AIMD data.

Considering that bcc iron is likely to be the material in the
core, it is of interest to summarize the computed properties

for that phase �Table III�. The properties are computed at the
pressure of 364 GPa, which is the pressure in the center of
the Earth.

The temperature of melting of pure iron in the center of
the Earth, that is, at the pressure of 364 GPa, can be rather

TABLE III. Thermodynamic properties of bcc iron at the pressure of 364 GPa.

T �K� V �cm3 /mole� � �10−6 K−1� CP �J mol−1 K−1� KT �GPa� �

2000 3.9645 6.56 24.206 1563.4 1.718

3000 3.9913 6.86 25.245 1533.2 1.722

4000 4.0191 7.04 25.829 1503.3 1.726

5000 4.0478 7.18 26.286 1473.5 1.730

5500 4.0624 7.24 26.495 1458.7 1.732

6000 4.0772 7.31 26.698 1443.9 1.734

6500 4.0922 7.37 26.898 1429.2 1.736

7000 4.1074 7.43 27.097 1414.5 1.738
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FIG. 5. �Color online� Properties of the bcc phase �this work� �thick curves with open symbols� compared to hcp phase �Ref. 27� �thin
curves with filled symbols�. �a� Thermal expansion coefficient; �b� Grüneisen parameter �; �c� heat capacity at constant pressure; �d� bulk
modulus. Comparison is provided at 4 pressures: 100, 200, 300, and 400 GPa as a function of temperature. Note the field of stability of bcc
and hcp phases �Fig. 1�.
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reliably set around 7000 K. This estimate is within the error
bars of the two theoretical predictions.9,10 It is slightly higher
than the empirical �which does not include the latest high
melting point6� estimate of 6600 K. It is significantly higher
than the temperature based on extrapolations of Boehler’s7

melting data. The estimate of 7000 K is also significantly
lower than the temperature provided in earlier studies.42

Considering, that the theoretical method in Ref. 9 correctly
predicts the latest experimental melting temperatures,6 it is a
natural choice to rely on at the higher pressure.

At this temperature, density of Fe at the pressure of 364
GPa �Table III� is about 13.59 g /cm3, which can be com-
pared to the density in the center of the Earth �13.09 g /cm3�
according to the Preliminary Reference Earth model.43 If al-
loying Fe does not change its volume �which is rather real-
istic at very high pressures�, and a typical impurity is close to
Si in molecular weight,2 then about 7.5% of impurities will
suffice to match the observed density in the center of the
Earth. This estimate will decrease with molecular weight of
an impurity and will increase on decreasing temperature.

IV. CONCLUSIONS

Summarizing, we have provided a theoretical equation of
state for nonmagnetic bcc Fe under extreme conditions of
pressure and temperature, typical of the Earth’s inner core.
We performed simulations at the highest presently available

theory level. However, we see room for improvement. First,
we expect that a theoretical model of an equation of state
will be developed for phases that are dynamically unstable at
low temperature. Such a development would allow us to rely
on the physical meaning of parameters in the equation of
state. At present, we suggest using these parameters with
caution. Second, we would like to see simulations for larger
computational cells to account for anharmonicity and low-
frequency phonons more precisely. We do not expect any
drastic improvements in the EOS. However, because Gibbs
energies of open and close-packed phases are extremely
close when approaching melting temperatures, it might be
important for calculations of their relative thermodynamic
stability. With this equation of state now available, we can
put the thermodynamic computing of iron in the IC on the
solid quantitative basis.
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