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The ambient temperature equations of state (EoS) of iron, cobalt, nickel, zinc, molybdenum, and silver have
been measured by x-ray diffraction. These transition metals were compressed using diamond anvil cells with a
helium pressure transmitting medium. The maximum pressure reached during these experiments varied be-
tween 65 GPa (for cobalt) and 200 GPa (for iron). This work completes previous measurements on six other
metals [Phys. Rev. B 70, 094112 (2004)] to quantify the differences between ab initio calculations and
experiment on a large experimental set of transition metals. The compression curves of iron, cobalt, nickel,
zinc, molybdenum, silver, platinum, and gold are also calculated ab initio within the density-functional theory
(DFT) formalism using the projector augmented-wave (PAW) method and different exchange-correlation func-
tionals (LDA, GGA-PBE, GGA-PBEsol). The difference between PAW and available all-electron calculations
is found to be negligible up to very high pressures. The success of each exchange-correlation functional is
correlated with the atomic number. For all metals, the bulk modulus becomes overestimated at high pressure.
In addition, this extended data set of metals’ EoS enables to reduce further, but marginally, the systematic

uncertainty of the high-pressure metrology based on the ruby standard.
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I. INTRODUCTION

The equation of state is perhaps the most fundamental
property of condensed matter. Many properties of a material
are determined from it. It is also an essential input to model
earth and planetary interiors' or to hydro-code simulate dy-
namical processes, such as inertial confinement fusion.> In
the past decade, great progress in the accuracy of the deter-
mination of the cold compression curve has been achieved,
either with static experiments up to the 200 GPa range or
with the ab initio calculations of the ground electronic state.
In a previous series of measurements on six metals, Al, Cu,
Ta, W, Pt, and Au,? state-of-the-art accuracy of the volume
determination has been used to revisit the ruby pressure scale
calibration and thus reduce the associated systematic uncer-
tainty of the equation of state measurements. Ab initio cal-
culations are especially valuable to simulate conditions for
which experiments are difficult or impossible. The aim of
this paper is to quantify the biases and to disclose systematic
trends of these calculations at high pressure on a significant
set of transition metals. To cite Martin:* “Comparison of
theory and experiment is one of the touchstones of ab initio
electronic structure research. Because direct comparison can
be made with experiment, the equation of state is one of the
tests of the state of the theory, in particular, the approxima-
tions made to treat electron-electron interactions.”

We present here a joined theoretical and experimental de-
termination of the equations of state (EoS) of several transi-
tion metals: Fe (Z=26; [Ar]3d%s?; body-centered-cubic
(bce) structure below 17 GPa and hexagonal-close-packed
(hep) structure above), Co (Z=26; [Ar]3d’4s%; hep structure
below 100 GPa), Ni (Z=28; [Ar]3d®4s?); face-centered-
cubic (fec) structure, Mo (Z=42; [Kr]4d’5s; bece structure),
Ag (Z=47; [Kr]4d'5s; fcc structure), Pt (Z=78; [Xe]5d°5s;
fec structure) and Au (Z=79; [Xe]5d'5s; fec structure).
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State-of-the-art and homogeneous techniques for the experi-
mental and theoretical EoS determinations have been used
for all these metals.

On the experimental side, the EoS is measured by syn-
chrotron x-ray diffraction in a diamond anvil cell (DAC).
The accuracy of experimental EoS under high pressure has
been improved in the last decade,®>® down to AV/V=0.5
X 1073 and AP= *=3 GPa at 150 GPa. The three main rea-
sons for this improvement are the following: The use of he-
lium as a pressure transmitting medium reduces nonhydro-
static stress on the sample.”® Highly focused and intense
x-ray beam’ allows to diminish the sample size and as a
consequence, to generate a more homogeneous pressure on it
and on the adjacent small pressure gauge. The systematic
uncertainty of the DAC pressure metrology, namely the ruby
pressure gauge, has been much reduced.>!%'* The pressure
scale calibration is statistically improved here by taking into
account previous>!> and present metals’ EoS.

On the theory side, density-functional theory!'®!” (DFT)
provides the most used framework for these calculations, es-
pecially with the use of the local density approximation'3-2°
(LDA)/generalized gradient approximation?'?> (GGA).
Among the numerous techniques used to solve the DFT
problem, the projector augmented-wave method”® (PAW) is
one of the most powerful. Before its introduction, DFT tech-
niques were divided into two classes: (i) the “all-electron”
methods,?* accurate (because the true density of the system
can be accessed) and computationally expensive and (ii)
“pseudopotential” approaches,? light, easy to implement but
slightly inaccurate (due to the frozen-core approximation and
the use of “pseudo” quantities instead of the true ones). PAW
method has considerably improved the situation by unifying
the two approaches in a unique formalism, preserving all
advantages. It theoretically has the accuracy of “all-electron”
methods and the efficiency of “pseudopotential” approaches.
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TABLE 1. Conditions of each experimental run.

Run P range P Samples Diamond culet
(GPa) Gauge Size (um)
1 0-36 Ruby Ag+Fe+Mo+Ti 400
2 35-122 Ruby Ag+Fe+Mo 100 X 300
3 17-46 Ruby Ag+Fe 150X 350
4 0-19 Ruby Ni+Zn+Co 400
5 3-63 Ruby Ni+Zn+Co 150 X 350
6 12-156  Ruby+He  Ni+Zn6+c-BN 100 X 300

We have generated our own PAW atomic data set for each
metal, valid over a wide range of pressure. The accuracy of
PAW vs all-electron techniques is discussed. However, the
PAW method has the same limitation as all DFT approaches,
which is the approximation potential for the exchange-
correlation electronic interaction. Two widely used
exchange-correlation functionals [LDA (Ref. 20) and GGA-
PBE (Ref. 22)] and a new one [GGA-PBEsol (Ref. 26)] are
tested here by the comparison with experiment. General
trends for biases in the calculated ab initio EoS of transition
metals are extracted.

II. EXPERIMENTAL METHODS

Six experiments have been performed with a similar
sample geometry. Two to four samples have been loaded in a
membrane diamond anvil cell with a large x-ray aperture,
ensured by the use of a boron diamond support. All samples
have been selected from commercial powders (purity from
98.8% to 99.9%) and chosen with a thickness smaller than
4 um. Helium was the pressure transmitting medium. The
pressure was estimated from the pressure calibration of the
luminescence of a 3—4 um ruby ball.”’ Experimental con-
ditions of the six runs are summarized in Table I. The mono-
chromatic x-ray signal diffracted by the samples has been
collected on a MAR345 imaging plate system, located at a
distance of =400 mm from the sample, on the ID30 or
ID27° beamlines of the European Synchrotron Radiation Fa-
cility. The diffraction geometry was determined using a sili-
con reference sample. The signal was circularly integrated
using the FIT2D software?® and d-spacings were individually
determined. The samples were fine powders in the case of
Co, Fe, Ag and a few single crystals in the case of Ni, Zn,
and Mo.

III. PRESSURIZING CONDITIONS

It has been known for a long time that nonhydrostatic
pressurizing conditions of the sample in a DAC lead to bi-
ased EoS measurements. In 1981, Bell et al. qualitatively
showed that nonhydrostatic stress remained negligible up to
60 GPa in a helium sample compressed in a DAC.? Since
then, helium has had the reputation of being the best pressure
transmitting medium, which creates a hydrostatic (or nearly
hydrostatic) stress around the sample. Quantitative measure-
ments confirmed that the nonhydrostatic stress remains neg-
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ligible up to at least 50 GPa in metallic samples compressed
in helium.” From these studies, we can infer that pressurizing
conditions were nearly hydrostatic during runs 1, 3, 4 and 5
because they were performed in a moderate pressure range
(see Table T) and because the thin samples remained embed-
ded in helium (no bridging between diamond anvils). The
pressurizing conditions (in particular, the macroscopic non-
hydrostatic stress) for run 2, the high-pressure run for Ag and
Mo, have been characterized in Ref. 8, on the basis of x-ray
diffraction lines shifts. The nonhydrostatic stress was negli-
gible up to 98 GPa, but increased dramatically above that
pressure because of the bridging of the samples between the
diamond anvils. For this reason, the P-V points measured
above 100 GPa during run 2 will not be taken into account in
the EoS analysis presented below. For run 6, the single-
crystal x-ray diffracted spots recorded for nickel correspond
to the same lattice parameter within da/a=*=1.5X 1074, a
scatter that can be attributed to instrumental factors (for in-
stance, the uncertainty in the position of the center of the
imaging plate). There was thus no evidence for x-ray diffrac-
tion lines shift caused by nonhydrostatic compression up to
the highest pressure reached in this run. To sum up, the data
presented here are free from any bias due to nonhydrostatic
compression, if the points from run 2 above 100 GPa are
excluded.

IV. COMPARISON BETWEEN EXPERIMENTAL
EQUATIONS OF STATE; IMPLICATIONS FOR PRESSURE
CALIBRATION

The measured P-V data points are presented in Tables II
and IIT and plotted in Fig. 1. The pressures given by two
calibrations of the ruby gauge are reported in Tables II and
III: Py for Mao et al. calibration?” and Py for Dewaele et al.
calibration.? For silver and molybdenum, the atomic volumes
measured up to 100 GPa only are reported because the com-
pression became nonhydrostatic above that pressure.®

For each metal, the P(V) data have been fitted with a
Vinet EoS formulation.>® This EoS expresses as

Vv -2/3 174 1/3 3 ,
P=3K0<70> [1—(70) i|exp E(Ko_l)
\% 1/3
X|:]—<70> ]} (1)

The three parameters of a Vinet EoS are thus the volume V),
the isothermal bulk modulus K|, and its pressure derivative
K, at ambient pressure. The parameters K, and K, obtained
by fitting this EoS to the present data (using Dewaele et al.’
pressure scale, Py) are presented in Table IV. For all studied
metals, Vj has been deduced from the low-pressure measure-
ments (0=<P=35 GPa); the value of V, was then fixed dur-
ing the whole data set fitting. The fitting results for e-iron are
presented elsewhere'® and are not discussed here. For the
other metals, the fitted K, and K, are presented in the third
column of Table IV.

Ultrasonic (US) isothermals K, are also reported in Table
IV, fifth row, and those are compared to DAC K|, in Fig. 2(a).
The large range of literature values for ultrasonic K, of zinc
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TABLE II. Atomic volumes of Ag, Mo and Ni, Zn, Co, measured by angle dispersive x-ray diffraction, with helium pressure transmitting
medium, as a function of the ruby luminescence pressure. Py, is the pressure obtained from the “classical” calibration (Ref. 27), and P from
the calibration from Ref. 3. In run 6, helium pressure transmitting medium has been used as an alternative pressure gauge above 65 GPa. Its
EoS has been taken from Ref. 73: It can be described by the Vinet formulation, with the following parameters V,=24.804 A3/at, K,
=0.165 GPa, K;=7.483. The numbers between parentheses indicate pressure from helium EoS. Experimental uncertainty on V is
0.01 A3/at. Uncertainty on Py increases from 0.05 GPa at 1 GPa to 2 GPa at 150 GPa, if the ruby pressure scale is assumed to be correct.

Py Py Ag Mo Pg Py Ni Zn Zn Zn Co Co Co

(GPa) (GPa) V(A%/at) V(A3/at)  (GPa) (GPa) V(A37at)  V(A37at)  a(A) c(A) V(A3/at)  a(A) c(A)
Run 1 Run 4

1.8 1.8 16.7256 15.4547 0 0 10.9423 15.2125 2.6644 49487 11.0966 2.5071  4.077
5.2 5.21 15.2764 1.5 1.5 10.8504 14.8719  2.6573 4.8639 11.0018 2.5 4.0652
8 8.03 15.9444 15.1336 2.6 2.6 10.7841 14.6605 2.6515 4.8156 10.9294 2.4945 4.0562
8.6 8.64 15.8905 15.1013 5.1 5.1 10.6565 14.1771  2.6409 4.6946  10.807 24854  4.0402
10 10 15.7542 15.0365 7.8 7.8 10.5302 13.7923  2.6308 4.6021 10.6738 2.4751 4.0237
12.2 12.3 15.5552 14.9217 8.8 8.8 10.4821 13.6458  2.627 4.5664 10.6285 24716 4.0179
14.5 14.6 15.3331 14.8127 11.4 11.5 10.3638 13.3401  2.6174 44971 10.5131 2.4629 4.0025

17.5 17.7 15.1011 14.6816 13.0 13.1 10.2789 13.1352  2.6099 4.4533 104374 24574 3.9916
19.7 19.9 14.9195 14.5842 15.2 15.3 10.1833 129185 2.6013 4.4089 10.3476  2.4507 3.9788
21.2 21.4 14.8156  14.5232 18.3 18.5 10.0737 12.6593  2.5896 4.3597 10.2132 2439  3.9649

23.8 24.1 14.6409 14.4158 Run 5
26.9 27.3 14.4428 14.2865 35 35 144649  2.6483 4.763 10.8918 2491  4.0538
30 304 14.271 14.1817 6.7 6.7 10.5796 13.9492 2.6359 4.6365 10.7286 2.4787 4.0327

355 36.1 13.9785 13.9833 10.2 10.2 10.4114 13.4697  2.6216 4.5261 10.5433  2.4657 4.0048
33.1 33.6 14.1171 14.059 13.6 13.7 10.2672 13.1401  2.6107 4.4523 10.4193 24548 3.993

0 0 17.0212  15.5584 16.3 16.4 10.1525 12.8421 25977 4.395 103115 2.4463 3.9793
Run 2 20.3 20.5 9.9995 12.4976 2581  4.3326  10.1537 2.4333 3.9604

35.5 36.1 13.9244  13.9507 26.4 26.7 9.7994 12.0501  2.5597 4.2473  9.93259 2417  3.9266
46.1 47.1 13.4615 13.5649 30.7 31.1 9.6564 11.8052 25459 4.2062  9.79297  2.4063  3.9058
543 55.6 13.1249  13.3184 355 36.1 9.5116 11.5185 2529  4.1591  9.65309 2.3936 3.8909

62.4 64.2 12.8244  13.0825 40.6 41.3 9.3531 11.2621  2.5124  4.1204  9.50567  2.3817  3.8699
68.1 70.2 12.6301 12.9196 45.5 46.5 9.2232 11.031 24967 4.0868 936221 23694 3.8513
732 75.6 12.4705 12.7749 50.2 51.4 9.1077 10.8351  2.4834 4.0573  9.24947 23597 3.8363
78.4 81.2 12.3348  12.6526 54.8 56.2 8.9910 10.64 24696 4.0280  9.11345  2.3499 3.8115

84.3 87.5 12.188 12.5133 58.5 60.1 8.9092 10.5198  2.4614 4.01 9.0531 23421 3.8114
88.8 92.3 12.0738 12.4096 63.4 65.2 8.8067 10.3593  2.4502 3.985 8.92911  2.3317 3.7928
94 97.9 11.9548 12.2937 Run 6
100 104 11.803 12.1408 12.8 12.9 10.289 13.1408  2.6088  4.4589
108 113 11.6461 11.9969 24.7 25.0 9.8373 12.1386  2.5637 4.2652
116 122 11.5135 11.8289 37.5 38.1 9.4545 114242 2.5198 4.1552
Run 3 49.0 51.0 9.104 10.814 24813  4.0561
17.6 17.8 15.0723 (63.2) (65) 8.8219 10.355 2449 39871
22.6 229 14.7065 (72.7) (75.1) 8.6623 10.099 2.4299  3.9499
29.8 30.3 14.268 (81.3) (84.2) 8.5267 9.8573  2.4104 3.9181
37.4 38 13.8647 (89.0) (92.5) 8.3894 9.7164 23977 3.9031
42.1 42.9 13.6326 (94.1) (98.1) 8.3124 9.5624  2.3877 3.8737
46.2 472 13.4703 101.2 106 8.1966 9.4104  2.3747 3.8536

(109.7)  (114.9) 8.0621 9.2178  2.3612 3.8183
(110)  (115.3) 8.0644 9.2116 2361 3.8163
(114)  (119.6) 8.0134 9.1208  2.3529  3.8047

(121.8)  (128.2) 7.9236 8.9973 23425 3.7866
(127.5) (134.5) 7.855 8.8927 2334  3.7698
(134.5) (142.2) 7.7731 8.7828  2.3245 3.7537
(140.4) (148.8) 7.7132 8.6844 23166 3.7371

(147.4)  (156.6) 7.6279 85792 23085 3.7177
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TABLE TII. Atomic volume of Fe V. as a function of the ruby luminescence Py [Mao et al. scale
(Ref. 27)] or Py [Dewaele et al. scale (Ref. 3)], or tungsten pressure Py, (EoS from Ref. 3, see Ref. 15). The
last column (ay,) gives the lattice parameter of tungsten measured during the run #5 described in Ref. 15.

Py Py Vicerhep cla Py Viep cla ay
(GPa) (A) (A3/ar) hep (GPa) (A3/ar) hep (A)
Run 1 Run #5 from Ref. 15
1.8 1.8 11.634 28.1 9.8802 1.602 3.0833
5.2 5.2 11.428 55.2 9.1604 1.5987 3.0241
8 8.0 11.256 78.4 8.74 1.5975 2.9824
8.6 8.6 11.233 105 8.3254 1.5954 2.9408
10 10.0 11.152 122 8.1093 1.5968 29182
12.2 12.3 11.045 136 7.9487 1.5979 2.9004
14.5 14.6 10.935 146 7.8436 1.5973 2.8882
17.6 17.7 10.296 1.6045 157 7.7307 1.5974 2.875
19.7 19.9 10.201 1.6028 167 7.6604 1.597 2.865
21.2 21.4 10.148 1.6039 176 7.5693 1.6012 2.8554
23.8 24.1 10.042 1.6014 188 7.4474 1.5973 2.8422
27.0 27.3 9.936 1.6023 197 7.3906 1.5964 2.8339
30 30.4 9.841 1.6011
35.5 36.1 9.674 1.6016
33.1 33.6 9.742 1.6013
4.0 4.01 11.522
1.3 1.3 11.676
0 0 11.754
Run 3
17.7 17.8 10.282 1.6036
22.6 22.9 10.086 1.6024
29.9 30.3 9.8338 1.6011
37.4 38 9.593 1.6008
42.1 429 9.464 1.6003
46.2 47.2 9.356 1.5997
Run 2
35.5 36.1 9.652 1.6007
46.1 47.1 9.366 1.5976
54.3 55.6 9.155 1.5997
62.4 64.2 8.963 1.6013
68.1 70.2 8.854 1.5989
73.2 75.6 8.752 1.5996
78.4 81.2 8.659 1.5997
84.3 87.5 8.553 1.5989
94.0 97.9 8.401 1.5995

is due to the large elastic anisotropy of this metal. The lower
limit of K|, corresponds to a Reuss averaging of its single-
crystal elastic constants, while the upper limit corresponds to
a Voigt averaging. The pressure distribution in a DAC pres-
sure chamber is expected to be close to isostress; we thus
chose a value close to Reuss K|, as the reference ultrasonic
value. It is found that when the P,’e pressure scale is used,
ultrasonic and DAC K|, agree within =3.5% for the metals
studied in this work, the metals studied in our recent work?
and for diamond.?! Recently, the ultrasonic and DAC K|, of
¢-BN have also been reconciled by the use of the Pj, scale.??

The ultrasonic vs DAC agreement is closer with the current
DAC data than with literature DAC compression data for
silver,>® molybdenum and cobalt.’> We explain the im-
provement by the use of better pressurizing conditions and/or
a better calibrated pressure gauge. In fact, the DAC EoS of
silver was measured using a gold x-ray pressure gauge,’?
with a calibration that underestimates the pressure:® the re-
sulting K, was underestimated. Similarly, the bulk modulus
of cobalt®® was overestimated because of the pressure over-
estimation by the platinum pressure gauge calibration.>3¢
The DAC EoS of Mo has been measured by radial diffraction
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FIG. 1. (Color online) Measured atomic volumes of Co, Ni, Zn,
Mo, and Ag as a function of pressure using a recently updated
pressure scale (Ref. 3) (pressure gauges: see Tables I and II). The
continuous lines are the fitted EoS (see Table 1V, third column). The
difference between the data points and the fitted EoS is presented in
the lower part of the figure.

under nonhydrostatic compression;** this method, aimed at
measuring the yield stress of materials under high pressure,
does not lead to accurate EoS parameters. Apart from the
early work by Vaidya and Kennedy?” in which a pressure of
4.5 GPa only was reached, we are not aware of any static
compression EoS data for nickel. The EoS of a-Fe, measured
below 15 GPa by Mao et al.3® using NaCl as an x-ray pres-
sure gauge, is in very good agreement with the current EoS.
The DAC EoS of zinc has been measured up to 123 GPa
using helium pressure medium by Takemura;*? its bulk

FIG. 2. (Color online) (a) Relative difference between the bulk
moduli measured by US experiments and compression in a DAC.
These moduli are given in Table IV, third and fifth columns, in Ref.
3 (Table II) and Ref. 6. (b) Difference between reduced shock-wave
pressure Pgy and static pressure P for a given atomic volume of
eleven different metals. Pgy and Pj are calculated using Vinet EoS
and the parameters from Table IV (Co, Ni, Ag, Mo, Zn) or reported
in Ref. 3 (Al, Pt, Cu, Ta, W) and Ref. 8 (Au).

modulus is close to ours, the difference being due to the ruby
pressure scale used (P scale for Takemura, P, scale for this
study). To sum up, the good agreement between ultrasonic
and DAC bulk moduli obtained in the current study validates
the calibration of the ruby gauge used in the current study.
The bulk modulus is constrained mostly by the beginning of
the compression curve (up to V/V,=0.9); this validation
holds for moderate pressures. At high compression, the lack
of ultrasonic K|, measurements (see Table IV) renders the
reduced shock-wave (RSW) EoS the most useful data set for

TABLE IV. Parameters of the Vinet EoS (Ref. 30) obtained by least-squares fit of the experimental
compression data in DAC for a-Fe, Co, Ni, Zn, Mo, and Ag. The parameters of these EoS are V,, volume,
K, bulk modulus and K('), its pressure derivative, under ambient conditions. The bold values have been fixed
during the fitting procedure. Numbers between parentheses are published error bars or fitting error bars (95%
confidence interval) on the last or the two last digits. K, and K|, measured by ultrasonic (US) and shock-wave
(SW) compression experiments (fit by a Vinet EoS) are also reported for comparison. US K|, have not been

measured for Co, Ni, and Zn.

Metal Vo K,(GPa), K Ky(GPa), Ky K((GPa), K; Ref. K,(GPa), K|, Ref.
(A% DAC, P, DAC, Pj US US SW SW
a-Fe 11760 171(11),4.34(2.10)  165,5.47(51) 165,5.29 74
Co 11.096  190.5(2.9),4.38(18)  184,4.73(6) 184(5),? 75 184,4.93(4) 42
190,4.37(4) 190,4.67(3) 42
Ni 10942 176.7(2.5),523(9)  183,4.99(2) 183(3),? 76 183,5.13(1) 42
Zn 15.213 60.5(9),5.69(7) 60,5.73(1)  59(3)-72(3),? 77  60,5.6-5.95 4542
Mo 15.558  274.1(32),3.58(12)  261,4.06(5)  261(3),446 78  2614.18(2) 43
Ag 17.021  103.9(1.4),5.78(9)  101,5.97(2)  101(2),6.15 79  101,6.19(1) 42
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a comparison with DAC EoS. The RSW EoS of each metal
has an uncertainty (relative error bars between 3 and 10% are
reported), as will be shortly discussed below.

In dynamic compression experiments, shock and particle
velocities are measured during the shock. Then, the pressure,
the volume and the internal energy are calculated using the
Rankine-Hugoniot relations.*! The P-V shock data can then
be reduced to ambient temperature, in most cases using a
Mie-Griineisen quasi-harmonic formalism.*>* The follow-
ing RSW EoS have been used here: Ref. 42 for Co, Ni, and
Ag; Ref. 43 for Mo; Ref. 14 for Al; Ref. 42 and Refs. 44-46
for Zn. The various published RSW EoS can be discrepant
for a given element, for instance in the case of aluminum and
zinc. As a matter of fact, the disagreement between Refs. 13
and 3 calibrations of the ruby pressure gauge is due to a
different choice of the RSW EoS of aluminum. DAC EoS
used in these two studies are identical, and the corrections
for finite yield strength in shock-wave measurements per-
formed by Chijioke et al.'® were small in the range of inter-
est (0.7 GPa in average at 150 GPa). The aluminum RSW
EoS used by Refs. 3 and 13 have been taken respectively
from Refs. 47 and 48. They differ by 12 GPa at 150 GPa
(RSW EoS being stiffer in Ref. 48). In this work, we have
thus considered an alternative RSW EoS which has been
calculated in Ref. 14 and is based on an independent shock-
wave database. It has the following Vinet parameters: K
=73.46 GPa, K;=4.52. It can be considered as a compro-
mise between the two extreme curves previously used (it
differs from Ref. 47 RSW EoS by 2 GPa at 150 GPa). In the
case of zinc, the published RSW EoS are not in mutual
agreement.*>#4-46 This can be due to the scattering of the
shock and particle velocity measurements or to errors in the
reduction procedure. RSW EoS of Zn is particularly sensitive
to reduction, because of the high temperature reached along
the Hugoniot for this metal: =3100 K at 100 GPa. The melt-
ing of zinc occurs around 80 GPa along the Hugoniot. We
have thus fitted the various RSW EoS**#4-46 below the esti-
mated melting pressure, which led to K values that vary
between 5.60 (Ref. 45) to 5.95 (Ref. 42) (see Table IV).

The values of K, obtained by fitting DAC and RSW EoS
data by a Vinet equation, K, being fixed to its ultrasonic
value, are presented in Table IV. The fits were performed in
the P range of the current DAC measurements. For most of
the metals studied here, the RSW K{ is slightly higher than
the DAC K. In other words, the pressure given by RSW EoS
becomes higher than P, (Ref. 3) at very high pressure. The
difference between these two pressures is plotted in Fig.
2(b), for the metals studied here and in our previous report.?
The current data set is the most extended basis for a refine-
ment of the calibration of the ruby gauge calibration using
RSW EoS. It includes now 11 metals, whose DAC EoS have
been measured using identical techniques and with the same
accuracy. Possible errors in RSW EoS are expected to be
statistically reduced when the average of many RSW EoS is
considered, if they have no systematic bias and if they are
mutually independent. For the correct ruby scale calibration,
the difference between the static EoS and the RSW EoS
should be zero when averaged over the 11 metals.

Figure 2(b) suggests that the pressure calibration Py un-
derestimates the pressure by approximately 2.5 GPa at 160
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FIG. 3. (Color online) Difference between recently proposed
ruby calibrations (Refs. 3, 10, 11, 13, and 14) and Mao et al. cali-
bration (Ref. 27). The solid orange (gray) curve corresponds to a fit
of the average of pressures calculated using the RSW EoS of ten
metals compressed with a ruby gauge (see Fig. 2). The equation
proposed by Mao et al. (Ref. 27) has been used for this fit: P
=A/B[(A\/N\g)P~1]. The parameters A=1920 GPa and B=9.61
have been obtained.

GPa. We have not taken into account the RSW EoS of zinc
because of its large uncertainty. A new calibration of the ruby
gauge can be obtained by minimizing Pgw— Py in average
for the ten remaining metals. If the ruby pressure formula
proposed by Mao et al.?’ is assumed to be correct [P
=A/B[(A/N\g)®=1], \ being the ruby luminescence wave-
length], the parameters which allow to minimize these ten
RSW EoS pressures and ruby pressure are A=1920 GPa and
B=9.61. The pressure given by various ruby gauge
calibrations, 1011314 ith  reference to the Mao86
calibration,?”’ is presented in Fig. 3, together with the present
calibration. It can be shown that the present upgrade con-
firms closely the proposals from Refs. 10, 11, 13, and 14.
The agreement with Dorogokupets and Oganov calibration'*
seems nearly perfect. The form proposed in Ref. 13 deviates
from our upgrade for the highest pressures reached in the
current study.

V. COMPUTATIONAL DETAILS

This section is devoted to the computation of equations of
state employing one of the most successful techniques in the
framework of the Kohn-Sham density-functional theory,
namely the PAW method.?} The aim of this work is to test the
validity of PAW formalism from equilibrium state to high
pressure conditions, using PAW atomic data sets suitable for
a wide range of pressure.

A. PAW method

The framework of this study is the DFT, using LDA or
GGA approximation, applied in the frame of the PAW
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method. We will not go into technical details about PAW
here as several papers already proposed a description of its
formalism and practical implementation.?>*°-2 However, for
a better understanding of the following sections, it is useful
to emphasize the key concepts of the method. Only valence
electrons are explicitly treated during the calculation; core
electrons are frozen around the nucleus. The PAW method is
based on the coupling of two basis to develop the electronic
wave functions: (i) a plane-wave basis on which “pseudo”
(smooth) quantities are expressed and (ii) a local basis
(partial-wave basis), centered around nuclei, used to retrieve
“true” quantities from “pseudo” ones. Computation is light
as smooth wave functions are computed and accurate as ex-
act wave functions can always be retrieved. The local basis is
defined in nonoverlapping spheres delimited by a radius
rpaw controlling the smoothness of pseudo wave functions.
As the pseudo quantities are built without any “norm-
conserving” constraint (ultrasoft scheme), the use of a com-
pensation charge density is necessary to retrieve the right
norm of the density. This compensation charge density is
analytically expressed and localized around nuclei inside
spheres of radius reomp.

Thus, the accuracy of the PAW method is influenced by
three monitorable parameters: (i) the number of frozen-core
electrons, (ii) the size of the plane-wave basis, and (iii) the
size of the partial-wave basis. Frozen-core approximation
can be tested by the inclusion of more electrons in the va-
lence band (this is done in the present study by the system-
atic use of two PAW data sets for each metal; see Sec. V B).
The size of the plane-wave basis is controlled by a cut-off
kinetic energy; the size of the partial-wave basis can be in-
creased by the inclusion of more partial waves per atom; for
our study, we have checked that the use of additional partial
waves had no influence on the computed EoS.

It has been demonstrated that even for the heaviest metals
studied here (platinum and gold), the influence of spin-orbit
coupling on the calculated energy and EoS of the system is
negligible.>® Spin-orbit coupling has thus been neglected
here.

Within the LDA/GGA approximation, the calculated val-
ues will be influenced by the choice of an exchange-
correlation functional. As a consequence, the validity of
PAW results should always be done in comparison with re-
sults obtained by all-electron methods which use the same
functional. For this reason, we compare all our results
with  points obtained by full-potential linearized
augmented-plane-wave>* (FP-LAPW) approach (when avail-
able). We have investigated one LDA—Perdew-Wang 92%°
(PW92)—and two GGA functionals: Perdew-Burke-
Ernzhofer 96?2 (PBE) and the newly proposed PBEsol?
functional. As PBEsol aims at better describing the bulk
properties of materials, it is important to test its performance
to predict high-pressure EoS.

B. PAW data sets

Every PAW calculation needs several quantities defining
the atomic species and the partial-wave basis for each type of
atom. Such a set of parameters is called “PAW data set.” As
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emphasized in Sec. V A, key parameters of such a data set
are the following: (i) the number of electrons treated in the
valence, (ii) the exchange-correlation functional (LDA,
GGA-PBE or GGA-PBEsol), (iii) the rpaw and r oy, radii
(while a small overlap can be admitted for PAW spheres, it is
not recommended to permit overlap of compensation charge
densities), and (iv) the number of partial waves (and associ-
ated projectors).

In the present study, as we aim at compressing the metals
and thus have PAW atomic data valid for a large range of
pressure/volumes, we have generated our own PAW data
sets. We have tested the validity of the frozen-core approxi-
mation by using two data sets per metal (with inclusion or
not of semicore states). We have chosen small enough radii
rpaw and reonp. We have included two partial waves per an-
gular momentum in the local basis, except for Zn (with semi-
core states) for which 3p partial waves were necessary to
have accurate enough pressures.

The code used for the generation of PAW data sets is
ATOMPAW.>>% A special attention to the efficiency of pseud-
ization schemes (in terms of softness) has been taken. All
PAW data set parameters for Fe, Co, Ni, Zn, Mo, Ag, Pt, and
Au are listed in Table V.

C. DFT calculations

To perform PAW-DFT calculations we used the
ABINIT’97-5% code. For each metal, pressure has been de-
duced from the computed stress tensor for a given set of
volumes. In the case of e-Fe, Zn and Co, the hexagonal pa-
rameter c¢/a has been optimized for each volume, as forces
and stresses are straightforwardly expressed in PAW. This
capability of relaxing structure and/or unit cell is clearly an
advantage of PAW over all-electron techniques.

As we are interested in the computation of pressures, all
convergence parameters have to be adjusted in order to get a
target accuracy on pressure. In the present study, size of
plane-wave basis and Brillouin zone sampling have been
chosen in order to get pressure with a precision better than
0.1 GPa. We also checked that, for these parameters, c/a cell
parameter and magnetic moment were converged. Table V
exhibits chosen parameters for each metal.

Finally note that the use of a smearing scheme®® (with
0=0.2 eV) was necessary to reduce the number of k-points
needed to reach convergence.

VI. COMPARISON BETWEEN CALCULATED AND
EXPERIMENTAL EQUATIONS OF STATE

DFT-PAW EoS and their parameters, obtained by a Vinet
fit’® in the same pressure range as experimental data, are
plotted in Fig. 4 and presented in Table VI. For each metal,
we compare our calculations with our experimental points
and fits. To perform this comparison, thermal pressure has
been estimated using the Debye form presented in Ref. 15,
which includes zero-point motion. Pry(V,298 K) value is
weakly dependent on compression and has been considered
constant in the pressure range studied here. The Debye pa-
rameters for all studied metals have been taken from the
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TABLE V. Contents of PAW data sets for metals and parameters for DFT used in the present work for EoS
computation. For each metal two PAW sets have been used: one data set without explicit treatment of
semicore states (without semicore) and the other with inclusion of semicore states in the valence (with
semicore). “Valence orbitals” indicate which orbitals are treated as valence orbitals in the PAW calculation
and the electronic configuration chosen to solve atomic problem during PAW data set generation. rppw is the
radius of PAW spheres and r oy, is the radius used to define the compensation charge density. All PAW data
sets contain two s, two p and two d partial waves, except Zn with semicore for which the addition of a third
p partial wave was necessary. “Plane wave cutoff” and “k-pts in BZ” are the values of the cutoff energy of
plane-wave basis and the number of k-points in the whole Brillouin zone needed to compute the pressure with

a precision of 0.1 GPa.

Metal Valence TpAwW  Teomp Plane wave  k-pts Structure®
orbitals (a.u.) (au.) cutoff (eV) inBZ

a-Fe  Without semicore 3d74s! 2.3 2.0 410 20° bcc FM
With semicore 3523p03d74s! 2.0 2.0 545 203 bec FM

e-Fe Without semicore 3d’4s! 2.3 2.0 410 14> hep AF type 11
With semicore 3523p°3d’4s! 2.0 2.0 545 14> hcep AF type 11

Co Without semicore 3d84s! 2.3 2.0 410 16° hep FM
With semicore 3523p°3d84s! 2.1 2.1 680 143 hep FM

Ni Without semicore 3d%4s! 2.3 2.0 410 143 fcc FM
With semicore 35%3p%3d%4s! 2.1 1.6 680 143 fcc FM

Zn Without semicore 3d'%45? 2.3 1.8 410 163 hep NM
With semicore 3523p03d'%45> 2.0 1.6 680 163 hcp NM

Mo Without semicore 455! 2.8 2.0 410 183 bcc NM
With semicore 45%4p%4d°5s! 22 22 680 183 becec NM

Ag Without semicore 4d'055! 24 2.0 410 183 fcc NM
With semicore  4s24p®4d'05s! 2.0 2.0 545 183 fcc NM

Pt Without semicore 5d%6s! 2.5 2.25 545 183 fcc NM
With semicore  4f145p055254%6s! 23 225 680 183 fcc NM

Au Without semicore 5d'%6s! 25 225 545 18° fcc NM
With semicore  4f'45p055254'%6s! 23 225 680 183 fcc NM

“NM: nonmagnetic, FM: ferromagnetic, AF: antiferromagnetic.

literature,'>61-65 which led us to the following estimates of
Pru(V,298 K): 1.0 GPa for Fe, 1.5 GPa for Co, 2.0 GPa for
Ni, 1.4 GPa for Zn, 1.6 GPa for Mo, 1.1 GPa for Ag, 1.5 GPa
for Pt, and 1.4 GPa for Au. All-electron FP-LAPW results
are also plotted in Fig. 4, when available, as references for
DFT.

A. Quality of PAW results

Each graph presented in Fig. 4 exhibits six PAW equa-
tions of state, using LDA, GGA-PBE or GGA-PBEsol
exchange-correlation functional, including or not semicore
states in the valence orbitals. LDA and GGA curves can
clearly be differentiated. As usual, the equilibrium volumes
V, predicted with GGA are higher than those predicted with
LDA and the compression curves predicted with the three
functionals are roughly parallel.

PAW EoS including semicore states reproduce available
all-electron ones. The agreement is perfect at equilibrium
volume and remains good for the whole range of pressure,
either in LDA or GGA-PBE (when FP-LAPW points have
been published). This demonstrates the high quality of our
PAW data sets in a large range of compression. This was

expected, since complete enough partial-wave basis and
small enough values of PAW radii were used.

Except for cobalt—and iron within the frame of LDA—
EoS are not influenced by the inclusion of semicore states.
This means that frozen-core approximation is valid without
the inclusion of semicore states in the considered range of
pressure.

In addition to the equations of state, a perfect agreement
is found between PAW and FP-LAPW for internal param-
eters: for hep metals ¢/a ratios are identical (1.61 for Co at 0
GPa, 1.85 for Zn at 0 GPa, 1.61 for e-Fe at 15 GPa);*% for
magnetic phases, the local magnetic moment is found to be
in good agreement with FP-LAPW (2.22u; for FM a-Fe at 0
GPa, 1.52up for FM Co at 0 GPa, 0.58up for FM Ni at 0
GPa, 1.32u for AF e-Fe at 15 GPa).>%% For iron and cobalt,
the variation of the magnetic moment with respect to volume
is found to be similar to the one of Ref. 66.

B. Comparison between experiments and calculations

The values of theoretical V;, (equilibrium volume) and K
(bulk modulus at ambient pressure) obtained in LDA, GGA-
PBE and GGA-PBEsol are plotted in Fig. 5, with reference
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FIG. 4. (Color online) Theoretical and experimental static EoS of Fe, Co, Ni, Zn, Mo, Ag, Pt, and Au. Comparison between calculated
and experimental data. The filled squares are experimental values taken from Tables II and III from which thermal pressure has been
subtracted. Error bars on pressure, due to the uncertainty on pressure calibration, have been represented but they are in general smaller than
the symbols size. The dashed-dotted lines (resp. solid lines, dashed lines) are PAW equations of states using LDA (resp. GGA-PBE,
GGA-PBEsol) exchange-correlation functional. The thin curves (resp. bold curves) are PAW EoS obtained without inclusion (resp. with
inclusion) of semicore states (see Table V). When only one curve is visible, both are superimposed. The empty (resp. filled) triangles are
results of all-electron calculations published in literature using LDA (resp. GGA) exchange-correlation functional (FP-LAPW results for
Fe®, Co%, Ni*0, Zn*, Mo, Ag’!, Pt’!, Au”'; FP-LMTO results for Pt®, Au®). They have to be considered as references for PAW

calculations.

to experimental V, and K,. When Vj, is underestimated (in
particular, by LDA calculations), K, is overestimated, which
is due to the hardening of the lattice as it is compressed. This
effect causes a linear trend that can be easily observed in Fig.
5, where the ab initio bulk modulus, normalized to the ex-
perimental one, is plotted as a function of the ab initio equi-
librium volume, normalized to the experimental one. In fact,
the slope of this trend is expected to be =-K|), which has a
similar value for all studied metals (see Table VI). We ob-
serve, as several authors before us,®7:8 that the effect of the
gradient correction is to increase V,, and decrease K, with
respect to LDA values.

GGA-PBEsol gives EoS closer to experimental ones than
GGA-PBE for 4d and 5d metals. However, GGA-PBE V,
and K, are the most accurate in average over metals studied
here, being respectively within £7% and *20% of experi-
mental ones. In the following we will thus focus on GGA-
PBE results.

The ratio between GGA-PBE and experimental ambient
pressure bulk moduli for the metals studied here and in Ref.
3 is represented in Fig. 6. For a given row of the periodic
table of elements, the GGA-PBE K|, decreases, relatively to
the experimental one, as the atomic number increases. It also
decreases when the atomic number increases for metals with
a similar valence electronic structure (as in the case of noble
metals: the bulk modulus of gold is underestimated by 17%,
while the bulk modulus of copper is accurate within 2%?3).

The accuracy of GGA-PBE calculations under very high
pressure (or compression) can be illustrated by the compari-
son between the values of experimental and theoretical K|
(see inset of Fig. 5). GGA-PBE K|, are all overestimated,
except for a-Fe. There is no trade-off between GGA-PBE V,,
and K. Bulk moduli of all studied metals will thus become
overestimated at sufficiently high pressure. This can also be
seen in Fig. 4: The GGA-PBE compression curves are too
stiff. This effect is clearly larger than experimental error bars
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TABLE VI. Parameters of the Vinet EoS (Ref. 30) obtained by least-squares fit of the calculated PAW
(P,V) points to which 298 K thermal pressure has been added (values without thermal pressure are given in
parentheses). The pressure range of the fit has been chosen equal to the pressure range of available experi-
mental data. Only PAW data sets using semicore states are given within LDA [PW92 (Ref. 20)], GGA-PBE
[PBEY6 (Ref. 22)] and GGA-PBEsol [PBEsol (Ref. 26)] functionals. The values obtained from experiments
(Table IV, Ref. 3 for Pt, Ref. 8 for Au, which includes correction of nonhydrostatic compression effects, and
Ref. 15 for e-Fe) have been reported for comparison. The numbers in bold are the closest to experimental

values.
Metal Vo(A3) Ky(GPa) K,

a-Fe LDA 10.631 (10.586) 237 (239) 1.88 (1.88)
GGA-PBE 11.546 (11.483) 181 (186) 5.31 (5.27)
GGA-PBEsol 10.931 (10.881) 206 (213) 6.56 (6.50)

Exp. 11.770 165 5.47
eFe LDA 9.726 (9.697) 329 (334) 475 (4.74)
GGA-PBE 10.532 (10.486) 224 (229) 5.46 (5.44)
GGA-PBEsol 9913 (9.880) 297 (301) 4.94 (4.93)

Exp. 11214 163 5.38
Co LDA 10.124 (10.071) 281 (286) 2.85 (2.84)
GGA-PBE 10.992 (10.914) 208 (215) 4.85 (4.81)
GGA-PBEsol 10.542 (10.478) 243 (249) 421 (4.18)

Exp. 11.094 184 473
Ni LDA 10.099 (10.018) 244 (254) 5.04 (4.99)
GGA-PBE 11.008 (10.893) 184 (195) 5.24 (5.17)
GGA-PBEsol 10.477 (10.383) 217 (227) 5.13 (5.08)

Exp. 10.940 183 4.99
Zn LDA 13.805 (13.585) 82 (89) 5.90 (5.80)
GGA-PBE 15.760 (15.365) 50 (57) 6.19 (6.04)
GGA-PBEsol 14.468 (14.205) 71 (79) 5.91 (5.80)

Exp. 15.213 60 5.73
Mo LDA 15.145 (15.063) 295 (301) 4.01 (3.99)
GGA-PBE 15.947 (15.849) 255 (262) 4.17 (4.14)
GGA-PBEsol 15.410 (15.323) 280 (287) 4.05 (4.02)

Exp. 15.558 261 4.06
Ag LDA 16.178 (16.046) 131 (137) 5.93 (5.87)
GGA-PBE 18.137 (17.907) 82 (88) 6.23 (6.13)
GGA-PBEsol 16.856 (16.694) 110 (116) 6.05 (5.98)

Exp. 17.021 101 5.97
Pt LDA 14.898 (14.823) 293 (302) 5.65 (5.61)
GGA-PBE 15.899 (15.793) 219 (228) 6.20 (6.14)
GGA-PBEsol 15.204 (15.123) 274 (282) 5.64 (5.60)

Exp. 15.095 277 5.08
Au LDA 16.724 (16.603) 187 (195) 592 (5.85)
GGA-PBE 18.173 (17.988) 132 (140) 6.15 (6.07)
GGA-PBEsol 17.261 (17.122) 169 (176) 5.69 (5.62)

Exp. 16.962 167 5.88

for iron, cobalt, nickel, molybdenum, and silver.

In the case of iron, these errors in DFT-GGA-PBE calcu-
lated EoS can be due to magnetic effects. DFT calculations®
have suggested an antiferromagnetic state for e-Fe up to 50
GPa (afmlII structure) which has not been clearly evidenced
experimentally. Differences between experimental and theo-
retical EoS at moderate pressures could thus be ascribed to

an incorrect modeling of magnetic effects. For other metals,
such errors are not expected. No drastic change in the elec-
tronic structure of the studied metals was observed on com-
pression. The d valence bands become wider, as expected.®
Numerical and convergence errors can be ruled out here:
frozen-core approximation, because inclusion of addition
states in valence does not change the EoS; incompleteness of
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FIG. 5. (Color online) Parameters of Vinet EoS obtained by the
PAW method for the studied metals (see Table VI), normalized to
the experimental ones. Main graph: normalized bulk modulus vs
normalized equilibrium volume obtained with LDA, GGA-PBE and
GGA-PBEsol; inset: pressure derivative of the bulk modulus vs
normalized volume obtained with GGA-PBE.

PAW partial-wave basis, because FP-LAPW method gives
the same results.”®7 It thus seems likely that the discrepan-
cies between theoretical and experimental EoS are due to the
GGA approximation itself. When the functional of Perdew
and Wang® is used, the exchange energy, which dominates
the exchange-correlation term, has been found to be overes-
timated in absolute value for low electronic densities.” Con-
sequently, low densities are nonphysically favored by GGA.
That could explain why the bulk modulus becomes overesti-
mated for all metals at high compression, as a resistance of
DFT-GGA to stabilize systems with high electronic densities.
GGA also favors systems with large electronic gradients
compared to LDA;®’ it has recently been suggested that this
trend is overestimated in GGA functionals such as PBE96.%6
This is another possible explanation for the inaccuracy of
GGA at high compression, which corresponds usually to
lower electronic density gradients. LDA becomes a better

I —
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Ta W

FIG. 6. (Color online) Ratio between the ambient pressure bulk
modulus obtained in the GGA-PBE approximation and the experi-
mental one, for the transition metals studied here and in Refs. 3 and
72.
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FIG. 7. (Color online) (a) Difference between ab initio GGA-
PBE pressure Ppp; 1 and experimental pressure Py, for e-Fe, Co,
Ni, Zn, Mo, Ag, Pt, and Au. P, is the Vinet pressure [Eq. (1)] with
the following parameters: (Vg exp:Ko exp-K exp)s Pavmit 1 1 calcu-
lated using the following parameters: (Vo apmisKo aAbmieKo Abmid-
(b) Same plot, with P » the pressure calculated using Eq. (1)
with the following parameters: (Vj exp.Ko abmit-K( apmi)- (¢) Same
plot, with Papmic 3 the pressure calculated using Eq. (1) with the
following  parameters: (Vo expsKo Abinit Cor-K0 Abinit corr)-  The
shaded area represents the uncertainty on experimental pressure
(see Sec. VI).

approximation for the prediction of the EoS (and hence, the
energy) of silver, platinum and gold at high compression.
The present data set evidences that GGA-PBE calcula-
tions tend to overestimate the bulk modulus, and thus the
pressure, at high compression. This is clearly evidenced in
Fig. 7(a), where the difference between ab initio GGA and
experimental pressures for the same atomic volume is plotted
vs the experimental pressure for the metals studied here. For
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iron, the e-Fe phase only is considered. Using the present
data, we can discuss if GGA-PBE EoS can be corrected in
order to reproduce more correctly the experimental EoS. We
have thus investigated if a set of Vinet EoS parameters (V,
Ky, K{) can be predicted from the output of GGA-PBE cal-
culations, and experimental low-pressure data which are
available with a good accuracy for all elements (namely, the
volume or the bulk modulus at ambient pressure). It has al-
ready been proposed to use experimental V, and DFT K, and
K| to generate a high-pressure EoS.> The accuracy of this
method, for the metals studied here, is illustrated in Fig. 7(b).
The difference between the pressure obtained by this method
and the experimental pressure is within experimental error
bars only for zinc and molybdenum. It reaches 40 GPa and
—15 GPa at 100 GPa, respectively, for iron and gold. These
high values can be explained by the trend plotted in Fig. 5:
The equilibrium volume being respectively underestimated
and overestimated for iron and gold, their bulk moduli (and
thus GGA-PBE pressure) are thus respectively overestimated
and underestimated by more than 10%. We got rid of this
bias by generating a Vinet EoS using the following param-
eters: (VO exp?K() Ablnit Corr’K(’) Ablnit Corr)' KO Ablnit Corr and
K Abmit corr e, respectively, K7(Vj ¢y,) and K7(V}) ¢yp), cal-
culated using the Vinet** EoS and GGA-PBE parameters
from Table VI. The difference between this EoS and the
experimental EoS for the studied metals is plotted in Fig.
7(c). It shows a positive increasing deviation, which is much
reduced compared to Figs. 7(a) and 7(b): Pappic 3~ Pexp
=15.5*=8.0 GPa at 150 GPa. This difference is decreased by
=2 GPa if the new calibration of the ruby gauge proposed
in Sec. VI is used, instead of P1/e- However, this method does
not appear as a systematic way to correct the errors of DFT
and to build an accurate high-pressure EoS from ab initio
calculations.

VII. CONCLUSIONS

We have presented in this study a joined experimental and
theoretical study of the EoS of eight transition metals (iron,
cobalt, nickel, copper, zinc, molybdenum, silver, platinum,
and gold) in the Mbar range.
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Experimental EoS of iron, cobalt, nickel, copper, zinc,
molybdenum, and silver have been obtained in a diamond
anvil cell, with optimized hydrostatic pressurizing and syn-
chrotron data recording conditions. The recent calibration of
the pressure ruby scale has been used. This new experimental
determination of the EoS of six metals completes our previ-
ous EoS study on six other metals. The calibration of the
ruby pressure scale has been verified on this larger data set
by the comparison with reduced shock-wave EoS. A mar-
ginal difference is obtained but the systematic uncertainty of
the ruby pressure scale is now reduced due to improved sta-
tistical average.

The EoS of the eight transition metals studied have been
calculated using the DFT-PAW method. For that purpose,
new atomic data sets suitable for high pressures have been
generated. The DFT-PAW EoS are identical to the available
all-electron FP-LAPW EoS calculated within the same DFT
framework (namely, LDA or GGA with similar functionals).

The detailed comparison between the experiment and cal-
culated determinations of the EoS, homogeneously per-
formed over a set of eight transition metals, enables to quan-
tify and systematize the accuracy of the DFT-LDA/GGA
calculations. Three currently used exchange-correlation func-
tionals (LDA, GGA-PBE, GGA-PBEsol) have been imple-
mented. None of these functionals is satisfactory to calculate
with more than 20% confidence over the present data set the
EoS above 100 GPa. Part of the discrepancy stems from the
underestimation or overestimation of the equilibrium vol-
ume. However, the increase in bulk modulus with pressure is
always overestimated by GGA calculations. A trend of this
overestimation of the bulk modulus with the filling of the
d-orbitals is pointed out. We hope that the present data set
will be useful to test new forms of electronic exchange-
correlation functionals that would improve the predictability
of the DFT calculation of the EoS at high pressure.
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