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We compare the evolution of the charge density in mode-1 fracture with that in uniaxial separation of two
model systems: coherent Fe-TiC and Fe-TiN interfaces. These charge densities were calculated using both band
structure and cluster codes. The topology of charge density in the cluster calculations converged with that of
the bulk within two coordination spheres. Furthermore, we found that the topology of initial and final states is
independent of the applied strain. However, the topological evolution is strain dependent. While we observed
one topological catastrophe in Fe-TiC, independent of strain, we saw two separate catastrophes under uniaxial
separation of Fe-TiN and only one under mode-1 fracture. This behavior suggests that there is some kinetic
control mediating fracture in these iron-ceramic interfaces.
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Brittle failure is an important phenomenon that is believed
to be controlled by interactions at the tip of atomically sharp
cracks.1 In an effort to gain insight into fractures’ atomic
scale mechanism and ultimately limit its costly conse-
quences, many investigators have turned to first-principles
methods. However, due to symmetry breaking and complex
crack tip reconstruction, quantitative calculations of even
simple cleavage process are computationally intractable.
Hence, rather than modeling fracture directly, most studies
have been concerned with calculating pertinent thermody-
namic parameters such as the ideal work of adhesion.2 The
kinetic aspects of fracture have been all but ignored, even
though some have suggested that fracture may have a kinetic
component and, if so, would be subjected to kinetic
control.3,4 Our objective is to assess this possibility.

In this study we have modeled decohesion in two ideal-
ized systems: coherent Fe-TiC and Fe-TiN interfaces. Our
goal is to determine how the charge redistribution accompa-
nying fracture is influenced by chemistry and fracture path.
What makes this approach unique is that the charge redistri-
bution is described topologically, allowing us to identify to-
pological transition states �TTSs� along the chosen fracture
path. Once identified, we are able to apply the Hammond
postulate and make rough estimates of the comparative en-
ergies of path- and chemistry-dependent transition states.

The Hammond postulate5 was first articulated in 1955 and
became one of the most cited articles of the Journal of the
American Chemical Society �over 3000 cites to date�. Ham-
mond proposed that for two similar reactions, the one in
which the transition state comes earlier in the process will be
the one preferred. This postulate is quite general and, in prin-
ciple, can be applied to condensed phase phenomena. In
1982, Whitesides4 stressed that the conceptual framework of
chemistry, particularly transition state theory and the Ham-
mond postulate, may have applications in the study of defor-
mation and fracture.

To exploit the Hammond postulate we appeal to Bader’s6

topological theory of molecular structure, atoms in mol-
ecules. It is known from the Hohenberg-Kohn theorem that a
system’s ground-state properties are a consequence of its
charge density, a scalar field denoted here as ��r��.7 Bader
noted that the essence of a molecule’s structure must be con-

tained within the topology of ��r��. The topology of a scalar
field, in this case ��r��, is given in terms of its critical points
�CPs�, which are the zeros of the gradient of this field. There
are four kinds of CPs in a three-dimensional space: a local
minimum, a local maximum, and two kinds of saddle points.
These CPs are denoted by an index, which is the number of
positive curvatures minus the number of negative curvatures.
For example, a minimum CP has positive curvature in three
orthogonal directions; therefore, it is called a �3,3� CP. The
first number is simply the number of dimensions of the
space, and the second number is the net number of positive
curvatures. A maximum is denoted by �3,−3�, since all three
curvatures are negative. A saddle point with two of the three
curvatures negative is denoted �3,−1�, while the other saddle
point is a �3,1� CP.

Through extensive studies of molecules and crystals,
Bader6 showed that it was possible to correlate topological
properties of the charge density with elements of molecular
structure and bonding. A maximum, a �3,−3� CP, is always
found to coincide with the atomic nucleus, and so it is called
an atom CP. But of greater importance, a bond path was
shown to correlate with the ridge of maximum charge den-
sity connecting two nuclei such that the density along this
path is a maximum with respect to any neighboring path. The
existence of such a ridge is guaranteed by the presence of a
�3,−1� CP between nuclei. As such, this critical point is of-
ten referred to as a bond CP. Other types of CPs have been
correlated with other features of molecular structure. A �3,1�
CP is required at the center of ring structures. Accordingly,
this CP is designated a ring CP. Cage structures are charac-
terized by a single �3,3� CP within the cage, and again, these
CPs are given the descriptive name of cage CPs.

With a description of molecular structure in terms of the
topology of ��r��, it is possible to represent fracture in terms
of the topological evolution of ��r��. Those points where the
topology of ��r�� changes, i.e., at catastrophes, will corre-
spond to TTSs. By the Hammond postulate, the relative en-
ergy of these states can be assessed.

Calculations were performed with both VASP �Ref. 8� and
Amsterdam density functional �ADF�.9 We made use of the
Perdew-Wang 91 generalized gradient corrections.10 The cal-
culations consisted of two parts: �1� building clusters that
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capture ground-state topology of the bulk material and �2�
fracturing these clusters under tensile loading to observe how
the topology evolves using TECPLOT.11

Interfaces normally form between the most stable free
surfaces. Thus, we chose to study the Fe�110�-TiC�100� and
Fe�110�-TiN�100� interfaces. The Freeman group supplied
the ground-state charge density and atomic structures of the
coherent interfaces, resulting from full-potential linearized
augmented plane wave �FLAPW� calculations performed at
varying interfacial separation distances.12

The atomic positions for the fully relaxed interfaces were
used to generate clusters to determine the minimum size nec-
essary to capture the correct topology. The electronic struc-
ture of 18 �nine for both Fe-TiC and Fe-TiN� different clus-
ters was calculated. All were centered about the Fe-X �X
=C,N� bond, as the interface Fe has a strong site
preference.12 The number of coordination spheres ranged
from 1 to 3 and the number of layers from 2 to 4.

Previously we have seen that, unlike energy, topology
converges rapidly with cluster size. In this study the topology
of both interfaces converged at two coordination spheres and
four layers, two Fe and two TiX. Figure 1 shows a contour
plot of the charge density in a plane bisecting the Fe-X bond
in both the FLAPW and ADF charge densities. Inspection of
this figure reveals that the topology from both methods is
identical. In particular both systems have a cage point �bond
point� between Fe-Ti �Fe-X�. Another interesting feature in
both systems is the presence of second-neighbor bonds be-
tween Fe atoms near the interface. This topology is not ob-
served in pure bcc metals except near free surfaces. While
the two interfaces share some topological features, there are
also subtle differences. The Fe-TiC interface has a cage-ring-
cage moiety in the plane, while Fe-TiN has only a cage point,
both of which are marked in Fig. 1. This topological conver-
gence leads us to conclude that the general interactions be-
tween the metal and ceramic are controlled by local interac-
tions.

The topological evolutions of Fe-TiC under mode-1 frac-

ture and uniaxial separation are similar. In both cases, as the
strain is increased, the cage-ring-cage moiety begins to sepa-
rate. The cage CPs inside the material approach the Fe-Ti
cage CP. Simultaneously �in the cluster� the cage CPs near
the edge are pulled toward the vacuum region. As the strain
is increased further, a series of catastrophes take place. Fig-
ure 2 shows the result. Here the cage CPs in the bulk mate-
rial, and those in the interior of the cluster, have coalesced
with the Fe-Ti cage CP, while the cage CPs near the edge of
the cluster have moved into the vacuum region. The resultant
topology is identical in both cases. A single ring CP is left in
place of the cage-ring-cage, while the Fe-Ti cage point re-
mains unchanged.

Mode-1 fracture of Fe-TiN, however, does not elicit a
response analogous to what is observed in uniaxial separa-
tion. As this interface is separated rigidly, the Fe-Ti cage CP
is transformed into a bond CP. It is not until the interfacial
separation reaches 5 Å that the single cage CP is broken into
its substituent cage-ring-cage moiety �like that found in Fe-
TiC�. This topology is unstable and immediately relaxes to
the fully separated topology shown in Fig. 2. This can be
thought of as a three-step process: �1� form Fe-Ti bond CP,
�2� form cage-ring-cage moiety, and �3� relax to separated
topology. Under mode-1 strain, however, the first step is not
observed; the interface relaxes to its separated topology un-
der a small perturbation. While the topological evolution in
Fe-TiN under mode-1 strain is unlike that seen in the rigid
separation, the final topology in the two cases is identical.

The differences in topological evolution between mode-1
fracture of the two interfaces can be linked through the Ham-
mond postulate by associating the TTS with the juxtaposition
of critical points, i.e., catastrophes. The nitride and carbide
interfaces relax to identical separated topologies through the
same mechanism. However, the strain required in the nitride
is less than that required in the carbide. As such, the Fe-TiN
TTS comes earlier then the Fe-TiC TTS, suggesting that the
carbide is more adhesive under mode-1 fracture.

This application of the Hammond postulate to mode-1
fracture has led to the same conclusion as the work of adhe-
sion calculated by Freeman. However, it simultaneously pro-
vides a mechanism for the differences in adhesion—the ori-
gins of the effect are a result of variations in bonding across
the surface, and it is the ultimate cause of these differences to
which we now turn.

FIG. 1. Contour plots cutting across both the Fe-TiC �FLAPW
�a� and ADF �b�� and Fe-TiN interfaces �FLAPW �c� and ADF �d��.

FIG. 2. Initial and final topologies in the Fe-TiC interface. Here
the iron atoms are above the plane while the titanium �gray� and
carbon �black� are below. Cage CPs are the small spheres shown in
white and ring CPs in gray. The final topology is independent of
fracture mode, and that shown for Fe-TiC is identical to Fe-TiN.
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Consider the coordination around the central carbon atom
in Fig. 2. It is bound to one Fe above, four Ti’s in the plane,
and one Ti below the plane. For the sake of clarity, we define
a reference frame with the z axis as passing through the
center of the Fe-C-Ti bonds. The plane containing C and four
Ti atoms will be the xy plane, with the x and y axes being
orthogonal to the lines connecting nearest-neighbor Ti atoms.
With respect to this frame, the dxz �dyz� orbital on the Fe
atom can mix with the px �py� of the central C atom. The
same picture could be drawn for the Fe-TiN interface by
substituting C with N.

In both cases �C and N� the symmetry of the charge den-
sity around this site is C4v. Hence, the x and y directions are
indistinguishable, making the px and py orbitals on the cen-
tral atom degenerate. When the Fe dxz and dyz, which are also
degenerate, mix out of phase with the px and py orbitals on
the central atom, a degenerate pair of antibonding molecular
orbitals �MOs� are formed, denoted as E. As a result, the
charge density in the x and y directions is reduced. This can
be used to explain the presence of the cage-ring-cage set of
critical points seen in Fe-TiC and not in Fe-TiN. When C is
the central atom, the degenerate pair is not occupied as there
are only four electrons on C. As a result, the density in the xy
plane along the x and y directions is a maximum, as seen in
Fig. 1. However, in the case of Fe-TiN, the orbitals are par-
tially occupied, resulting in a minimum in the density along
the x and y directions in the xy plane. Thus, the cage-ring-
cage CPs seen in Fe-TiC are transformed to a single cage CP
in Fe-TiN. �This is in good agreement with Dudiy and
Lundqvist’s13 work on Co-TiC and Co-TiN interfaces. In this
case, the difference in adhesion between the two interfaces
was also accounted for by an increase in the amount of an-
tibonding character in the nitride interface.� It is these orbit-
als that give rise to the difference in adhesion.

As a crack propagates down either interface, charge will
be transferred between the bonds across the interface into the
material on either side. This charge redistribution is permit-
ted through the coupling of MOs by the perturbation acting
on the interface, in this case, the strain. Under uniaxial sepa-
ration, the strain and the strain gradient are both totally sym-
metric. As a result only orbitals of the same symmetry can
couple. In the case of Fe-TiN, this is manifested as the sepa-
ration of the single cage CP into the cage-ring-cage triplet
coming late in the process. It can be seen as follows: The
origin of the single cage CP lies with the highest occupied
molecular orbital �HOMO�, which reduces as E. Charge can
only be transferred from this MO to an unoccupied MO of
the same symmetry. However, there are no unoccupied MOs
of E symmetry near the HOMO. Thus, charge is transferred
from a near HOMO Fe-Ti antibonding orbital of B2 symme-
try to a low-lying unoccupied MO of B2 symmetry. This
results in the formation of a Fe-Ti bond CP. It is not until late
in the process that the charge in the Fe-N antibonding MO
can be transferred to another orbital of the same symmetry,
allowing the cage-ring-cage to form. Thus, symmetric strain
gives rise to two distinct TTSs, as only MOs of the same
symmetry can couple under such a strain.

If, however, the strain breaks all symmetry, as will be the
case for mode-1 fracture, orbitals of any symmetry may
couple. Under these conditions, the cage CP in the Fe-TiN

interface separates immediately into the cage-ring-cage
moiety. Here the HOMO can couple with the dz2 orbitals on
Fe. This coupling results in an increase in charge density
between the second-neighbor Fe-Fe bonds at the interface
during fracture. Figure 3 shows a set of contour plots
wherein Fe-TiN is fractured under totally symmetric and
mode-1 strains. The charge density between second-neighbor
Fe atoms decreases during the early phases of uniaxial sepa-
ration. It is not until the interface becomes free surface that
the charge in the second-neighbor bond CP increases. This
contrasts with mode-1 fracture. Here the charge in the
second-neighbor Fe-Fe bond CP increases immediately, co-
incident with the separation of the single cage CP into the
cage-ring-cage triplet. This bond strengthening tends to sta-
bilize the TTS, making it occur earlier in the strain coordi-
nate. Thus, the coupling under mode-1 strain allows the sys-
tem to reach the TTS sooner than what is observed under
uniaxial strain. While not shown, the same charge transfer
mechanism is also seen in Fe-TiC, although it occurs at a
slower rate with respect to strain.

In summary, employing qualitative transition state theory
in conjunction with first-principles density-functional theory
calculations and one-electron molecular-orbital theory has al-
lowed us to formulate a chemical mechanism of fracture in
coherent iron-ceramic interfaces. This approach can be em-
ployed to study the kinetics of fracture. In the model systems
studied here we have shown that the kinetics of adhesion is
mediated by the number of electrons in antibonding orbitals
at the interface. While C does not fill antibonding orbitals, N

FIG. 3. Charge-density contour plots for mode-1 fracture �top�
and rigid separation �bottom� of Fe-TiN. The density in the second-
neighbor iron bonds, circled, increases under mode-1 fracture.
However, under rigid separation the density is depleted during
fracture.
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does. The result is that the Fe-TiC interface is more cohesive
under mode-1 strain. This picture can easily be extended to
other transition metals as well. Substituting Ti with V or Nb
in Fe-TiC, for instance, will give results like those seen in
Fe-TiN.

These results suggest that in coherent Fe-TiX �X=C,N�
interfaces, adhesion is controlled by both the thermodynam-
ics and kinetics of fracture. While uniaxial separations cap-
ture the former, they offer little insight into the latter. A to-
tally symmetric strain will not allow coupling that facilitates

charge transfer from the bonds across the interface to bonds
in the material on either side of the interface as is evident in
Fig. 3. In the coherent interfaces this charge transfer tends to
alter the TTS and thereby alters the kinetic control of frac-
ture. We are currently working to extend this approach to the
total charge density, and spin densities,14 of semicoherent
iron-ceramic interfaces.
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