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We directly observe the charge distributions and resulting electric fields present during the earliest stages of
laser ablation of a Si �100� surface by using femtosecond electron pulses as a probe. We find the magnitude of
the field to be 3.5�106 V /m just 3 ps after an excitation pulse of 5.6 J /cm2. By fitting the data to a simple
model, we determine that the excitation results in the rapid emission of 5.3�1011 electrons /cm2. These
experiments provide new insights into the nature of the ablation process and the behavior of charged particles
involved in it.
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Femtosecond laser ablation of solids has attracted much
attention due to its applications in laser micromachining,1

laser surgery,2 and matrix-assisted laser desorption.3 There
are many different processes that lead to the removal of ma-
terial after excitation with an intense laser pulse. These pro-
cesses largely fall into two categories.4 Thermal processes
happen after energy relaxation between the electrons and the
lattice has taken place. Melting, evaporation, phase explo-
sion, and thermal plasma generation are examples of thermal
processes. In nonthermal ablation processes, disintegration
of the lattice occurs before the electrons and the lattice have
reached thermal equilibrium. Nonthermal processes include
nonthermal melting and Coulomb explosion.

Transient electric fields play an important role in different
ablation processes. When an intense laser pulse hits the sur-
face of a solid, multiphoton photoemission, avalanche, and
field ionization lead to the emission of large numbers of elec-
trons and charging of the surface. Electron escape, recapture,
ion emission, and transport processes within the solid modify
the spatial charge distributions and the resulting electric
fields over time. The trajectories of electrons and ions emit-
ted during ablation are subject to these fields. It should be
noted that even below the ablation threshold of a given ma-
terial, large numbers of electrons can be emitted from a
sample. Over time, the positive counter charge on the sample
is compensated by recapture of some of the emitted electrons
and influx of electrons from nonexcited parts of the sample.5

Because of electron recapture, the magnitude of the initially
emitted charge is often underestimated. However, a transient
electron deficit can lead to equally transient changes in the
material properties of the excited sample, a fact often ignored
in ultrafast high-excitation experiments, which could lead to
incorrect interpretations of measurements.

Usually, ablation is studied by analyzing the energy,
charge, and direction of the produced electrons, ions, and
neutral particles using time-of-flight or other mass spectrom-
etry methods.4,6–8 These methods yield valuable data allow-
ing identification of different ablation regimes and—
assuming a model for the ablation process—certain
parameters of the actual process to be extracted. However,
most measurements inherently integrate over the ultrashort
time scales of the microscopic processes during ablation and

as a result, the dynamics have to be implied from a model or
need to be determined using a different method. Alternative
all-optical methods such as time-resolved shadowgraphy9,10

can detect ablation plumes in a time-resolved manner but are
not sensitive to electrical charge. Okano and coworkers11

used electron pulses to detect electric fields. The temporal
resolution of their study was limited by the 64 ps duration of
the electron probe pulses. In this paper, we present a method
for the visualization of transient electric fields with temporal
resolution on the subpicosecond timescale. This is achieved
by using a femtosecond electron pulse to probe the charge
distribution. This technique opens the door to a more detailed
view of the ablation process since it allows insights into the
spatial distributions and behavior of charged particles at the
earliest stages of ablation.

The experimental setup is derived from a femtosecond
electron diffraction pump-probe setup described in detail
elsewhere.12 A 780 nm, 200 fs laser pulse is split into two
arms by a beam splitter. The pulse in one arm �the pump
pulse� is frequency doubled by a �-Barium-Borate crystal
and focused on the sample surface. The second arm drives a
noncollinear optical parametric amplifier whose visible light
output is delayed by a variable delay stage and then used to
drive the femtosecond electron gun, which is capable of pro-
ducing electron pulses as short as 200 fs containing thou-
sands of electrons.13 The vacuum in the sample chamber is
better than 10−7 Torr. The sample is placed inside the beam
path of the electron pulse so that it partially blocks the beam
�Fig. 1�. The laser pump pulse is aligned to strike the sample
surface at normal incidence inside the electron beam trace on
the sample surface. The probe electrons in the unblocked part
of the electron beam pass the excited sample surface at close
distance. Transient electric fields present when the probe
pulse passes the sample impart momentum on the probe elec-
trons, which impacts their spatial distribution at the detector.
We obtain a time series of the resultant probe electron distri-
butions by repeating this measurement for different pump-
probe delays. Each of these images is a snapshot containing
information about the electric field present at the exact mo-
ment when the electron pulse passed the excited part of the
sample.

The sample we used in this study is a strip of Si, produced
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from a commercial Si wafer with a 40 nm silicon nitride
layer deposited on both sides. Stripe features were patterned
in the silicon nitride layer using photolithography and reac-
tive ion etching. This was followed by wet etching in KOH
to produce strips of Si. Finally, the nitride layer was removed
using 10:1 buffered oxide etch and the sample surface was
cleaned with methanol. The resulting Si strips were 330 �m
thick. The excitation laser pulse had a wavelength of 390 nm,
a duration of 150 fs, and the beam size was 17 �m full
width at half maximum �FWHM� at the sample position.
Selected images from the time series are shown in Fig. 2.
Each beam image was integrated over 40 shots and ablation
was observed at all fluences. Hence, surface contamination
has no significant effect on these experiments. The sample
was moved vertically to a new position for each image. The
detected electron intensity remained constant over the time
series.

Qualitatively, we interpret the beam shapes shown in Fig.
2 as follows: The probe electrons that pass near the excited
part of the sample are initially strongly deflected away from
the sample surface due to the emission of a large number of
electrons. Despite the attraction of the countercharge on the
surface, electrons which are sufficiently far away from the
sample surface experience a net force in the opposite direc-
tion due to space charge of the emitted electron cloud.5 By
9.5 ps, this self-acceleration has caused the electron cloud to
expand so far that the probe beam is split into two lobes. The

probe electrons above and below the excitation spot are de-
flected into the sample shadow by the attractive field of the
counter charge. This deflection toward the sample becomes
more and more pronounced at 30 ps and 100 ps. However, a
localized electron cloud still partially shields the Coulomb
attraction to the center part of the probe beam, causing a
persistent indentation in the middle of the electron beam pro-
file. As more electrons continue to escape or get reabsorbed,
the negative charge density near the surface reduces. At 300
ps and later, the attractive force of the ions clearly
dominates.

The momentum change, which a probe electron experi-
ences due to a charge Q at the origin is

�p� =� − Qe

4��0�r��t��3
r��t�dt . �1�

Here, r��t�= �x ,y ,z� is the position of the probe electron, e is
the elementary charge, and �0 is the permittivity of free
space. We assume that the charge is not moving in the period
during which the probe electron traverses the region of sig-
nificant electric field caused by the charge. Given the size of
the excitation beam �17 �m� and the kinetic energy of the
probe electrons �55 keV�, the probe electron passes the ex-
cited region of the sample in 130 fs. At least at early times,
i.e., before the charge distribution has any time to spread
significantly beyond the excited region, the assumption of a
frozen charge distribution is justified. If the angle of deflec-
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FIG. 3. �Color� Schematic view of the charge distribution model
used to fit the data �left� and measured and calculated probe beam
maps �right�. Experimental beam maps are shown in the top row,
the corresponding fit results using the model are shown in the bot-
tom row.

FIG. 1. �Color� When the laser pulse hits the photocathode it
produces an electron bunch, which is then accelerated to 55 keV by
a dc electric field. The sample is mounted on an xy translation stage
and placed in the beam path of the electron pulse. The electron
distribution is detected using a microchannel plate/phosphor screen
detector and recorded by a CCD camera.
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FIG. 2. �Color� Probe electron
density maps at the detector. Each
frame is averaged over 40 laser
shots. In these images, the laser
beam is incident from the right
side; the sample surface is indi-
cated by the yellow line. The scale
indicates size in the sample plane,
the image on the detector appears
5.9� larger due to electron beam
divergence. Peak laser fluence:
5.6 J /cm2.
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tion and the longitudinal momentum transfer are small, we
can rewrite Eq. �1� as

�p� =
− Qe

4��0vz
� r�

�r��3
dz �2�

for an electron initially propagating parallel to the z axis with
velocity vz. The deflection ��X ,Y� of the probe electron at
the detector is then

��X,Y� =
��px,py�l

mevz
= −

− Qel

2��0mevz
2

�x,y�
�x2 + y2�

, �3�

where me is the mass of the electron and l is the length of the
drift region, i.e., the distance between the sample and the
detector. If the charge distribution is concentrated in a short
section along the electron beam path, we can integrate Eq.
�3� over the charge distribution to calculate the cumulative
effect that the charge distribution has on the probe electrons.

While this allows us to calculate the positions of probe
electrons on the detector for a given charge distribution at the
sample, we cannot calculate the charge distribution from the
detected electron beam shapes because the “origin” �x ,y� of
an electron detected in a given detector position �X ,Y� can-
not be determined. Imperfections of the electron beam fur-
ther complicate the interpretation of the acquired images by
introducing image blur.

A full quantitative model of the ablation process treating
free electrons and carriers in the sample could be used to
predict the probe beam images. In this respect, these experi-
ments could serve as a direct qualitative, as well as quanti-
tative, test. Lacking a detailed microscopic model, we fit the
experimental data using a phenomenological model, which
makes no assumptions about dynamics. The model charge
distribution consists of two parts: positive charges on the
sample surface and a cloud of emitted electrons above the
surface �see Fig. 3�. Both parts of the charge distributions are
radially symmetric around the x axis and the model assumes
that the radial distributions are Gaussian. The positive charge
on the sample is contained in a plane on the sample surface
while the electron density in the charge cloud near the
sample falls off exponentially with increasing distance from
the surface. The probe beam shape resulting from this charge
distribution was calculated to fit every time delay separately.
The parameters of the fit were the amount of positive charge
on the sample surface Qs, the radial size �FWHM� of that
charge distribution Hs, the thickness �1 /e� of the electron
cloud in front of the sample surface Wc, and the radial size of
that electron cloud Hc. The vertical position of the two
charge distributions Ys had to be fit as well in order to com-
pensate for electron beam pointing instability. The amount of
charge in the electron cloud Qc was set to −Qs. In fits we
performed with Qc as an independent fit parameter, Qs+Qc
was consistent with 0 for the range of delay times for which
the fits delivered meaningful results but the outcome of the
fits was more noisy. A genetic search algorithm14 was used to
perform the fits. Since this model assumes a static charge
distribution for each time step it cannot include magnetic

fields. However, the magnetic fields caused by the dynamics
seen in the fit results would not have any significant effects
on the probe electron distribution.

The model obviously places restrictions on the shapes of
the involved charge distributions and ignores escaping elec-
trons, emitted ions, and charge refilling from the bulk. While
all of these effects modify the charge distribution after some
time, the model can still deliver an estimate of the size of the
charge distributions, as well as the amount of charge for
times shortly after excitation. Up to about 10 ps, the experi-
mental results are reproduced well by fits to this model. Mea-
sured and fitted beam images are shown in Fig. 3. We believe
that the deviations for later times are caused by the escape of
some of the emitted electrons well beyond the envelope of
the probe beam, as well as shortcomings of the assumptions
about the charge density distributions in our model. We at-
tempted to add a separate escaping charge distribution to the
above model; however, the large number of parameters,
some of them with weak dependence, made the fits unstable.

The time series of Qs and Wc are shown in Fig. 4. The
emission of electrons starts at t=0, which was expected since
the onset of change in the electron probe beam was used as
the t=0 marker for this experiment. The amount of emitted
charge reaches a plateau after 3 ps, after which Wc starts to
grow rapidly. The speed of this expansion of the electron
cloud is about 2% of the speed of light corresponding to a
kinetic energy of 100 eV. The model does not treat crater
formation of the multishot ablation process. Crater formation
may contribute to the delay in the rise of Wc and lead to an
underestimation of Qc, especially at early times. After this
paper was submitted for review, we learned of a study15

which used electron pulses to study plasma generation by a
femtosecond laser pulse in a nitrogen gas jet. The temporal
resolution of these experiments is limited to several picosec-
onds by the duration of the electron pulses and the velocity
mismatch between the laser pump and electron probe pulses.
An electron temperature of 250 eV was observed.

A much simpler analysis of the probe beam images allows
us to calculate the average electric field in x direction �Ex�
experienced by the probe electrons over their path through
the charge distribution. Using Eq. �3�, the average deflection
��X� is
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FIG. 4. Total amount of positive charge on the sample Qs and
width of the electron cloud Wc vs time. Data points for Wc before
t=0 have been omitted as they have no meaning in the absence of
charge, i.e., before the laser excitation.
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��X�t�� =
l

vz
�

�px

me
=

le�Ex�t��dz

vz
2me

, �4�

where d is the distance along z over which the electric field
acts on the probe electron. The size of the “dent” in the probe
electron distribution at 3 ps is dy =16 �m in y direction
�very close to the laser beam size� and for symmetry reasons,
dz=dy. Time traces of ��X� at the center of the probe beam
for a range of excitation fluences are shown in Fig. 5. Using
the measured maximum deflection at 5.6 J /cm2,
��X�3 ps��=108 �m we obtain �Ex�=3.5�106 V /m for
the electric field at this point in space and time.

For fluences above 1.7 J /cm2, ��X� peaks at the same
time. At 1.1 J /cm2, the peak is clearly delayed, an effect
even more obvious at 0.5 J /cm2. The plasma formation
threshold6 for 100 fs, 620 nm pulses is �1 J /cm2. Below
this threshold, ablation occurs through the emission of neu-
trals. As opposed to the massive ionization through ava-
lanche ionization or field ionization, which occurs at higher
fluences, only a moderate number of electrons is emitted
through multiphoton photoemission for excitation below the

plasma formation threshold. The lower number of emitted
electrons also results in weaker self-acceleration of the emit-
ted electron cloud. The amplitude of the deflection increases
with the intensity of the incident laser pulse, however there
appears to be a saturation value which is reached for excita-
tions above 4 J /cm2.

In summary, we have observed the transient charge distri-
butions produced during femtosecond laser ablation from a
Si �100� surface on the subpicosecond time scale. We deter-
mined the electric field strength from the maximum deflec-
tion of the probe electrons �3.5�106 V /m for 5.6 J /cm2

pump fluence�. Fits to a simple charge distribution model
reveal that this field is produced by the emission of 1.2
�106 electrons �5.3�1011 electrons /cm2�. According to
calculations,16 the initiation of Coulomb explosion �CE� in Si
requires the emission of on the order of 1014 electrons /cm2.
Direct plasma generation, on the other hand, is estimated17 to
happen at a free electron density of 1012 cm−2 nm−1. Given
that only a fraction of these electrons are expected to escape,
our results are consistent with the latter, as expected in a
multipulse ablation scenario. While there is some evidence
for the occurrence of CE in semiconductors,4,8 its role has
been disputed.18,19 By using only one or few pulses per
sample position, the method presented in this paper is ca-
pable of distinguishing the different ablation processes and
can be used to determine if CE exists as an ablation pathway
for semiconductor surfaces. It will be interesting to extend
this approach to different materials and a range of different
laser fluences. Preliminary data using a metal surface and
higher excitation show significantly faster dynamics. This
approach can provide information for the development of
more efficient laser ablation processes for numerous analyti-
cal measurements and material processing applications. With
a detailed microscopic theory, these experiments will enable
effectively a direct observation of the dynamics of the
charges emitted in the ablation process.
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FIG. 5. �Color� Probe electron deflection for different laser flu-
ences. The main graph shows the time dependence of the probe
deflection, whereas the inset shows the maximum deflection for
each fluence as determined by a Gaussian fit to the deflection time
trace.
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