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Spin-wave modes in NigyFe, thin-film antidot lattices are investigated using micromagnetic simulations and
a semianalytical theoretical approach. The simulations reveal a rich eigenmode spectrum consisting of edge
and center modes. We find both spatially localized and spin waves extending over many unit cells. To classify
the different types of modes and to analyze the microscopic properties, we adapt a semianalytical approach. We
show how to reduce the two-dimensional problem of the antidot lattice to a one-dimensional problem if certain
high-symmetry axes are considered. For lattices of unit-cell lengths ranging from 200 to 1100 nm, we find that
the characteristic mode eigenfrequencies can be correlated with both local inhomogeneities of the demagneti-
zation field and specific wave vectors caused by geometry-imposed mode quantization conditions. We compare
our results with recently published experimental data and discuss the crossover from dipolar to exchange-
dominated spin waves. Moreover, we simulate propagation of spin waves and find a preferred axis of propa-

gation perpendicular to the external magnetic field.
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I. INTRODUCTION

Recent investigations on quantized spin-wave modes in
individual mesoscopic magnets' and propagation in indi-
vidual magnon wave guides” have substantiated the idea of
magnonics.> This emerging research field addresses the
transmission, logical modification, and storage of informa-
tion using spin waves.>*~’ Here, mesoscopic antidot lattices,
i.e., thin ferromagnetic films such as permalloy NigyFe,,, Co,
etc., which are periodically structured with holes, are in par-
ticular interesting. They form a periodic array of microscopic
magnets interconnected via magnetic nanowires, i.e., mag-
non wave guides. Two different viewpoints have been put on
a magnetic antidot lattice so far: On the one hand, starting
from the perspective of a magnetic memory device, antidot
lattices have gained considerable interest. They exhibit pro-
nounced hysteresis effects, which might serve for high-
density data storage.®~'° To investigate spin-wave excitations
within such lattices, different techniques have been applied:
cavity ferromagnetic resonance (FMR),'!'"!* Brillouin light
scattering,'*! and spatio-temporal magneto-optical Kerr ef-
fect (MOKE).!® In Ref. 11 Yu et al. have reported that spin-
wave modes in antidot lattices depend on the lattice geom-
etry and that, besides a so-called edge mode, two further
major resonances occur (cf. Fig. 4 in Ref. 12). Pechan et al.'®
were able to directly measure the spatial mode profiles of
these two modes. They analyzed them in terms of uniform
spin precession. They assumed a standing spin wave with
wave vector k=0 and fitted the demagnetization field to find
the eigenfrequency. A comparable approach was used by
McPhail et al.'* Hole diameters in the cited experiments var-
ied from 300 nm in Ref. 15 to, e.g., 1500 nm in Ref. 16;
however, to our knowledge, a discussion of the influence of
lattice size on spin-wave eigenfrequencies has not been given
so far. On the other hand, starting from the physics of a
photonic crystal,'” periodic holes in a magnetic film are ex-
pected to modify the transmission of spin waves with wave
vectors k# 0. Due to challenges in nanopatterning and effi-
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cient detection schemes, experiments in this field are only
few so far. In Ref. 18 the authors measured the transmission
of propagating Damon-Eshbach-type spin waves through an
antidot lattice and found an absorption band that they ex-
plained by Bragg-type reflection. However, standing spin
waves might also affect the transmission due to excitation
and resonant absorption at characteristic eigenfrequencies.
Bragg-type reflection and resonant absorption thus need to
be distinguished. Orthodox theories would suggest excitation
of eigenmodes with a wave vector k being a multiple of a
reciprocal lattice vector 27r/a, where a is the lateral lattice
constant.!” We will show however that this approach is not
valid for magnetic antidot lattices. In contrast to, e.g., pho-
tonic crystals, where the geometric edges determine the
boundary conditions, the inhomogeneity of the internal mag-
netic field H;, is found to impose further intrinsic boundary
conditions for spin-wave modes. Within a magnetic material
the wave vector and group velocity of spin waves become
position dependent due to H;,.. A possible analogy in a pho-
tonic crystal would be a smooth variation of the refractive
index of the dielectric. It is in particular interesting to sepa-
rate modes from each other which are either localized in an
extremum of Him’zo i.e., are confined within a particular unit
cell, or extend around holes?! and spread throughout the lat-
tice. We call the latter modes extended. Furthermore, the

orientation of k with respect to magnetization M varies the
kind of spin wave, from, e.g., a Damon-Eshbach-type mode

(kL 1\71) to a backward volume mode (EIIAjI). All these fea-
tures outlined above make magnetic antidot lattices in par-
ticular intriguing for studying wave phenomena. A detailed
understanding of the spin-wave eigenmodes is essential for
further developments in magnonics.

In this paper we investigate spin-wave modes in nano-
structured permalloy antidot lattices subject to an applied
external field H. Our results highlight the twofold influence
of the periodic arrangement of holes: they change the inter-
nal demagnetization fields and impose characteristic quanti-
zation conditions. The geometry confines spin waves with
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quantized wave vectors k#( in contrast to assumptions in
the earlier publications.!*!® At the same time the inhomoge-
neous internal field tends to localize specific modes in dis-
tinct lattice areas. Prominent extended modes are found in
the interconnecting nanowires which are transversely magne-
tized. We use a semianalytical approach following Refs. 22
and 23 to interpret the micromagnetic simulation results in
detail.

The paper is organized as follows: In Sec. II we introduce
a semianalytical approach, allowing investigation of the na-
ture of a particular spin-wave mode and adapt it accordingly
to treat the two-dimensional (2D) problem of an antidot lat-
tice. In Sec. III we apply this theory to results of a set of
micromagnetic simulations of antidot lattices and use it to
explain the methodology of observed standing spin waves. In
Sec. IV we discuss the influence of both wave-vector con-
finement and demagnetization field on the spin-wave eigen-
frequency for various lattice sizes and identify the two re-
spective regimes. Finally, in Sec. V, using simulation
analysis in time domain, we show how spin waves propagat-
ing parallel and perpendicular to the external field in an an-
tidot lattice are differently affected by the internal magnetic
field.

II. THEORY

To analyze spin excitations in antidot lattices (cf. Fig. 1)
prepared from ferromagnetic material, we have performed
both micromagnetic simulations and a semianalytical ap-
proach. The semianalytical approach will be powerful to
classify the different modes found both in the simulations
and in earlier experiments.'® The classification is important
to figure out antidot lattice modes, which are characteristic
and vary systematically as a function of lattice constants,
lattice geometries (cf. Table I), and external magnetic field
H. In particular, H is known to induce transitions between
different quasistatic magnetization configurations.” Reso-
nances detected, e.g., via FMR, might therefore originate
from different domain configurations as already observed on
individual micromagnets.”> The applied external field also
varies the inhomogeneity of the internal field and thereby
changes conditions for the excitation of spin wave with k
# 0 in the FMR experiment. As a consequence characteristic
modes might exist only between upper and lower critical
fields.?! Field-dependent investigations, as depicted in Fig. 2,
are therefore important. Based on such data, a stringent clas-
sification of spin waves can be developed in order to under-
stand excitations in topologically complex devices such as
antidot lattices.

Since we deal with a nanopatterned film of permalloy,
which is thin if compared to the relevant lateral widths, we
assume in the following that spin excitations in growth di-
rection, i.e., z direction, are uniform. We can thereby reduce
the three-dimensional topological problem to the two lateral
directions x and y (see Fig. 1). The finite film thickness only
enters the exact spin-wave eigenfrequency. Here it is impor-
tant to note that in two dimensions, still it is not possible a
priori to apply the semianalytical approach reported by Gus-
lienko et al. in Ref. 22. In an antidot lattice, mode profiles
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FIG. 1. (Color online) (a) Sketch of an antidot lattice where we
define lateral parameters. Dark gray represents holes. We investi-
gate holes of both square shape (full line) and circular shape
(dashed line). (b) The square shown as a dotted line depicts the unit
cell for the simulations. Relevant lattice directions A to D and spe-
cific areas «, B3, and vy are indicated. (c)—(h) show the static behav-
ior of lattice 3, with a lateral unit cell size of 272 nm. In particular:
(c) Demagnetization field Hp,,, in the butterfly state [cf. (d)] at 100
mT (color code: see legend). Magnetization configuration: (d) the
butterfly state at 100 mT (%=0°) and (e) waterfall state at 30 mT
(7=0°). Small arrows indicate local orientation of spins. (f) Internal
field profile through areas a and B in the x direction at y=a/2. For
smaller fields the butterfly state gets more pronounced. (g) Demag-
netization field Hp,,, and (h) magnetization configuration for 7
=45° and poH=100 mT. Dynamic demagnetization field changes
as simulated (see Sec. IIT A) are less than 0.1 mT.

cannot be separated straightforwardly in components parallel
and orthogonal to the magnetization. This is due to first an

inhomogeneous demagnetization field Hp,,, in the x and y
direction, as well as second due to the inhomogeneous inter-

nal field I:Iim(x, y), which locally points in different direc-
tions. We have found, however, that in antidot lattices for
distinct areas and specific modes, we are able to reduce the
2D problem to an effective one-dimensional (1D) problem if
one component of the wave vector is known or can be
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TABLE 1. Parameters of antidot lattices

Hole area/unit cell area

Lattice Unit cell size (nm) Hole diameter (nm) Hole shape (%) Thickness (nm)
1 206 X 206 85 square 17.4 24
2 272 X272 85 square 9.8 24
3 272 X272 136 circular 19.6 24
4 1100 X 1100 550 square 25 16

guessed reasonably well from the lattice geometry. This is in
particular true if a high-symmetry direction is considered.
Once we know one component of the total in-plane wave
vector K2=ki+kﬁ (from the lattice symmetry directly or a
micromagnetic simulation), we conduct semianalytical cal-
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FIG. 2. Simulated magnetic field dispersions for (a) lattice 1 at
7n=0°, (b) lattice 3 at =0°, and (c) lattice 3 at 7=45°.

culations and consistency checks following the methods of
Ref. 23. Introducing the wave vector component k (k),
which is perpendicular (parallel) to a high-symmetry direc-
tion parallel to H, has turned out to be powerful in order to
classify characteristics of antidot lattice modes and to shed
light on the microscopic properties.

In detail, we have performed the following calculation
steps: we start from time-dependent micromagnetic
simulations.”* We uniformly excite frequencies in the giga-
hertz range and address the linear spin-dynamics regime.>
For simulation parameters see Sec. III A. Spatially and
frequency-resolved Fourier transform imaging?® is per-
formed at the resonance frequency of a distinct mode to il-
lustrate its spatial characteristics (Fig. 3). We have found that
once the frequency and spatial distributions of a spin-wave
mode are known, symmetry axes of the antidot lattice allow
us to guess reasonably well one of the relevant wave-vector
components, i.e., either the wave vector perpendicular k,,; or
parallel k,, to the external field. The parameters n,m count
the number of nodes in respective orthogonal directions, i.e.,
for the perpendicular case k,, =(n+1)m/w,, where w, is
the respective quantization width. Anticipation of the wave
vector can be achieved by, e.g., measuring the localization
distance and the node number in the spatial Fourier trans-
form images of the mode and by this means recalculating the
wavelength and wave vector. The wave vector is estimated
best first, if geometry itself and/or simulated mode profile
allow a clear identification of the wave vector and second, if
Hpen, 1s varying slowly along the axis along which the wave
vector is anticipated. For arbitrary directions within the anti-
dot lattice, i.e., not along a high-symmetry axis, the wave
vector will vary in orientation and magnitude within a unit
cell. Then two components of the wave vector change sig-
nificantly and our semianalytical approach cannot be per-
formed. Furthermore, we have treated the studied modes as
having a vanishing local-magnetization contribution perpen-
dicular to the applied field. This treatment has turned out to
be a very good approximation. Now, to classify in detail the
nature of the different antidot lattice modes and to extract
characteristic spin-wave phenomena, we follow the semiana-
lytical approach using the dispersion relation??

2 2 2
Wpp = (wgn + awMKmn){wzn + Wy - [aKmn + an(Kmn)]}’
(1)
where Kfnn=ki L+k3nH denotes the total in-plane wave vector,
w}, is the frequency of the mode, Fi,(kp,) the dipole matrix

element,”> « the exchange constant, and w=47yM,,
where M, is the saturation magnetization and /2w
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localized

unlocalized

FIG. 3. (Color online) Color-coded mode profiles for lattice 3
(a)—(f) and lattice 1 (g)—(j). Red (bright) means high-precession
amplitude, dark blue reflects zero amplitude. The orientation of H is
indicated by the white arrow. Broken lines illustrate high-symmetry
axes along which mode analysis is performed (see text). Lattice 3:
eigenfrequencies at 60 mT are (a) 5.68 GHz (mode 0Deg-2), (b)
13.1 GHz (mode 0Deg-4), (c) 8.5 GHz (mode 45Deg-2), (d) 10.65
GHz (mode 45Deg-3), (e) 2.58 GHz (mode ODeg-1, edge mode), (f)
8.95 GHz (mode 0Deg-3). Lattice 1: (g) 8.05 GHz (mode 0Deg-2 at
40 mT), (h) 12.2 GHz (mode 0Deg-4 at 40 mT), (i) 8.0 GHz (mode
O0Deg-2 at 110 mT), and (j) 13.8 GHz (mode 0Deg-4 at 110 mT).

=2.95 GHz/kOe the gyromagnetic ratio. The parameter
wy,"=yH;, is the precession frequency related to the effec-
tive internal field H;, = Hpey,+H. The undefined wave-vector
component, either k,, or k,, is calculated along a high-
symmetry axis using Eq. (1) accordingly to yield the eigen-
frequency w,,, of the mode known from simulation. For this
Eq. (1) is solved numerically for the free wave-vector com-
ponent at each coordinate & along the high-symmetry axis.
For values of £ where a nonimaginary wave vector results
from the calculation, the total wave vector (&) is then
known. At this point, there are three possibilities to check the
consistency of the anticipated wave vector and thus of the
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nature of the mode, all of which can be used independently.
First, we follow a quasiclassical (WKB) argument accord-
ing to Refs. 22 and 27

b
dwks = f k| [@mnHin(&)]dé= (p+ 1), (2)

where ¢wkg is the phase acquired by the standing spin wave
between turning points a and b along the high-symmetry axis
and p=0,1,2, ... p is the order of the mode in the direction
of the high-symmetry axis and therefore is given by p=n, if
the high-symmetry axis is perpendicular to the field, or by
p=m otherwise. Equation (2) must be fulfilled to form a
standing spin wave. The dependence of the free wave vector
k,, or k,, on frequency w is given by dispersion relation Eq.
(1) as discussed above. Turning points are defined by either
an imaginary wave vector?”> by a vanishing internal field' or
by geometrical edges of the holes.!! In small structures and
for small H it is not easily possible to identify turning points:
in the vicinity of an antidot edge Hp,,, is very high as com-
pared to the external field H. It is then not possible to distin-
guish dipolar-dominated from exchange-dominated modes.
In such a case, the simple picture of cosine and sine modes is
not applicable anymore?® and turning points are not easily
found. Throughout this text we will use Eq. (2) to find out
the nature of the mode. We call this procedure WKB analy-
sis. If a value close to an integral number of  is yielded, the
nature of the mode has been anticipated correctly. Within the
limitations of accuracy imposed by the semianalytical ap-
proach, one expects relative errors <20%.%3?

Second, it is possible to assume the mode nature as a sine
or cosine function,? i.e., symmetric or asymmetric and, us-
ing the semianalytically calculated wave vector, calculate the
mode profile. In general for the sine case one gets

m(é) =sin[¢- kL,u(f)]- (3)

This mode profile should then be compared to the simulated
patterns.

Third, once the mode profile is known, an averaged de-
magnetization field value is calculated according to Ref. 23

R Ex,y HDem(x’y) 'm(x’y)z
Hpem = E m(x,y)z > (4)

where m(x,y)? reflects the spatial-mode amplitude at a given
coordinate omitting the phase. The summation extends over
a unit cell of the antidot lattice. Hp,n(x,y) can be taken from
the simulation. Using the anticipated wave-vector compo-
nent, a spatially averaged value of the previously calculated
component and the averaged demagnetization field value
Hp.n, an average resonance frequency can be calculated us-
ing Eq. (1). The calculated w,,, should then be compared to
the simulated one. If eigenfrequencies from both approaches
match, one can classify modes in different antidot lattices
with respect to (i) symmetry, (ii) boundary conditions, and
(iii) number of nodes. Moreover, based on the parameters
outlined above, the semianalytical formalism allows us to
calculate frequencies of higher-order modes directly with no
further adjustable parameter. This can be done by assuming a
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localization length according to the lowest-order wave vector
as discussed above, and subsequently increasing the number
of nodes yielding the higher-order wave vectors. These
higher-order modes serve as a further and independent con-
sistency check of respective eigenmodes extracted from
simulations.

III. SPIN EXCITATIONS OF ANTIDOT LATTICES

A. Lattice parameters and quasistatic magnetization
configurations

We study eigenmodes of antidot lattices with different
geometrical parameters. We are interested in the impact of
the shape of the hole (square vs circular), the lattice constant,
and the inverse filling fraction, i.e., the ratio between the area
without magnetic material and the total device area. In this
work we focus on square lattices [Figs. 1(a) and 1(b)]. Table
I summarizes the parameters. For lattice 4 we have consid-
ered deviations from a regular hole shape in order to simu-
late fabrication imperfections. From this data set (not shown)
we have found that the main center modes, which we will
discuss in detail below, do not show any major dependence
on edge roughness. Lattices are simulated by defining a lat-
tice unit cell [Fig. 1(b)] and using periodic boundary condi-
tions. Hence we assume an infinite array in a coherent mag-
netic state. This assumption is reasonable if we compare our
lattice constants of <300 nm (samples 1 to 3) and 1.1 um
(sample 4) with a spin-wave coherence length of 18 wm and
beyond in permalloy.?® Crystal anisotropy is not considered.
The cell size for discretization of the magnetic material is
4.25 nm for lattices 1 to 3, 4.3 nm for lattice 4 in the x and y
direction, and 4 nm in the z direction for all four lattices. The
temperature is set to be 0 K, as reference simulations prove
that a finite temperature does not significantly alter the re-
sults. Saturation magnetization is g X Mg, =1080 mT. Ex-
change constant is 13X 10712 J/m. We excite magnetization

dynamics using an in-plane pulsed excitation A(f) in the x
direction of 3 ps duration and 0.12 mT amplitude. Thus the
linear regime is addressed. Damping constant is set to «
=0.01.

Simulations are performed in two different orientations of
the external field H: H parallel to a square lattice axis, i.e.,
the angle 7 is 7=0° [cf. Figs. 1(c)-1(f)], and H along a
diagonal (%=45°) [Figs. 1(g) and 1(h)]. For »=0° we obtain
two characteristic magnetization configurations. Their occur-
rence depends on the exact value of H and lattice parameters.
They are depicted in Figs. 1(d) and 1(e). The so-called but-
terfly magnetization configuration (d) is known from Ref. 13
and occurs in lattices 1 to 3 for uoH=60 mT and lattice 4
for all H. The demagnetization field shown in Fig. 1(c) re-
flects the symmetry of the magnetization configuration. For
lattices 1 to 3 a small misalignment of 0° < 7<1° or, im-

portantly, an excitation field i:(t) perpendicular to H induce
at small fields wuoH=60 mT a further magnetization
configuration’ depicted in Fig. 1(e). It exhibits a nonvanish-
ing magnetization perpendicular to H. In the following we

will label this configuration “waterfall state,” as the micro-
scopic moments follow a waterfall-like orientation. A similar

PHYSICAL REVIEW B 78, 054406 (2008)

tilt of the magnetization for small structures at small fields
has been observed before in magnetic wires’! and can be
understood considering increasing field expulsion by surface
charges for nanostructures. From this it is expected that the

magnetization component perpendicular to H grows with
smaller field and smaller structure size. This tendency is in-
deed observed in the simulations discussed here: the smaller
the lattice and external field H, the larger is the fraction of
spins tilted away from the external field direction.

In the following we will mainly discuss so-called center
modes and will not focus on the modes that are localized
right at the edges of the patterned holes. This has two rea-
sons: first, edge modes localized in the spin-wave wells at
the edges' will be influenced strongly by the shape of the
hole and edge roughness. These modes might therefore vary
substantially from array to array. Eigenfrequencies might
even change from hole to hole in a real antidot lattice. Sec-
ond, mode confinement next to a hole edge will not allow
separation of the two wave vectors along a high-symmetry
axis. The demagnetization field changes on a short length
scale along all directions. This makes application of our
semianalytical approach for edge mode analysis and classifi-
cation unappropriate.

B. Mode analysis

We first discuss modes that are prominent at 7=0° for
large H. We begin the analysis with the magnetic-field dis-
persion of eigenmodes in lattice 1 [Fig. 2(a)] and lattice 3
[Fig. 2(b)]. Dark gray color corresponds to power absorption,
i.e., excitation of spin-wave modes. For uyH=60 mT we
observe four prominent resonance frequencies. For the dis-
cussion we will label these modes using the angle 7, an
index number ranging from 1 to 4, and if useful, we will
provide the number of nodes n or m in the orthogonal lateral
directions.

1. Edge mode at n=0°

Lowest in frequency is mode ODeg-1. This mode is illus-
trated in Fig. 3(e). When we compare the spatially resolved
MOKE images of Ref. 16 and the spatially resolved Fourier
transform images obtained from simulation, mode ODeg-1 is
found to be consistent with the edge mode experimentally
observed. In both images, the mode amplitude is high only in
areas of very high demagnetization field bordering to the
holes. The low frequency reflects the small value of the in-
ternal field near the edges due to the large and negative de-
magnetization field [dark blue color in Fig. 1(c)]. We will not
discuss this edge mode in detail for reasons explained
above.?

2. Extended mode at n=0°

Next, we consider mode 0Deg-2 [Figs. 3(a) and 3(i)]. This
type of mode resides in the magnetic nanowires, which run
perpendicular to the external field. It extends in horizontal
direction from the left to the right end of the lattice. This
mode closely remodels a further mode experimentally ob-
served in Ref. 16 and resembles a center mode in a trans-
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FIG. 4. (Color online) Analysis of excitation ODeg-2 at 400 mT
for lattice 1: FFT of the resonance spectrum around 20 GHz. Insets
show simulated spatial mode profiles for different frequencies. For
frequencies at the peak and below areas « participate more strongly.
This is consistent with experimental observations in Ref. 16.

versely magnetized nanowire which exhibits k£, =0. In an
antidot lattice, however, the internal field along the horizon-
tal axis is not constant, in contrast to the straight wire’s case.
It is periodically modulated due to the inhomogeneous de-
magnetization field generated by the holes. Simulations yield
a large (small) negative demagnetization field value in area «
[cf.Fig. 1(b)] and a small (large) one in area 8 for high fields
/ large structures (low fields / small structures). This complex
behavior is strikingly different from individual micromagnets
and is illustrated in Fig. 1(f) for lattice 3 at different H. Note
that at high fields H the periodicity of Hp,,, equals the lattice
constant since the magnetization configuration is a saturated
butterfly state. From a detailed Fourier analysis of Hp,, in
the x and y directions, we find that the Fourier components
belong to multiples of the reciprocal lattice constant 27/ a.
For small H, however, the periodicity doubles [cf. curve at
60 mT in Fig. 1(f)] since spins in area B deviate significantly

from the orientation of H, whereas spins in area « stay
aligned with the external field. As a consequence, a high
wave vector of 4m/a plays a role for momentum transfer
through the internal field. This is different from antidot lat-
tices which are assumed to be homogeneously magnetized.
In Figs. 3(a) and 3(i) the displayed modes can be approxi-
mated by the center mode of a transversely magnetized nano-
wire. The vertical magnon wave guides are not excited. For
lattice 3, using Eq. (4), setting k£, =0, and previously calcu-
lating k; by means of Eq. (1), the semianalytical calculation
provides a resonance frequency of 5.53 GHz for mode
0Deg-2 at ugH=60 mT, in excellent agreement with the
simulated eigenfrequency of 5.68 GHz. Testing now the in-
fluence of inhomogeneous Hp, (Fourier transform images
in Fig. 4), the excitation in the center of the wires becomes
more pronounced if one increases H and thereby the eigen-
frequency. At 400 mT the absolute value of Hp,,, exhibits a
minimum in the area B [Fig. 1(f)] and varies in a sinusoidal
manner along the x position. The resonance spectrum exhib-
its a linewidth of 2 GHz with intensity between 18 to 20
GHz. It is broader than the damping constant would suggest.
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Mode profiles for frequencies 18.5 and 19.4 GHz are de-
picted as insets in Fig. 4. For 18.5 GHz the intensity is high-
est in area «, and a WKB analysis using Eq. (2) along the
broken white line yields ¢wgp=1.137. For 19.4 GHz the
excitation amplitude in the central regions a and B is more
homogeneous, and the WKB analysis in area S yields
dwis=1.037. Regions between «a and 8 reach WKB values
of & for all frequencies between 18 and 20 GHz. They are
not excited due to imaginary wave vectors at lower frequen-
cies. Mode profiles calculated semianalytically all along the
y direction are in excellent agreement with simulated results
(not shown). Therefore, we attribute the increased linewidth
to the influence of the spatially varying demagnetization
field, allowing slightly different resonance frequency in dif-
ferent areas along the mode axis, if everywhere k; =0 and
ky=const is considered. In other words, the prerequisite of a
coherent k, =0 leads to a variation of the eigenfrequency
along the direction perpendicular to H if the demagnetization
field changes within the coherence length of the mode. This
explains the spatial mode profile observed in Ref. 16. A simi-
lar phenomenon, i.e., partial decoherence, was found by
Schultheiss et al. in Ref. 34 on microscopic magnetic rings.

We now turn to mode ODeg-3 in Fig. 3(f). If analyzed by
means of our semianalytical approach and Eq. (4), we find
that parameters m=1, i.e., ky=2m/(a->b), and n=0, i.e., k,
=1/a, give a resonance frequency of 9.39 GHz at 60 mT.
This is in good agreement with the simulated mode at 8.95
GHz. Following this analysis, the mode ODeg-3 in Fig. 3(f)
can be understood as an higher-order mode of mode ODeg-2,
which is depicted in Fig. 3(a). In particular, along the y axis
it is the asymmetric (cosinusoidal) profile. Indeed, the WKB
consistency check based on Eq. (2) yields a value of ¢wgp
=2.257. The mode profile obtained via Eq. (3) is also in
excellent agreement with simulation. Setting now m=0 and
k, =m/a and using Eq. (4), one calculates a further eigenfre-
quency of 7.42 GHz. Within the vicinity of this frequency,
we observe no resonance peak in the simulated spectra. In-
deed, using Eq. (1) no real wave vectors are found for fre-
quencies in this range, meaning that a mode with m=0, i.e.,
ky=m/(a-b) cannot exist. Similar considerations are valid
for the other lattices.

Next, we draw the attention to the fact that the absorption
strength of mode ODeg-2 in lattice 1 becomes weak for de-
creasing H below uoH=60 mT, where the eigenfrequeny is
at a minimum [Fig. 2(a)]. A similar behavior is observed for
lattice 3 in Fig. 2(b), albeit for a slightly lower field of 50
mT. The weakness at small H is attributed to the waterfall
magnetization configuration. Decreasing H makes spins ro-
tate to the horizontal direction perpendicular to the external
field. This induces a spatially varying x component of M.
This causes a change in the mode profile [cf. Fig. 3(g)] and
in area f tilts the symmetry axis of the mode away from the
y direction, thereby achieving perpendicular alignment to the
internal field (not shown). With increasing spin rotation the
wave vector k| =0 cannot be realized anymore. In Fig. 3(g)
the mode does not extend through the antidot lattice.

3. Localized mode at n=0°

We proceed with analysis of mode 0Deg-4, the mode pro-
file of which is depicted in Fig. 3(b) for lattice 3 and in Fig.
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a) lattice #1, 40 mT, 0 deg. b) lattice #3, 100 mT, 45 deg.
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FIG. 5. (a) Mode ODeg-4 analysis for lattice 1 at 40 mT. The
straight line depicts the calculated mode profile using Eq. (3). The
dashed line depicts the calculated wave vector k, using ky=m/b
=7/85 nm, where b is the dot diameter. (b) Mode 45Deg-2 analy-
sis (short dashes) and Mode 45Deg-3 analysis (long dashes) for
lattice 3 at 100 mT. Only the mode profiles are shown for sake of
simplicity.

3(h) for lattice 1. For this mode mainly the vertical magnon
wave guides are excited in regions y. Here, a mode is formed
and localized in a potential well, which is caused by strongly
varying Hpey [cf. Fig. 1(c)]. We assume a wave vector
=/ b along the y direction, where b is the dot diameter, i.e.,
m=0. The high symmetry axis is chosen in the x direction in
between two adjacent dots, i.e., axis B in Fig. 1. A value of
dwkp=0.917 is obtained using Eq. (2). In Fig. 5(a) the re-
sults of the mode profile calculation (straight line) based on
Eq. (3), as well as the calculated wave vector (dashed line),
are depicted. Using Eq. (4) the analysis provides a resonance
frequency of 12.88 GHz. Both results are in excellent agree-
ment with the simulations. This is true for the other lattices
also.

Interestingly, as can be seen from Fig. 2(a), the pro-
nounced occurrence of mode ODeg-2 at fields =60 mT co-
incides for lattice 1 with the split up of the high-frequency
mode. We find that it splits up into up to four peaks, however
only two (0Deg-3 and ODeg-4) are prominent. Mode patterns
are all similar. One such mode at 13.8 GHz is exemplarily
depicted in Fig. 3(j). Here, all regions a,f, and 7y are ex-
cited. This pattern can be analyzed in terms of a hybridiza-
tion of mode profiles illustrated in Figs. 3(h) and 3(i). When
we calculate a resonance frequency for a higher order of
mode ODeg-2, using parameters m=0 and n=1, ie., k|
=2m/a, we get 13.89 GHz, a frequency located within the
multipeak structure and very close to the mode depicted in
Fig. 3(j). The quantized vectors k assumed for the semiana-
lytical calculation reflect the node pattern of Fig. 3(j), albeit
the distinct mode profile is not easily reconstructed anymore.
We conclude, that even though modes that we discussed so
far are separated to a large degree within different areas of
the lattice, they can hybridize for a small unit-cell size if
eigenfrequencies overlap: we observe such hybridized modes
also for lattice 2 and 3, but not for lattice 4 with a large
lateral size.

4. Extended mode at n=45°

We now proceed to analyze modes occurring for 7=45°.
In Fig. 1(h) the magnetization configuration is shown for
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lattice 3 at uoH=100 mT. In Fig. 1(g) the corresponding
demagnetization field is depicted. For lattice 3, three promi-
nent modes are extracted from the field dispersion in Fig.
2(c). Lowest in frequency is again the edge mode (45Deg-1)
not discussed here for reasons as outlined above. Higher in
frequency are modes 45Deg-2 and 45Deg-3. Profiles are de-
picted in Figs. 3(c) and 3(d) for lattice 3. Mode 45Deg-2 is
the counterpart of mode ODeg-2 in the 7=45° field align-
ment. Again the excitation extends throughout the antidot
lattice, now in the diagonal direction which is perpendicular

to H. We analyze 45Deg-2 by choosing a high-symmetry
axis between holes along the external field direction, i.e.,
along axis C in Fig. 1(b). Assuming k , =0, i.e., a zero wave
vector parallel to axis D, the WKB integral of Eq. (2) yields
dwirs=0.97m. The mode profile calculated semianalytically
according to Eq. (3) [Fig. 5(b)] matches very well the simu-
lated one. Importantly, we do not observe extended modes
corresponding to 45Deg-2 in lattices 1, 2, and 4. Here, local-
ized edge modes dominate in the respective spatial area.
Only for round holes of small diameter, i.e., small inverse
filling fraction, we observe the extended mode in the diago-
nal direction. Therefore, we suggest that the geometry of
lattices 1, 2, and 4 consisting of square holes with large
diameter does not allow the extended mode 45Deg-2 to
form.

5. Localized mode at 1=45°

We continue the analysis with mode 45Deg-3 occurring at
10.65 GHz [Fig. 3(d)]: Because Hp,y, varies strongly along
axis C of Fig. 1(b), the mode is localized along axis C due to
the inhomogeneous field, and the wave vector & of this mode
changes considerably along this axis. In the orthogonal (axis
D) direction the mode is confined between holes. Mode
45Deg-3 is the counterpart of mode ODeg-4 in the 7=45°
field alignment. Here, it is instructive to analyze the mode by
setting k; to a value extracted from the simulated mode pro-
file and evaluate k,. Doing so for lattice 3 yields a WKB
value in Eq. (2) of ¢wip=0.837 for kj=5;"— and a mode
profile in good agreement with simulated results. The main
outcome of the investigations is that circular holes of lattice
3 with small diameter allow both types of eigenmodes, i.e.,
extended and localized modes, to form at 7=45°.

IV. INFLUENCE OF LATTICE SIZE

In this section we compare eigenfrequencies of mode
ODeg-2 (extended modes) for different lateral lattice con-
stants and identify the relevant parameters for the exact spin-
wave eigenfrequency. For this we simulated spin-wave dy-
namics using uoH=400 mT applied along the y direction
(7=0°), ensuring the butterfly magnetization state also for
the small antidot lattices. The simulated eigenfrequencies are
presented as symbols in Fig. 6. They obey a minimum near
(a=b)=80 nm. Stimulated by the results of Sec. Il B we
analytically gain the effective internal field H;,, assuming a
thin magnetic wire extending parallel to the mode axis in the
x direction and having a width of (a-b) [Fig. 1(a)]. To cal-
culate the effective internal field we take the formula given
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FIG. 6. Eigenfrequency of mode ODeg-2 at 400 mT as a func-
tion of antidot-to-antidot distance (see text). Continuous line is an
analytical result using the demagnetization field of a thin wire. Dots
are simulated results.

in Ref. 35, a wire length close to infinity, and layer thickness
of 24 nm. For sake of simplicity, we assume kj=/(a
—b)-0.7. The eigenfrequencies of this analytical approach
are presented in Fig. 6 as a continuous line. The simulated
eigenfrequencies follow the analytical result. They are sys-
tematically smaller. The discrepancy can be attributed to first
assuming constant wave vectors in the x and y direction, i.e.,
dky/ dy=27k | / dx=0, and second starting from the demagneti-
zation field of an infinitely long wire. The discrepancy is
however only a few percent and the analytically calculated
curve is still in good agreement with the simulations. Strik-
ingly, for narrow antidot lattices with (a—b) <60 nm the
eigenfrequency strongly increases with decreasing (a—b).
This is due to the wave-vector quantization and the rapidly
increasing vector k. Spin waves are exchange dominated.
For increasing distances (a—») beyond 80 nm the frequency
also increases but much slower. In this regime the frequency
dependence is due to the dependence of the demagnetization
factor on the wire width. Spin-wave modes are dipolar
modes. Eventually the eigenfrequency converges, i.e.,
dw/ dk=0. As a consequence, the demagnetization field gov-
erns the eigenfrequency of mode ODeg-2 over a very broad
regime of lattice constants. We find that mode profiles mea-
sured in Ref. 16 on holes with (a—b)=1500 nm and 3500
nm are similar to simulated mode profiles presented in Fig.
3. This consistency can be explained by Fig. 6, where for
(a—b)>100 nm the effect of Hp,, dominates over the
wave-vector quantization. Thus lattices 1—4 and the sample
of Ref. 16 fall into the same regime in Fig. 6. The same holds
for Ref. 15 with (a—b)=150 nm. Only for very narrow lat-
tices the quantization takes over and determines the eigen-
frequency. Fitting a demagnetization field for analysis as
suggested in Refs. 14 and 16 becomes unappropriate. Experi-
ments in this regime have not been performed yet.

V. FIELD-CONTROLLED PROPAGATION OF SPIN WAVES

Finally, we investigate how spin waves propagate through
an antidot lattice, which is subject to an in-plane magnetic
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FIG. 7. (Color online) Spin-wave propagation within an antidot
lattice: simulated patterns show the time evolution after a pulsed
excitation for uyH=130 mT with a spatial inhomogeneous mag-
netic field A(r) at (a) 70 ps, (b) 180 ps, (c) 330 ps, and (d) 2200 ps
after the field pulse. In the x and y direction eleven unit cells are
depicted. Red (bright) represents a high spin-wave amplitude. For
long times, i.e., (d), the damping has reduced the overall amplitude.
The propagation is predominantly perpendicular to ﬁ which is ap-
plied along the y direction.

field H. For this we excite the antidot lattice only in a small
region by means of a spatially inhomogeneous magnetic-

field pulse h(z) and analyze the time evolution across the
lattice (in contrast to the frequency domain analysis of a

single unit cell presented above). & points along the x direc-
tion. Due to the spatially varying demagnetization field, as
well as by the nonuniform excitation, spin waves with a
broad range of wave vectors k are excited. From Fig. 7 we
find that the spin excitation propagates fast in the horizontal
x direction, which is perpendicular to the applied magnetic
field. In the y direction spin-wave propagation is suppressed.
We attribute this behavior to the findings in III B. There,
vertical magnon wave guides (i.e., wave guides collinear

with H) were found to be excited only locally, i.e., spin
waves were localized in potential wells (cf. mode ODeg-4).
In the x direction the extended eigenmode ODeg-2 built up
over many unit cells. This was possible since Hp,,, varied
smoothly along this axis and modes were not localized in
potential wells. In the view of propagating spin waves, this
scenario provokes the preferential propagation in the x direc-
tion seen in Fig. 7. Spin waves are guided in a direction
perpendicular to H. Note that by tilting the field by 45°, we
expect the propagation to be pronounced in the diagonal di-
rection [cf. Fig. 3(c)].

For comparison we have studied spin-wave propagation
also in an unpatterned NigyFe,, film subject to H pointing
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along the y direction (not shown). Here, the pulsed excitation

h(t) generates propagating spin waves, which exhibit an an-
isotropic behavior due to different group velocities dw/ dk in
different spatial directions. A detailed analysis and compari-
son with Fig. 7 show that the patterning with holes enhances
the anisotropic behavior. Thus, both the guiding along the x
direction and suppression along the y direction found in Fig.
7 substantiate the characteristic spin-wave modes of the an-
tidot lattice, i.e., extended vs localized modes, respectively.
The local potential wells, which we found in the antidot lat-
tice in Sec. III B, inhibit spin-wave propagation parallel to
the field. This phenomenon is different from Bragg reflec-
tion, where the periodicity of the lattice is decisive.

As a result, magnonic crystals offer further control over
wave propagation phenomena due to the inhomogeneous in-
ternal field H;,. This control goes beyond photonic crystals.
Since H;, is tailored by the applied field H spin waves are
guided by an external means.

VI. CONCLUSIONS

Micromagnetic simulations have allowed us to identify
major spin-wave modes in antidot lattices in an applied mag-
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netic field. One type of mode in particular is extending
throughout the lattice perpendicular to the external field.
Other modes are confined between neighboring dots and lo-
calized via the inhomogeneous internal field. These two
types have been found also for a magnetic field applied along
a diagonal direction. A semianalytical approach has provided
the wave-vector quantization conditions. We discuss the im-
pact of the demagnetization field as a function of lattice pa-
rameters on mode eigenfrequencies. A significant increase in
the eigenfrequency of extended modes is predicted for small
antidot lattice unit cells. Furthermore, we have shown that
spin-wave propagation perpendicular to the field is favored.
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