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We present a computer simulation model for the investigation of electron promotion processes in atomic
collision cascades in metals. The model combines molecular dynamics and molecular orbital calculations to
describe the formation of hot electrons in close atomic collisions. We apply this model to a set of collision
cascades initiated by the impact of a 5-keV silver atom onto an Ag�111� surface. The calculations show that
about 15% of the bombarding energy originally introduced into the solid is dissipated into the generation of hot
electrons in close collisions. Furthermore, we find that the nascent excitation energy spectrum closely re-
sembles a power law f�Eexc��Eexc

−� with exponents ��2–3.
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I. INTRODUCTION

The bombardment of a solid surface with energetic ions
initiates a complex series of atomic collisions among the
target atoms. First, the projectile loses energy either by elas-
tic collisions �“nuclear stopping”� or via inelastic processes
leading to electronic excitations �“electronic stopping”�.
Moreover, recoiling target atoms will experience the same
energy-loss processes, thus producing further recoil atoms,
as well as additional electronic excitation. As a consequence,
an atomic collision cascade develops in space and time,
which may ultimately lead to the release of particles from the
surface �“sputtering”�.1,2

In the kiloelectronvolt regime of impact energies investi-
gated here, nuclear stopping is known to be the dominant
energy-loss mechanism.3 Nevertheless, a substantial fraction
of the kinetic energy originally imparted to the surface is
dissipated via electronic degrees of freedom.4 Experimen-
tally, this “kinetic excitation” manifests in two different
ways. First, electrons are released from the surface either
into the vacuum �“kinetic electron emission”�5 or into the
solid �“internal electron emission”�.6 Second, sputtered par-
ticles may leave the surface in electronically excited or ion-
ized states.7,8 Particularly the formation of secondary ions is
important since it forms the basis of secondary ion mass
spectrometry9 as one of the most versatile methods of chemi-
cal surface analysis.

A theoretical description of kinetic excitation in atomic-
collision cascades requires knowledge of the microscopic
particle dynamics within the collision cascade. More specifi-
cally, it is important to determine where and when atoms are
moving or colliding, as well as the energies involved in these
processes. Based on this information, one can assign inelas-
tic energy-loss mechanisms to every moving atom, thus
forming a space- and time-dependent source of electronic
excitation within the cascade volume. While analytic theories
of kinetic electron emission10 or secondary ion
formation11–20 usually employ relatively coarse statistical av-
erages, the required information can be ideally obtained from
molecular dynamics �MD� computer simulations of the cas-
cade dynamics.

In principle, dynamically induced electronic excitation
can be described by solving the Schrödinger equation for all
nuclei and electrons of the system. Such ab initio MD cal-
culations have been successfully performed for small sys-
tems containing up to several tens of atoms.21,22 Unfortu-
nately, the computational effort to describe a system large
enough to enclose an ion-impact-induced collision cascade is
still clearly beyond what is possible to date. Therefore, it
appears promising to combine classical MD simulations with
simple models describing kinetic excitation mechanisms.
Prominent inelastic energy-loss processes undergone by par-
ticles moving in a solid are electronic friction via scattering
of quasi-free conduction-band electrons and electron-
promotion in close atomic collisions.

To first order, electronic friction can be described by the
Lindhard model of electronic stopping,23 which treats the
kinetic excitation in terms of the dielectric response of a
free-electron gas to the passage of a moving atom. The re-
sulting energy loss experienced by the atom can be described
as an effective friction force that is proportional to the par-
ticle velocity.

The electron promotion mechanism is based upon the
physical picture that during a close atomic-collision transient
quasimolecular orbitals �MO� are formed with eigenenergies
that vary as a function of the interatomic distance.24 In a
“diabatic” picture, some of these orbitals may be promoted
to higher energies while the atoms approach each other.
Whenever an occupied MO increases in energy such that it
exceeds the Fermi level, resonant autoionizing transitions to
free conduction-band states become possible,25 thereby gen-
erating a hot electron while leaving a vacancy in the MO.

Both electronic friction and electron promotion have been
incorporated into MD simulations of atomic collision cas-
cades before.21,26–40 In many cases,32,38–40 electronic friction
was merely acknowledged as an energy-loss mechanism in-
fluencing the nuclear dynamics, while the resulting elec-
tronic excitation was largely ignored. Only recently this pro-
cess has been incorporated into microscopic calculations of
the generation and transport of electronic excitation in
atomic collision cascades.4 In the case of electron promotion,
practically all published work26,27,35–37 was strictly focused
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on the vacancy-formation process, while the fate of the lib-
erated electron was not considered.

The present study aims at a detailed investigation of the
electron promotion mechanism as a source of hot electrons in
states above the Fermi level, which operates in addition to
the electronic friction mechanism. Using a combination of
classical MD simulations and diabatic correlation curves de-
termined from ab initio MO computations, we calculate the
total amount of electronic excitation energy generated by
electron promotion for a set of 120 collision cascades initi-
ated by the individual impact of a 5-keV Ag atom onto an
Ag�111� surface. Using simple assumptions regarding the au-
toionizing transition rates, we then derive the excitation
spectrum of the hot electrons generated within the cascade
volume.

II. MODEL

The microscopic particle kinetics within the atomic-
collision cascade initiated by a 5-keV silver atom impinging
onto an Ag�111� crystallite under normal incidence are mod-
eled by means of MD computer simulations described in
detail earlier.41–44 In short, for the projectile and all target
atoms, the Newtonian equations of motion are numerically
integrated in order to follow the time evolution �“trajectory”�
of the particle system up to a maximum simulated time of 3
ps after the projectile impact. The interactions among the
ensemble of particles are described using the MD/MC-CEM
potential45 for silver. The model crystallite employed in the
calculations consists of 4500 atoms arranged in 18 layers.
The system size is chosen as such to ensure that for practi-
cally all trajectories studied here, the collision cascade re-
mains completely enclosed during the first 150 fs after the
projectile impact, which is essential for the formation of hot
electrons by electron promotion processes. Moreover, it was
shown previously42 that calculations for selected trajectories
using larger crystal sizes produce practically identical results.

In order to incorporate the electronic degree of freedom
into the MD simulation, we assume the atomic collision cas-
cade to be embedded into a quasi-free, nondegenerate Fermi
gas representing the metal conduction electrons. Electronic
friction is treated within the Lindhard model23 yielding a
velocity proportional friction force acting on each particle
moving within the solid. The friction force naturally enters
the equations of motion. For details on the inclusion of
Lindhard friction into the MD, the reader is referred to Refs.
21 and 29.

Electron promotion is treated on the basis of the curve-
crossing model of Fano and Lichten.24 During a close gas-
phase collision of two atoms, the overlap of wave functions
leads to the formation of quasi-MO, whose energies vary as
a function of the interatomic separation r. In a diabatic pic-
ture, crossings between different MO levels may occur and
allow for electron exchange from one level to another. As
originally pointed out by Joyes,46 this mechanism may also
be applied for hard collisions within a solid, with the distinct
difference that in this case not only level crossings but also
crossings between a MO level and a band may occur. When-
ever one initially occupied MO increases in energy such that

is exceeds the Fermi level, the electron may undergo a reso-
nant autoionizing transition from the promoted orbital into a
delocalized free conduction-band state. The delocalization of
the hot electron is assumed to occur on a subfemtosecond
time scale. Therefore, a reverse transition from the
conduction-band state into the MO is highly improbable and,
hence, neglected. The electronic transition is accompanied
by the formation of a vacancy in the MO. On the time scale
of a few femtoseconds, this vacancy will stay localized as an
inner shell hole at one of the colliding atoms. At later times
the hole will be shared among neighbored particles and fi-
nally delocalize in the valence band. It should be noted here,
that in the course of the collision cascade, these holes may
de-excite via Auger transitions, which constitute an addi-
tional, indirect source of electronic excitation. This energy is
taken into account in our simulations and leads to the limit of
the average excitation energy for large values of � in Fig. 3.

For a violent binary collision of two isolated Ag atoms in
the vacuum, we have calculated4 that the 9�u MO evolving
from the atomic 4d−4d level energetically shifts upward
with decreasing interatomic distance. The corresponding di-
abatic energy curve Ediab�r� constructed from these �adia-
batic� calculations is depicted in Fig. 1.

In order to apply Ediab�r� for a hard binary collision within
a silver solid, the diabatic curve has to be correlated with the
band structure of silver. This is done by embedding the po-
tential curve into the energy scheme of silver such that for
r→� Ediab�r� converges to the “center of gravity” of the
density of states of the d band. The density of states data is
taken from tight-binding calculations carried out by Zhang et
al.47 The values for the Fermi energy �EF=5.4 eV�, as well
as the work function ��=4.74 eV�, are adopted from
literature.48

Figure 1 shows that Ediab�r� energetically crosses the
Fermi energy at an interatomic distance rc=1.5 Å. For r
�rc, Ediab�r� can be parametrized �solid line in Fig. 1� as4

Ediab�r� = a + b/cosh��r� �1�

with a=−7.1 eV, b=1657 eV, and �=4.75 Å−1. Let r�

�rc be the internuclear distance at which the electronic tran-

FIG. 1. �Color online� Diabatic MO energy versus interatomic
distance of two silver atoms colliding within solid silver �taken
from Ref. 4�.

DUVENBECK et al. PHYSICAL REVIEW B 77, 245444 �2008�

245444-2



sition takes place. Then, we define the excitation energy
Ee�r�� of the hot electron generated by autoionization as

Ee�r�� = Ediab�r�� − EF. �2�

Taking into account the additional energy Eh that is stored in
the generated d hole, we arrive at a total excitation energy

Eexc = Ee + Eh �3�

produced in this collision. The value of Eh is taken as the
energy difference between EF and the energy corresponding
to the center of gravity of the density of states in the d band
of silver. In view of Eqs. �2� and �3� it becomes directly
obvious that for each hard collision, the total amount of gen-
erated excitation energy strongly depends on r�.

In Ref. 4 we have presented a stochastic Landau-Zener
approach to derive an analytical expression for the transition
probability p�r� as a function of interatomic distance. How-
ever, besides the detailed collision dynamics directly acces-
sible from the MD calculation, the numerical evaluation of
p�r� requires exact knowledge about the width of the energy
gap in an avoided crossing between the promoted MO and a
free conduction-band state. At least for the system studied
here, this energy gap constitutes an unknown parameter. In
order to obtain an upper estimate for the total excitation en-
ergy generated by electron promotion in an atomic collision
cascade, the calculations in Ref. 4 were carried out under the
assumption that electronic transitions always occur with unit
probability at the minimum internuclear distance in each col-
lision. In the following, this approximation will be referred
to as distance of closest approach �DCA�.

Here, we present a more sophisticated approach to treat
the transition: The essential physics of the resonant autoion-
izing transition may be described in terms of a localized MO
state interacting with the continuum of delocalized
conduction-band states. The overlap of the corresponding
wave functions transforms the MO into a virtual bound state
�VBS� of finite width �, which then determines the transition
rate 	=2� /
. In principle, 	 can be derived from Fermi’s
golden rule as

	�E� =
2�



�Vik�E��2��E� �4�

with Vik denoting the matrix element for the resonant transi-
tion from the MO i of energy E to equienergetic conduction-
band states k with a density ��E�. While the density of states
of the three-dimensional electron gas simply obeys a �E de-
pendence, a physically meaningful evaluation of the matrix
elements Vik requires the knowledge of the diabatic MO dur-
ing the close collision. Although it is in principle possible to
approximate diabatic MOs using ab initio methods,49 those
calculations are extremely complicated and, hence, clearly
outside the scope of the present paper. Therefore, as a first
approximation we employ a constant-level width �, which is
taken from experimental data. This procedure is equivalent
to the assumption of an energy-independent density of states
��E� and a constant matrix element Vik in Eq. �4�.

In addition, it should be noted here that we only allow one
electronic transition to take place during a hard collision. In
principle, a twofold electronic excitation may be physically
possible due to the fact that the promoted diabatic orbital is
occupied with two electrons. However, the generation of a
�first� hot electron is accompanied by the formation of a va-
cancy in the MO. We assume that this vacancy alters the
eigenenergy of the diabatic MO such that it falls below the
Fermi energy and, thus, the generation of a second hot elec-
tron is prohibited.

For a given level-broadening �, the electronic transitions
are treated within the MD code using the following Monte
Carlo algorithm: At each MD time step, which is chosen
small enough to ensure that no particle moves more than
0.01 Å per integration step, the distribution of interatomic
distances among all atoms is analyzed. If there is a pair of
atoms with an internuclear distance r below rc, these atoms
are flagged to take part in a hard binary collision, which is
indexed for quick identification. As long as r remains below
rc, in each of the following time steps i of length dti, a
random number ai� �0,1� is generated and the resonant
electronic transition is assumed to occur if ai�	 ·dti. In that
case, the corresponding collision is flagged in order to pro-
hibit a second excitation during one single-close encounter.
A detailed analysis of individual hard-collision processes
shows that typical transition probabilities within one time
step are in the range from approximately 5
10−3 to 1.25

10−2 and, thus, by two to three orders of magnitude smaller
than one. This ensures the applicability of our Monte Carlo
approach.

Let j be the index of the time interval where the transition
takes place, then the excitation energy is given by Eexc�r�tj��.
In the MD-step �j+1� directly following the transition, this
excitation energy is subtracted from the potential energy by
artificially increasing the interatomic distance of the collid-
ing atoms such that the resulting potential energy deficit
matches the excitation energy. We are aware that this artifi-
cial enforcement of energy conservation must be considered
as a rough approximation. A more realistic and self-
consistent treatment of the energy dissipation would require
taking into account the change of the potential energy sur-
face following the excitation. Even for an isolated Ag2
dimer, this would require a very large quantum chemical
effort. Since the excitation energy density is strongly space
and time dependent, it would be necessary to recalculate the
interaction potential at each point in space and time sepa-
rately from ab initio methods. Such a calculation does not
appear possible to date.

III. RESULTS

The calculation of particle dynamics, as well as electronic
excitations as described above, has been carried out for the
bombardment of an �111�-oriented silver crystallite with a
5-keV monoatomic silver projectile.

In order to account for the statistical nature of the sput-
tering process, the lateral impact point of the projectile on
the surface has been varied. The hexagonal symmetry of the
�111� surface allows a confinement of the lateral distribution
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of impact points to an irreducible triangle located within the
two-dimensional Wigner-Seitz cell �see Fig. 2�. We have
chosen a total number of 120 different impact points equi-
distantly arranged within that irreducible zone.

In addition to the geometry of the impact zone, Fig. 2
shows the obtained sputter yield Y for each impact point �for
details on the employed identification scheme for sputtered
particles see Ref. 43�. The range of calculated yields varies
from Y =0 up to a maximum observed yield of Y =29. The

average sputtering yield Ȳ is 11.5 and, thus, it is significantly

reduced in comparison with previous MD calculations �Ȳ
�18� that neglect electronic energy losses within the atomic-
collision cascade. The yield reduction of about 38% that has
been found here is slightly larger than the results of Shapiro
and Tombrello,32 who reported yield reductions of about
30% for rather similar model systems. This difference may
be due to the fact that Shapiro and Tombrello have only
taken into consideration the hole formation during collisional
excitation thereby neglecting the hot-electron generation.
The latter—as it will be shown later—should be accounted
for as an additional sink of kinetic energy that may induce a
more pronounced reduction of the average sputtering yield,
as found in Ref. 32�.

Now, focusing on hot-electron generation by electron pro-
motion, we first have to consider the line width � of the
promoted diabatic orbital, which determines the transition
rate 	 as outlined in the previous section. Unfortunately, the-
oretical studies of the width � seem to be completely lacking
for our system. There exist, however, high-resolution photo-
emission measurements on Pt/Ag�110� that have been per-
formed in experiments by Roy et al.50 By means of photo-
emission spectroscopy on clean Ag�110�, as well as on Pt/
Ag�110�, level widths of Pt 5d resonances have been
extracted from the measured density of states for different
degrees of Pt coverage �. An extrapolation of the experi-
mental data for �→0 corresponding to a single absorbed Pt

atom on the silver surface yields a resonance width of ap-
proximately 0.3 eV. This value we presume as a rough esti-
mate defining the order of magnitude of �.

In view of the fact that the exact value of � constitutes a
parameter that is afflicted with a high degree of uncertainty,
the 120 trajectory calculations have been carried out for dif-
ferent resonance widths � covering a range from 0.025 to 2.5
eV.

Figure 3 shows the average total excitation energy per

trajectory Ēt=�kEexc
�k� /N �k: index of impact point, N: total

number of impact points� as a function of the level width �.

In the limiting case �→0 the energy Ēt approaches zero,
since the lifetime �=1 /	 of the electron in the virtual bound
state becomes large compared to the typical duration of the
atomic collision.

For large resonance widths, however, the lifetime be-
comes small in comparison with the time window of the
close collision, leading to an electronic transition from the
VBS into a free conduction-band state directly at the Fermi

edge. In that case Ēt converges toward N̄ ·Eh, with N̄ denot-
ing the average number of generated d holes per atomic-

collision cascade. With N̄=80, this energy is depicted as a
dotted line in Fig. 3.

Between these two limiting cases, we observe a maximum

of Ēt�650 eV for a level width of 0.25 eV. This value cor-
responds to about 15% of the total bombarding energy origi-
nally imparted into the solid. Furthermore, the data indicate a

rather weak dependence of Ēt on � in the proximity of the
maximum. Therefore, all calculations to be presented in the
following were carried out for a constant-level width of �
=0.25 eV.

In order to study the role of the lateral position on the
surface the projectile is aimed at, Fig. 4 gives a breakdown

of the average total excitation energy Ēt into the total exci-
tation energies Eexc

�k� for each impact point k. Due to the fact
that a two-dimensional color representation of data as em-
ployed in Fig. 2 would be too indistinct, we have chosen a
bar diagram depiction, here. The mapping from the index k

FIG. 2. �Color� On-top view of the center of the �111�-oriented
surface of the silver model crystal. The three uppermost atomic
layers �solid circles�, the two-dimensional Wigner-Seitz cell �solid
line�, and the 120 impact points within the irreducible zone of the
Wigner-Seitz cell �small solid circles� are depicted. In addition,
each impact point is colorized according to its individual sputter
yield Y.

FIG. 3. Average total excitation energy �left� and average num-
ber of hot electrons �right� per trajectory for different level widths
�.
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to the geometrical position of the corresponding impact point
within the irreducible triangle �see Fig. 2� is provided by Fig.
5. For the constant-rate model ��=0.25 eV� we observe an

average total excitation energy of Ēt�600 eV that is about
2/3 compared to the value of 900 eV obtained within the
framework of the DCA approximation. Concerning the indi-
vidual choice of impact point, the two models yield standard

deviations for Ēt of ��70 eV �rate model� and �
�160 eV �DCA approximation�, respectively. Furthermore,

by comparing the individual excitation energies from the rate
model with those from the DCA model, it becomes obvious
that the transition from one model to the other cannot be
treated by means of a linear scaling. Thus, the introduction of
a constant transition rate does not only alter the amount of
energy that is transferred during a hard collision but also
significantly influences the evolution of the atomic collision
cascade.

Figure 6 shows the excitation energy distribution f�Eexc�
of hot electrons generated in inelastic collisions comprising
�i� all detected hard collisions and �ii� only those collisions
the projectile is involved in. Both distributions have been
obtained by binning the excitation events into equidistant
energy intervals of 2 eV widths. Note, that f�Eexc� is normal-
ized such that 	0

�f�Eexc�dEexc=1.
We observe that the individual excitation events cover an

energy range from Eh up to a maximum of 160 eV. The
reader should be aware that hot electrons with an excitation
energy exceeding the work function of silver must not gen-
erally be assumed to be emitted from the surface since the
direction of propagation is undetermined and further scatter-
ing processes have to be taken into account. An interesting
observation arising from Fig. 6 is that both distributions
closely resemble an inverse power law f�Eexc��Eexc

−� with �
�2.6 �for all collisions� and ��2.0 �for projectile-atom col-
lisions�.

In order to derive an upper estimate for the exponent �
from analytical theory, we may assume that the particle dy-
namics follow the laws of a linear-collision cascade. This
basically means that all collisions are assumed to involve one
moving atom and an atom at rest. In that idealized case the
kinetic energy distribution can be approximated by 1 /E2.51

By inverting the pair contribution of the many-body MD/
MC-CEM potential, the kinetic-energy distribution can be
converted into a probability distribution of distances of clos-
est approach and, thus, within the framework of the DCA
approximation into an excitation energy distribution of hot
electrons �labeled as “theory” in Fig. 6� using Eq. �1�. The

FIG. 4. �Color online� Total excitation energy generated by elec-
tron promotion as a function of impact point �additionally see Fig.
5�.

FIG. 5. Mapping from the index k to the location of the corre-
sponding impact point within the irreducible zone of the two-
dimensional Wigner-Seitz cell.

FIG. 6. Nascent excitation energy distribution of hot electrons
generated in electron promotion events. The data has been taken
from the set of 120 trajectories
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distribution resulting from the above procedure is also a
power law, however, with a reduced exponent ��−8 /5.

IV. CONCLUSION

We have presented a model to incorporate electron pro-
motion into molecular dynamics simulations of atomic-
collision cascades in metals. An exemplary application of the
model to collision cascades induced by the impact of a 5 keV
silver atom onto a Ag�111� surface reveals that about 15% of
the total bombarding energy is converted into electronic ex-
citation by electron promotion. Furthermore, a nascent en-
ergy spectrum of hot electrons generated during close atomic

collisions has been calculated. The spectrum closely re-
sembles a power law f�Eexc��Eexc

−� with exponents ��2–3.
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