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A robust and efficient computational method for electronic structure calculations of liquid-solid interfaces is
presented. The theory employs the density functional theory and a modified Poisson-Boltzmann theory, com-
bining them through a smooth dielectric model function. The free energy, including electrostatic and nonelec-

trostatic interactions between solutes and the solvation medium, is formulated, and its first derivatives with
atomic positions are presented. This methodology is applied to two different topics; one is the potential of zero
charge (PZC) of Pt(111), and the other is a poisoning of active sites for the oxygen-reduction reaction (ORR)
by interfacial water molecules on Pt(111). The results of the first topic show that induced charge redistributions
caused by the adsorption of water molecules form a surface dipole moment that dominates the experimentally
observed negative shift in the PZC when platinum is immersed in an aqueous electrolyte. The results of the

second topic show the possibility of a decrease in the surface coverage of the first reaction precursor to the
ORR due to site blocking by the adsorbed water molecules.
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I. INTRODUCTION

Recent progresses in first principle calculations with the
density functional theory (DFT)'? allow one to quantita-
tively predict wide varieties of electrochemical properties;
however, it is still a very challenging task to accurately pre-
dict the Gibbs free energies of liquid-solid interfaces under
given electrode potentials, which is a practically important
technique for computer aided designing of new active and
corrosive-resistant electrocatalysts for fuel cells, as well as
for attaining a fundamental understanding of surface electro-
chemistry. This difficulty comes from the necessity to in-
clude both accurate descriptions of local chemical bonds and
long range disordered structures of electric double layers.
Although DFT calculations using slab models with periodic
boundary conditions have reproduced bond strengths be-
tween adsorbates and surfaces in a vacuum within useful
accuracies, it is not practical to perform ab initio molecular
dynamics on a system with a scale of 100 A, which is the
typical length needed for the sufficient screening of the elec-
trostatic field from a charged surface in a 0.1M aqueous so-
lution. Therefore, actual calculations need approximations.

As an example, we present the approximations used in
previous studies for predictions of the redox potentials of
electron transfer reactions at interfaces,

A(ads) + ne” < B(ads). (1)

The Gibbs free energy of electrons is —neU, where e is the
elementary electric charge and U is the electrode potential.
The Gibbs free energies of A(ads) and B(ads) are functions
of U, which we denote as ();(,q) and Qp,qq), respectively.
The free energy change before and after the reaction is zero
at the redox potential U°,

- neUO + ‘Q‘A(ads)(UO) = ‘Q‘B(ads)(UO) . (2)

This is the general equation to be solved; however, it is
difficult to accurately represent {)4(,qq) and Qp(ags).
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This laboratory has developed a simple approach using a
relationship between reaction internal energies and reaction
free energies discovered in 1999.3 First, this method approxi-
mates {4(,q5) and p,q, as the free energies of the same
species on the neutral surface. Second, thermal corrections to
internal energies, entropies, and solvation free energies are
approximated by those in an aqueous solution. A simple
equation is derived from these approximations as

AEp - AE, _ Qpag) = Q(ag) _ AAE,

ne ne ne

+U,

"
3)

AE, and AEj are the differences in internal energies caused
by transferring A and B, respectively, from the solution to the
neutral surface. {)(,q) and g are the free energies of A
and B, respectively, in the solution. Ug is the redox potential
in the solution. AAE, was obtained from DFT calculations
using slab models or cluster models, and Ug was taken from
experimental data. Ngrskov er al.* developed useful kinetic
models to predict the activities of electrocatalysts for the
hydrogen evolution reaction and the oxygen-reduction
reaction’ (ORR) using similar approximations. The differ-
ences are that they did not use the experimental aqueous
redox potential qu but instead used the Gibbs free energies
that were approximately calculated from internal energies
and zero point energies on neutral surfaces. Although these
methods have given wuseful predictions for redox
potentials,®?8 catalytic activities,”>? and phase diagrams3’
consistent with experiments, limitations and unanswered
questions remain. For example, these two models cannot in-
clude the potential dependencies of bond strengths into cal-
culations. Structures and stabilities of water molecules are
sensitive to the electrode potential,>* and such potential de-
pendencies may affect the activities of reactions as described
in Sec. IIT of this paper. Another limitation is that these two
models cannot give insights into well-established experimen-
tal measurements about charged surfaces, such as differential
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capacitances and electrocapillarities.’ Rossmeisl et al.?
suggested the use of a constant electric field model using a
neutral surface system including a dipole sheet for modeling
of the interface between the charged surface and the solution.
However, it is questionable that to apply a constant electric
field to the neutral surface is a correct model for the actual
charged surface in the electric double layer, and assumptions
of the thickness of the double layer and the reference elec-
trode potential used for the estimation of the electrode po-
tential present additional uncertainties. Such measurements
have played essential roles in obtaining microscopic infor-
mation for interfaces, and comparisons between theories and
experiments give further knowledge about surface electro-
chemistry, as well as validations of state-of-the-art models
used in electronic structure calculations. In addition to these
limitations, there is a question about the accuracies of solva-
tion free energies. Solvation free energies are statistically
averaged interactions between solutes and solutions. A few
dozen up to several hundred water molecules have been used
for the modeling of solvation, and sufficient statistical aver-
ages have been performed in molecular theories.***! Other-
wise, continuum solvation models, such as the polarizable
continuum model (PCM),*>~** the conductorlike screening
model (COSMO),® or the solvation model (SMx),***” have
been used for the accurate evaluations of solvation free en-
ergies. However, just a few water molecules or a few layers
of water molecules were used without any statistical average
in a previous work that modeled the electrochemical inter-
face.

In order to include surface charging effects into calcula-
tions, a direct solution of Eq. (2) is necessary. Lozovoi et
al.*®® and Lozovoi and Alavi*® developed a useful approach
using slab models and applied it to the predictions of the
phase transitions for Pt(110) and Au(110) surfaces. Neurock
and co-workers®** developed a more advanced interfacial
model for the calculations of electrochemical reactions in
fuel cells. In these methods, the internal energies and Fermi
energies of systems before and after the reaction with differ-
ent electron numbers are obtained from DFT calculations.
The Fermi energies are transformed into the electrode poten-
tial within the standard hydrogen electrode (SHE) scale by
using the experimental thermodynamic work function for the
SHE. Then, the internal energies as functions of the electrode
potential are interpolated by quadratic interpolations. Finally,
the redox potential is calculated as an intersecting point be-
tween two curves. Recently, Sugino et al.>® also applied a
similar model for an investigation of the structure of water
on the Pt(111) surface using a molecular dynamics method.
However, there are still questions about these methodologies.
One question is about the arbitrariness in countercharge dis-
tributions. In order to handle the charged surfaces by DFT
calculations with periodic boundary conditions, counter-
charges neutralizing the system must be introduced. Two
simple methods have been employed: the Gaussian charge
sheets of Lozovoi and Alavi** and the homogeneous back-
ground charge of Neurock and co-workers.”*>* The actual
ion distributions must be functions of the ion concentration
in the solution as shown in the Gouy—Chapman theory.%>’
The Gaussian charge sheets or the homogeneous background
charge can only qualitatively represent such dependence by
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changing the distances between the surface and charge sheets
or by changing the size of the translational unit cell. How-
ever, it is difficult to quantitatively relate the distance or the
size to the ion concentration without ad hoc assumptions. In
order to avoid using these artificial treatments for counter-
charges, Skiilason et al.’® proposed to control the electrode
potential by changing not only the number of electrons but
also the number of hydrogen atoms to keep the net charge
neutral and applied it to the calculations of activation ener-
gies for the Heyrovsky reaction. However, another question
regarding the lack of interactions from a long ranged electric
double layer remains. Furthermore, adding or removing one
electron and one hydrogen atom to or from the practically
available small unit cells causes a drastic change in the cal-
culated electrode potential by =1.0 V; therefore, it is quite
difficult to control the electrode potential within a desired
narrow range. In addition, the question on the accuracies of
solvation free energies remains.

Recently, Otani and Sugino®' proposed to combine the
DFT and a modified Poisson-Boltzmann theory (MPB)>% to
get more realistic ion distributions. The basic idea is close to
that in PCM, ¥4 COSMO,* or SMx.*%47 A cavity is created
in the dielectric medium, and a slab is placed in the cavity.
The electrostatic potential and ion distributions are deter-
mined by using the MPB, and the electronic structure of the
slab is determined by using the DFT. However, the treat-
ments for the interface between the region handled by the
DFT and the region handled by the MPB are too primitive to
accurately describe solute-solvent interactions.

Recently, we developed a model combining the DFT and
the MPB and demonstrated its ability to predict with a useful
accuracy the reversible potentials for 38 electron transfer re-
actions in acid and base aqueous solutions and on Pt(111) in
an acid aqueous medium.®? In this model, the DFT and MPB
are combined through a smooth and flexible dielectric model
function.%>-% In this paper, we present the details of this
model. The free energy, including cavitation, dispersion, and
repulsion contributions, is presented. Its derivatives with
atomic positions are formulated. We implemented all these
methods into a newly developed computational code using
linear combinations of pseudoatomic orbitals (LCPAOs) and
norm-conserving pseudopotentials. We applied this method
to two different topics; one is the potential of zero charge
(PZC) of the Pt(111) surface, and the other is a poisoning of
the active sites for the ORR on the Pt(111) surface due to
surface blocking by interfacial water molecules. In the first
topic, the theory gives a mechanism for explaining the ex-
perimentally observed negative shift of the PZC by solva-
tion. In the second topic, the theory shows the possibility of
a significant decrease in the surface coverage of a reaction
precursor in the important range of the electrode potential for
the ORR. In Sec. II, we introduce the basic equations and
methods for the implementation to a DFT code along with
the details of the models and computations. In Sec. III, we
present the results and discussion. A summary of this work is
described in Sec. IV.

II. THEORY

A. Free energy and its derivatives

In this work, we combine the DFT and the MPB. In this
approach, a cavity is created in the system, and solutes or
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FIG. 1. Schematic of models: (a) a slab sandwiched by solvation
mediums and (b) a slab sandwiched by the solvation medium and
the vacuum. z; and z; denote the positions of the nucleus in the
bottom and top layers, respectively, of the slab.

surfaces are placed in the cavity. We include two different
boundary conditions for modeling interfaces. One is
solution/slab/solution, and the other is vacuum/slab/solution
[see Figs. 1(a) and 1(b)]. The total free energy of the system
is formulated as

Qtot =K+ Exc + Ees + st,nonel + Qis,nonel - TSe - TSi + Hs,corr
TS, +Qppe. (4)

K, E., and E_ are the kinetic, exchange-correlation, and
electrostatic energies, respectively. O oner and g onep are
the respective free energies due to nonelectrostatic solute-
solvent and ions-solute interactions, H, ., are the thermal
corrections to the enthalpy for the solute, 7 is the tempera-
ture, and S,, S;, and S, are the respective entropies of the
electrons, ions, and solutes. In this study, we set the tempera-
ture to 298.15 K. Q. is the mass conservation term.
K is written as

k=222 fikaf dr‘ﬂ?ka(l')(— %Vz) o). (5)
o k i

fike and . denote the occupation numbers and wave func-
tions for the ith band index for point k in the Brillouin zone
and o spin state. All integrals without any notation mean
integrals within the translational unit cell. We applied a gen-
eralized gradient approximation (GGA) by using the revised
Perdew—Burke—-Ernzerhof (RPBE) functional developed by
Hammer et al.®® Several calculations were also performed
using the Perdew—Burke—Ernzerhof (PBE) functional.®” The
exchange-correlation energy is given by

Exc = Exc[pT’ pl] = f drfxc(p% pi’ VPT, ij,) . (6)
p. 1s the density of electrons with spin o,
Por) = 2 2 fiol o). (7)
kK i

The electrostatic energy E., is written as
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Ey= J dl‘[pe(l') + pc(r) + P—(l') + P+(l')]¢(l')

- f drs(r)|V¢(r)|2. (8)

8m
p. is the charge density of electrons,

pe(r) = 2, py(r). (9)

Pes P_, and p, are the charge densities for nuclei, anions, and
cations, respectively. ¢ is the electrostatic potential. The sign
for the charge density of electrons is defined as positive in
this work. The relative permittivity € is a position-dependent
function written as follows:

s(r)=1+8°°(r)_1{1+

5 1- [Pna(r)/Po]z’B} ) (10)

2
1+ [Pna(l‘)/PO] A
Pna 18 @ summation of neutral atomic electron densities and is
written as

N,

atom

pna(r) = E E pna,a(|r - Ra -R

R =1

), (11)

where p,, , denotes the electron density of the atom calcu-
lated with the central field approximation, R, denotes the
position of the atom, and R denotes lattice vectors. Equation
(10) approaches &, in the regions where the electron density
is low and 1 in the regions where the electron density is high.
The parameter pg is the density threshold that determines the
cavity size, and the parameter 3 controls the smoothness of
the transition from €., to 1. &, is a position-dependent func-
tion written as

g for system a

-1 —
_st[l—erf(ZAjo)] +¢g, for system b,

(12)

where z; is taken as the z position of the bottom of the slab
and A, is taken as a small value. We set A, as 1 A in this
study. In the case of system a, Eq. (10) is the same as the
model suggested by Fattebert and Gygi®*®* except that it
does not use p, but p,,. We discovered that using p,, instead
of p, gives more accurate solvation free energies for both H*
and OH™. The solvation free energies of H* and OH™ were
calculated as the changes in the free energies for the reac-
tions H*(g)+(H,0)4(aq) »H*(H,0)4(aq) and OH™(g)
+(H,0);(aq) — OH™(H,0);(aq), respectively. The best sol-
vation free energies were —12.11 and —4.75 eV for H* and
OH™, respectively, in the case of the method using p, and
—11.36 and —4.98 eV for H" and OH", respectively, in the
case of the method using p,,. The experimental values are
—11.44+0.1 and —4.64=0.1 eV for H" and OH", respec-
tively, as summarized in Ref. 47. The experimental solvation
free energies of these ions are still controversial issues, but
using p,, apparently gives a better free energy difference for
the reaction H,O(aq) — H*(aq) + OH (aq). The method using
p. gives 0.20 eV, and the method using p,, gives 0.72 eV.

g,(r) =
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FIG. 2. Distributions of relative permittivity & for (a) a slab
sandwiched by solvation mediums and (b) a slab sandwiched by the
solvation medium and the vacuum and (c) the top view of the slab.
The distributions are on the cross section shown as a dotted arrow
in (c). The line spacing of the contour plot is 10. z, and z; denote
the positions of the nucleus in the bottom and top layers, respec-
tively, of the slab.

The experimental value is 0.93 eV. Our impression is that the
method using p, overestimates the solvation free energies for
cations. In addition to this advantage, we found that using p,,
can decrease the needed number of grids for numerical solu-
tions of the Poisson equation. We introduced the new
position-dependent function for &, in order to apply the simi-
lar methodology to system b: &,, approaches 1 for z <<z, and
g, for 2>z, We set g, to 78.36, which is the relative per-
mittivity of liquid water at 298.15 K.°® Figures 2(a) and 2(b)
show the relative permittivity distributions for a Pt(111) sur-
face modeled by a three-layer slab in the aqueous solution.
The distributions are on a cross section shown as a dotted
arrow in Fig. 2(c).

Qs noner includes the cavitation, dispersion, and repulsion
free energies as follows:

st,nonel = st,cav + st,dr + st,rep~ (13)

For the cavitation free energy, we used the following phe-
nomenological equation:
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st,cav =YS. (14)

v, is the surface tension of the bulk solution, and we used
71.99 mN/m for liquid water at 298.15 K.%° S is the surface
area of the solute or the slab numerically calculated using the
following equations:

S=fdrs(pna’ Vo) (15)
|V pua(r)|
5(Pnas |Vpna|) = g(r)[ﬁpO—A/Z(r) - ﬁp0+A/2(r)] X T,
(16)
1 for system a

=1 1 -
(r) —E{l—erf<zAzo>] +1 for system b,

Z

(17)

l{wl} 8)

9, (pn) = =
P = 2 [pua(e)/po P4 1

We used 0.0002 a.u. for A. Equations (14)—(18) for system a
are same as those proposed by Scherlis et al.% except that p,,

(@

st,dr (eV)
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FIG. 3. Free energies for nonelectrostatic interactions as
functions of the surface area of solutes, S(A~2), (a) dispersion free
energies, AQggq4 (eV), and (b) repulsion free energies,
AQggep (€V). The circles are the free energies given from
GAUSSIANO3. The solid lines are the fitted free energies to the
circles.
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is included in our method. We introduced a new position-
dependent function ¢ for applying the methodology to sys-
tem b. Taking into account empirical relationships between
dispersion and repulsion free energies and the solute surface

area,’®"> we formulated these free energies as
Na‘()m
st,dr + st,rep = E (aaSa + ba) . (19)
a=1

The coefficients a, and b, are atom-dependent parameters.
The surface areas of atoms are calculated by a partitioning
method,”?

(20)

Se= f drpa(r)s(pna’ Vpna|)-

The function p, is the partition function, and we used the
form proposed by Delley:"*

Efaqr_Ra_RD
R
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na,a( )
fa(r) = pr—zr

(22)
The parameters a, and b, were fitted to give the same dis-
persion and repulsion interactions as those calculated by the
PCM model implemented in GAUSSIANO3.7 In this study, we
used the same parameters for all atoms. Figures 3(a) and 3(b)
show the dispersion and repulsion free energies of several
clusters including (H,0),, H*(H,0),, and OH™(H,0),, calcu-
lated by GAUSSIANO3 as functions of the surface area using
Eq. (15). The fitted parameters reproduce dispersion and re-
pulsion free energies within a mean absolute difference of
0.015 eV.

We introduced an interaction model for the free energy
Qs noner in order to represent the Helmholtz layer,

Qis,nonel = f dl‘(|p_(l’)| + |p+(r)|)¢rep(r) > (23)

Nalom

brep(®) = > X u,(fr-R,—R]). (24)
R a

pa(r) - Natom ’ (21)
2 2 fﬁ(|l' -Rs- R|) u, is the repulsive interaction from the atom, and we used a
R 3B repulsive interaction function written as
|
p
o, r=r,—Ay,
e_ZArcp/(ro["Arep_r)
T, T Ay <r=r,t+A, for system a
r=ro+Ay,
0 Fat A, =r
’ p
tolr) = (25)
0, r=r,—A,, and 7=z,
e—2Arep/(ra+Arep—r)
——, Iy~ A <r=r,+4A, and 7>z, for system b,
r=ro+Ag,
\0, Fat+Ap=r and 7>z,

where r, is the average solvated ion radius a, which was set
as 3 A in this study, and the van der Waals radius of the
atom. The Arep parameter is for softening the potential and
was set as 1 A in this work.

We applied the MPB for a symmetric 1:1 electrolyte with
an ion radius a developed by Borukhov et al.>*%° This theory
takes into account the finite size effects of ions and gives a
simple form for the entropy of the solution as

k
Sua=— 2 | alp. (0" il )

+|p_(r)|a® In(|p_(r)|a’)
+ (1= |py(0)la’ = |p_(r)|a’)
XIn(1 = |p,(r)|a’ - |p_(r)|a*)],

where kg is Boltzmann’s constant.

(26)

We applied the Methfessel-Paxton smearing technique
with a Hermite polynomial of degree 2 to determine the oc-
cupation numbers of eigenstates.”® The formula for S, is
given in Ref. 76, and we used a broadening parameter of 0.2
eV.

H; ., and S, were approximately calculated by a simple
statistical thermodynamic model.”” In the case of adsorbed
species, we applied thermal correction terms to enthalpies
and entropies using the harmonic vibration model written as
follows:

Hs,corr =Hp, (27)
Ss=Svib (28)

1 hVi
Hvib=5; hVﬁg kst 1 (29)
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hV/kBT
hV/kBT

v1b - kBE

—1In(1 - ey |, (30)

where v; are the vibration frequencies of adsorbed species
calculated from the numerically obtained Hessian matrix and
h is Planck’s constant. In the case of isolated molecules,
translational, rotational, and vibration modes were taken into
account as follows:

Hs,corr = Htrans + Hrot + HVlb’ (3 1 )

Sszstrans"'Srot-"Svib’ (32)
3
Hypns = EkBT, (33)

kgT  for linear molecules

H,=\3 . (34)
EkBT for nonlinear molecules,

2amkgT \> kT 3
Suanﬁkg[ln(TB) RS FE R (35)

p 2
kl<T+1>
al —
5\ 00,

,n_1/2T3/2 3

kg ln<’= + —) for nonlinear molecules,
00,0,0, 2

Srot

for linear molecules

(36)
h2
@x,y,z 3 772[X . (37)

where m is the mass of the molecule, p is the pressure, o is
the rotational symmetry number, and I, . are the moments
of inertia. We set the pressure as 0.1 MPa. We neglected the
contributions of configurational entropies to S;.

When the system is opened for electrons and ions, we
need the mass conservation term written as

Q,.=—¢&N,— u,N, — u_N_, (38)

=fdrp,-(r) where i=e, +,0r—, (39)

where e is the Fermi energy and u. are the chemical po-
tentials for anions and cations in the bulk solution, calculated
as follows:>%:60

a3

e =kgT ln— (40)
1-2c¢,a°
¢}, is the concentration of ions in the bulk solution, and we
set it as 1M in this study.
Important physical properties are given from the local or
ground minima of Eq. (4). i,» ¢, and p. at the ground state
with given atomic positions are determined by the variation

PHYSICAL REVIEW B 77, 245417 (2008)

principle. A variation of Eq. (4) with ., gives the Kohn—
Sham equation,

[:I(rwika(r) = 8ika'l/"ika'(r) ) (4 1 )

== V74 60) 0, ), )
OE,.

UxeolT) = oy (43)

A variation with ¢ gives the Poisson equation,
V- [e(r) V ¢(r)]=—4mp,(r) + p.(r) + p_(r) + p(r) ].
(44)

Variations with p. give the modified Boltzmann distributions
for ions,

el A=V T
1- 2a3cb + 2a3cb Cosh[¢(r)/kBT]e—¢mp(r)/kBT‘
(45)

Pi(l') =¥

A self-consistent solution of Egs. (41)—(45) gives the ground
state for ¢, ¢, and p. at given atomic positions. We can
use the analytical derivatives of Eq. (4) with respect to
atomic positions R, for searching ground or local minima.
The formulas for the derivatives are summarized as follows:

VRntfltot =—Fyp- FPulay - Fsolv,nonel’ (46)

Fyp=- f drVg p.(r)¢(r), (47)

FPulay == 2 E 2 f dr[VRal/j?‘krr(r) (I:] - 8ik0’) lzbik(r(r)
o k i

+ Yo (X) (H = eiko) VR, Yiko(T)], (48)

Fsolv,nonel =

1 d
— f XV pra(r)—— Vp(r)?
T « d

na

&st,nonel

— | drV .
f r Rapna(r) 5Pna

- j dr(|p_(r)] + |ps (1)) Vi, Brep(r).  (49)

B. Implementation

We implemented all of the methodologies described in
Sec. IT A in a computational code newly developed in this
laboratory. The basic features of the code without the solva-
tion medium are similar to those of conventional codes.”8-8!
A brief introduction of the basic techniques is presented here.
This code uses norm-conserving pseudopotentials®? with the
fully separable Klienman-Bylander form.3*> We made
pseudopotentials by using results from all-electron calcula-
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tions including scalar relativity.?* The reference states and
cutoff radii for H, O, and Pt pseudopotentials are
15%9(0.50)2p%9(0.50),25>°(1.08)2p>>(1.08)3d%°(1.08), and
5d°9(1.20)6s5°°(2.00)6p°(2.40)5£°9(2.40), respectively,
where the values in the parentheses are the cutoff radii in
Bohr units. We used the 2p and 3d states as the local pseudo-
potentials for H and O. The electrostatic potential of a model
charge proposed by Soler et al.”® was used as the local
pseudopotential for Pt. The partial core corrections®> (PCCs)
were taken into account for O and Pt. The cutoff radii for the
PCCs are 0.37 and 1.18 in Bohr units for O and Pt, respec-
tively. We applied the projector expansion technique devel-
oped by Ozaki and Kindo®' in order to decrease numerical
integration grids. We used 5 as the maximum angular mo-
mentum number and 4 as the number of radial projectors.
The wave functions ¢, were expanded by the LCPAO
method. We used optimized double zeta plus polarization
(DZP) basis sets by using a scheme similar to the one sug-
gested by Soler ef al.”® The cutoff radius of 8 A was applied
for the construction of the basis sets. The DZP basis set for H
includes two radial functions for 1s and one radial function
for 2p. The DZP basis set for O includes two radial functions
each for 2s and 2p and one radial function for 3d. The DZP
basis set for Pt includes two radial functions each for 54 and
6s and one radial function for 6p. We did not take into ac-
count basis set superposition errors in this study. A combina-
tion of three-dimensional numerical integrations’”> and mo-
mentum space integrations’”® was used for calculating
Hamiltonian and overlap matrix elements. For the three-
dimensional numerical integrations, we applied the T2-type
Chebyshev quadrature with the M3-type mapping function
for radial integrations®® and Lebedev grids for angular
integrations.”-8% The numbers for the radial grids were 22,
32, and 28 and the numbers for the angular grids were 110,
110, and 194 for H, O, and Pt, respectively. Using these
integration grids with the projector expansion achieved a
good convergence in the total energy within the order of
0.000 01 a.u.. The current code can handle isolated mol-
ecules, slabs with two-dimensional periodic boundary condi-
tions, and bulk crystals with three-dimensional periodic
boundary conditions. The electrostatic potential was calcu-
lated by combinations of decompositions of electron densi-
ties to multipolar components and Ewald summation
methods.?-°! The integration grids described above were
used for the decompositions of electron densities.

We reorganize the total free energy and its derivative for
the system including the solvation medium in order to use
the norm-conserving pseudopotentials and projector expan-
sions as follows:

Qtol = Qvac + Qsolw (50)

Qyae= K+ Eqo+ ER + Eyy + Eq + Egoe = TS, + Hy oo — TS,
(51)

Qsolv = Qsolv,el + st,nonel + Qis,nonel - TSi + ch’ (52)

E. = Excl.pT + Ppce,1>P) T pPCC,lJ, (53)
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EN=>>2 fxo J dr (D0, (r),  (54)
o k i

En=2 22 fixo J dr i (D0 (), (55)
o k i

N, N,
1 atom Yatom
ESCC=EE ' 2 2 ¢aﬁ(|Ra_Rﬁ_R|)
R o=l B=1
- 2772 f drpna,a(r) ¢H,a(r)r2’ (56)
1
E&e = Ej dr5pe(r) 5¢H(r) > (57)

Qsolv,el = %J dr[Pe(r) + pc(r)]¢solv(r) + éf dl’[P—(l')
+py(r)]p(r). (58)

U and 0, denote, respectively, the nonlocal pseudopotential
and the operator representing a summation of local pseudo-
potentials and electrostatic potentials from electrons in neu-
tral atoms. p,, includes only valence electrons, and pp  i$
the partial core charge with spin 0. ¢, is defined as follows:

2.7
¢“ﬁ(|Ra - Rﬁ|) “RoR] f drpna,a(|r - Ra|)
|Rtl - RB| all space

X by gt — Rgl). (59)

¢y 18 the electrostatic potential of the atomic electron den-
sity,

1 (" *
¢H,a(r) = 47T|:;f d"‘,pna,az(r,)r,2 + j dr'Pna,a(’”,)V':| .

0
(60)
op, is the difference between p, and p,,,

5pe(r) = pe(r) - pna(r) . (61)

Oy is the electrostatic potential due to dp, in the vacuum,
and we define it as

0¢p(r) = p(r) = by pa(r). (62)

¢y is the electrostatic potential obtained by solving the Pois-
son equation written as follows:

V2¢y(r) == 4mp,(r). (63)

Py o 1s the summation of the electrostatic potentials caused
by electrons in neutral atoms,

N,

atom

brna®) =2 2 buar-R,—R|). (64)

R o=l

p. and ¢, are the charge distribution of pseudoatomic cores
in the vacuum and its electrostatic potential, and these are
written as
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Natom
pr)=-2 > Z,8r-R,-R), (65)
R a=1
Natom Z
¢.(r) =- ER g F-R,_R|’ (66)

where Z, is the number of valence electrons for each atom.
¢4y 18 the solvation contribution to the total electrostatic
potential, defined as

bony(r) = B(r) = Py(r) = ¢ (r). (67)

The Kohn—Sham Hamiltonian is rewritten as

I:I(T = Ijlo-,vac + d)solv(r) > (68)

A

1
Hy o =- 5V2 + 8¢pyy(r) + Uo,xc(r) +0y(r) + ﬁpr(r) .

(69)

The analytical derivatives of Eq. (50) are summarized as
follows:

VRulfltol =—Fic— FPulay - Foons (70)
Fvac = ng + Fna + Fscc + F(See + chu (71)
Fsolv = Fsolv,e] + Fsolv,nonel’ (72)

FZL =- E E 2 fikoJ drl//jkg-(r)(VRaljn]) Yao(r), (73)
o k i

Fna = E 2 2 fiko’J drlr//jkg-(r)(VRaljpr) wika(r)’ (74)
o k i

Fe=-2 ,N“E"’m VRa¢aﬁ(|Ra -Rg-R)), (75)
R p=l

Fse= f dr8¢p(r)VR pua(r), (76)

Foee=- 2 f ArV_ ppce.o(D0xeo(T), (77)

Foowv.e1 = ZoVR  Psorv(Ra)- (78)

Fpuay and Fygpy noner are same as those in Sec. I A.

Figure 4 shows the flowchart for the self-consistent field
(SCF) procedure with the solvation medium. The additional
computational cost for including solvation in the calculations
is due to finding ¢, on three-dimensional numerical inte-
gration grids. In solving the Poisson equation, we applied an
efficient method combining a multigrid technique®”> with a
parallel successive over-relaxation method”® using regular
real-space grids. A v-cycle method with a nested iteration

PHYSICAL REVIEW B 77, 245417 (2008)

| Input for ¢, c,and R, ‘
v

| Initial guess for p, and ¢ ‘
v

| Calculation of S, V,,and V,, ‘
v

‘ Calculation of Qg ;e l
|

| Calculation of ¢, and JE, Jdp, ‘%
v

‘ Calculation of ¢, ‘
y

| Calculation of Hamiltnean matrix ‘
|

| Solution of eigenvalue problem l
M

Determination of occupation
numbers and construct new p,

Is the Q,,, converged?

Yes
| Output or structural optimization ‘

FIG. 4. Flowchart for the SCF procedure. The shaded squares
mean additional parts needed for systems including the solvation
medium.

technique was used in the multigrid method.”?> ¢, on the
integration grids were calculated through three-dimensional
bicubic interpolations of ¢, on the regular real-space grids.
The additional computational cost for the solvation calcula-
tion was about 7% of the total computational cost.

C. Details of model and computation

The Pt(111) surface was modeled by three layers of slabs
with the theoretically predicted lattice constant of 4.03 A for
RPBE and 4.00 A for PBE using a bulk crystal model. We
found that a slab model with four layers gives a 0.02 eV
stronger adsorption energy for water at 1/4 monolayer cov-
erage, but we consider that such a difference does not sig-
nificantly change conclusions based on_calculations in this
study. We used rectangular 3 X 2 and v3 X 3 unit cells. The
solution was modeled by combinations of a few explicit wa-
ter molecules handled by the DFT and the continuum solva-
tion model handled by the MPB. We applied the boundary
condition as shown in Fig. 1(b). The Brillouin-zone integra-
tions were performed with 5X 6 X 1 grids for the 3 X 2 unit
cell and 3 X 6 X 1 grids for the y3 X 3 unit cell. The atoms in
the bottom layers of the slabs were fixed in position, and the
other atoms were relaxed with the criteria of 0.05 eV/A for
the maximum force. The electrode potential on the SHE
scale is calculated from the Fermi energy as

ep— $sue

U=- (79)

e

¢sue 1s the thermodynamic work function of the SHE, for
which we used theoretically predicted values of —4.43 eV
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for RPBE and —4.30 eV for PBE.%? These values are in the
range of experimental values from —4.80 to —4.28 eV.%+%

II1. RESULTS AND DISCUSSION
A. Potential of zero charge
1. Potential of zero charge from vacuum calculations

The work function of the Pt(111) surface in a vacuum was
measured as 5.6-6.4 eV.2719 [f we use 6.0 eV, which is the
middle of the experimental range, the PZC of the Pt(111)
surface in a vacuum is calculated as about 1.6 V in the SHE
scale by using Eq. (79) with ¢ for RPBE. The PZC of the
Pt(111) surface in aqueous solutions is still a controversial
issue, and many experimental works using 0.1 N perchloric
acid electrolytes suggest that the PZC is at the onset of hy-
drogen adsorption [i.e., 0.34 V (Ref. 104) and 0.35 V (Ref.
105) on the reversible hydrogen electrode (RHE) scale] or
nearby within the double-layer region [i.e., 0.43 V (RHE)
(Ref. 106)]. To convert these potentials for 0.1 N acid to the
SHE scale, 0.06 V must be subtracted from the RHE poten-
tials. A study using the immersion technique gave a substan-
tially higher value of 0.84 V (RHE).!”” If we use an average
PZC of 0.4 V (RHE) based on the three experimental results
in Refs. 104-106, the decrease in the PZC by solvation is
estimated as 1.2 V. Decreases in the PZC of transition metal
surfaces caused by the adsorption of water molecules were
also reported in previous experimental and theoretical
studies.'%-112 Although the PZC also depends on the pH of
the solutions,'!'® water molecule adsorption seems to be the
main influence on the decrease in the PZC.

The mechanism of this phenomenon is not clearly ex-
plained yet. Trasatti''* proposed a phenomenological view
that the PZC is influenced by both the orientation of dipole
moments of adsorbed solvent molecules and the changes in
the metal surface dipole due to contact with solutions. Be-
cause of the small adsorption energy for water, the orienta-
tion of the water dipoles has been considered to dominate the
decrease in the PZC. However, such a simple picture of the
mechanism was considered questionable because of the re-
cently discovered evidence that a so-called bilayer of water
molecules with an H-down structure [see Fig. 5(g)] is more
stable than that with an H-up structure [see Fig. 5(h)] at the
interface between a vacuum and the Pt(111) surface.'’

In this section, we present the results of the PZC calcu-
lated by the various models shown in Figs. 5(a)-5(h) without
the continuum solvation model. The model in Fig. 5(a) is the
bare Pt(111) surface. The models in Figs. 5(b) and 5(c) are
rectangular V3X2 unit cells with 1/4 and 1/2 monolayer
(ML) coverages, respectively, by water molecules. The mod-
els in Figs. 5(d)-5(h) are rectangular V3 X3 unit cells with
1/6, 1/3, 1/2, 2/3, and 2/3 ML coverages, respectively. Infor-
mation about the optimized structures and adsorption free
energies is summarized in Table I. The calculated PZC val-
ues are plotted as a function of the coverage of water mol-
ecules in Fig. 6 and listed in Table 1.

Before discussing the PZC results, we comment on the
accuracy of our newly developed code for the adsorption
energies of water molecules. Our laboratory performed a first

PHYSICAL REVIEW B 77, 245417 (2008)

FIG. 5. (Color online) Top views of the models for the PZC
calculations. The coverages for water molecules are (a) 0, (b) 1/4,
(c) 172, (d) 1/6, (e) 1/3, (f) 1/2, (g) 2/3, and (h) 2/3 ML. The dotted
lines show translation unit cells. The big, medium, and small
spheres show Pt, O, and H atoms, respectively.

principles calculation using plane wave basis sets, ultrasoft
pseudopotentials, and the GGA-PWO91 functional and ob-
tained an adsorption energy of 0.23 eV per water molecule
using a (2X2) translational unit cell to represent 1/4 ML
coverage.!> Using a similar method, Vassilev et al.''® ob-
tained 0.30 eV per water molecule at 1/3 ML using a (V’g
X \6) translational unit cell. Our results of 0.28 eV for 1/6
ML and 0.21 eV for 1/4 ML using RPBE are close to these
previous results. The adsorption energies of water molecules
for models g and h were calculated by Vassilev et al.,''® and
they got 0.50 eV for model g and 0.46 eV for model h. Our
results are 0.35 and 0.33 eV, respectively, and these are
slightly lower than the values in the previous study. We also
performed calculations by using the PBE functional, which is
a simplified version of GGA-PW91,%” and obtained 0.60 and
0.54 eV, respectively, which are closer to the previous re-
sults. We think that PBE gives stronger hydrogen bonds than
those given by RPBE. All calculations showed that model g
is more stable than model h in the vacuum condition, and
these results qualitatively agree with experiment.!'> All free
energy changes by adsorptions are positive; therefore, water
molecules on the surface are less stable than those in the gas
phase.

The adsorption of explicit water molecules with any
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TABLE 1. Distances /g (A), angles aapc ( °), adsorption free energies AQ, 4, (eV), adsorption energies
AE,4 (eV), and PZCs Upyc (V) (SHE) from vacuum calculations. || and L denote water molecules with the
H-O-H plane parallel to the surface and with the H-O-H plane normal to the surface, respectively. Hu denotes
the hydrogen atom with a higher z position than that of Hd.

Structure AQ, 4 (AE,q,) Upyc

a 1.53

b Ip0=2.47, lop=0.98, ayou=101.4, apoy=91.7 0.28(-0.21) 0.80 (0.40)

C ZPLO,H=2'45’ IOH,H=O'987 aHOH,H=103'1? apon,| 018(—032) -0.24 (030)
=103.3, Ipo,1=3.31, lopa,1 =0.99, lopy.1
=0.98, ayopn,1 =100.8, apop,, 1 =167.8

d Ip0=2.57, log=0.98, ayou=101.1, apou=89.9 0.22(-0.28) 0.87 (0.68)
Ipo=2.36, lop=0.99, ayou=103.4, apon, 0.14(-0.36) 0.12 (0.45)
=106.2, Ipo ;=3.24, lopa, 1 =1.00, lopy 1
=0.98, ayop,1 =101.5, apopy,, 1 =96.0

f Ipio11=2.36, lop;n=0.99, ayon, 0.13(-0.37) 0.09 (0.39)
=1039, aPtOH,”1=104.2, lPtO,L=3'457 lOHd,J_
=0.99, lop,, 1 =0.97, ayon 1 =102.3, apopy, 1
=1730, lPtO,H2=3‘28’ lOH,L2=0'98’ aHOH,HZ
299.6, aPlOH!H2=58.O

g lPlOH=2'72’ IOHZO.99, aHOHH=104.O, AptOH|| 015(—035) 0.90 (056)
=104.3, Ipo,1=3.25,lona,1 =1.00, lopy 1
=0.99, aHOH,L=98'5’ aPtOHu,L =98.6

h Ipoy=2.78, lop=0.99, ayon,=105.4, apopn, 0.17(-0.33) -1.25 (0.25)
=98.0, Ipgo, 1 =3.52,
lona1=0.99, lopy=0.98, apom,1
=100.8, apony,,, =167.8

coverage lowers the PZC of the Pt(111) surface, as shown in
Fig. 6. This trend is similar to the experimentally observed d= f drlp,(r) +p.(r)]z. (81)

negative shift of the PZC by solvation. However, the ampli-
tude of the shift fluctuates with the coverage and the configu-
ration of water molecules. The reason for this fluctuation is
explained by changes in the interfacial dipole moment. As
shown in Fig. 7, the amplitudes agree well with the potential
drops by net dipole moments in the z direction defined as

4md
Adgip=——> (80)
S
1.5 L """"""""""""
~ Exp. in vacuum
E 1.0 ] - u
w 05 p
S 00 -N\ . u
8 05 ) )
S 1.0 Exp. in solution
]
1.5 -
0.2 0.4 0.6
Blizo (ML)

FIG. 6. PZC Upyc (V) (SHE) as a function of the coverage for
water molecules and 6,0 (ML) from vacuum calculations. The
squares are calculated PZCs. The solid line is the experimentally
measured PZC in solutions, and the dotted line is the experimen-
tally measured PZC in the vacuum.

There are two contributions to the net dipole moment. One is
the dipole moment due to the orientations of water mol-
ecules, and the other is the dipole moment due to charge
redistributions caused by adsorptions. In this study, we call
the former effect the orientation effect and the later effect the
polarization effect. We determined the potential drops
Agip.ori due to the orientation effect by calculations of iso-

05 1.0 15 20 25
UPZC(O) - UPZC(Q—iZO) (V)

FIG. 7. Potential drop Adyg;, (V) caused by the net dipole mo-
ment in the z direction of the system as a function of the change in
the PZC by adsorptions of water molecules, Upyc(620) — Upzc(0)
(V). The circles correspond to calculated data. The solid line is a
diagonal line.
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FIG. 8. Potential drops A, (V) caused by the total dipole
moment, the dipole moment by water orientations, and the dipole
moment due to charge redistributions caused by the adsorption as
functions of the coverage of water molecules, fy,o (ML).

lated water adsorbates with the same configurations as those
in total systems, and summarized the data in Fig. 8. A quite
interesting point is that the potential drops Ay, 0 due to
the polarization effect, which were calculated by subtracting
Adgip.ori from Ay, do not fluctuate so much. Ay, o1 in-
creases with the increase in the coverage from O to 1/4 ML
and converges to 1.1 V. The reason for the increase in
Adgippor in the low coverage region is interpreted as more
charge redistributions due to the increase in the number of
interactions between the water molecules and the surface. In
addition to this interesting behavior, the result consistent
with the experimental PZC is obtained by using A g, o1 as
the negative shift of the PZC from that in the vacuum, as
shown in Fig. 9. According to this dipole analysis, we expect
that the charge redistributions due to the adsorption of water
molecules is the main reason for the negative shift of the
PZC, and the dipole moment caused by interfacial water ori-
entations shown in these vacuum calculations is canceled out
in actual interfaces.

The structure of the charge redistributions caused by wa-
ter adsorption is defined as

Ap(r) = pe,tot(r) - pe,Pt(r) - pe,nHZO(r) B (82)

where p, o, P p» and Pen,0 are the electron densities in the
total system, the system including the Pt surface, and the

KR S
™~ Exp. in vacuum
o 10 r
A
5 05 LA A
~ |\ - y Y A
S 00 | . .
= Exp. in solution
g 05 |
)
1.0
-1.5
0.2 0.4 0.6
G20 (ML)

FIG. 9. PZC Upyc (V) (SHE), calculated as Upyc(0)
_A¢dip,pol(0H2O)s as a function of the coverage of water molecules,
Ooo (ML). The solid and dotted lines are the same as those in
Fig. 6.

PHYSICAL REVIEW B 77, 245417 (2008)

08 r
06
0.4
0.2
0.0
-0.2
-0.4
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-08

Apx 10° (a.u.)

Position of O in H,0

z-z, (A)

FIG. 10. Charge redistributions caused by the adsorption of wa-
ter molecules for model d. Ap is the change in the electron density
due to adsorption of water.

system including adsorbates, respectively. In Fig. 10, we
show the averaged Ap within the x-y planes for model d.
Figure 10 shows a polarization in the region from the posi-
tion of the top layer of the slab to the position just above the
water molecule. The water molecule is positively charged,
and the top layer of slab is negatively charged.

2. Potential of zero charge from solvation calculations

Now, we have two essential questions about the abilities
of our continuum solvation model. First, can the continuum
solvation model reproduce the polarization effects? Second,
can the continuum solvation model cancel the orientation
effects? We present similar calculations to those shown in
Sec. IIT A 1 but using the continuum solvation model, in or-
der to answer these questions. Figure 11 shows the calculated
PZC as a function of the coverage of explicit water mol-
ecules handled by the DFT. The PZC values from Figs. 6 and
9 are also plotted in Fig. 11. The structural data, adsorption
free energies, and all PZC values are listed in Table II.

Before the discussion of the PZC, we describe the
changes in structures and adsorption free energies due to the

18 ] KExp. in vacuum
10 ¢ .. .
@ o5 ¢ . . 4
% oo tN S |
; 05 | Exp.insolution ® .
S 10 ¢ i
3 st
20 | ® Vacuum .
’ 4 Vacuum with correction
25 | e Solvation
1 L T
0.2 0.4 0.6

G20 (ML)

FIG. 11. PZCs Upyc (V) (SHE) calculated from three different
methods. The squares denote the PZCs calculated from vacuum
calculations, the triangles denote the PZCs calculated from vacuum
calculations with the correction to dipole moments caused by water
orientations, and the circles denote the PZCs calculated from solva-
tion calculations. The solid and dotted lines are same as those in
Fig. 6.
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TABLE II. Distances [, (A), angles axpc ( ©), adsorption free energies AQ, 4, (eV), and PZCs Upyc (V)

(SHE) from solvation calculations.

Structure AQ, 46 Upzc
a 1.13
b lpo=2.45, log=0.98, apon=101.9, apon 0.07 0.36
=100.3
c Ipio,1=2.46, lop=0.99, apon,=105.6, apop, 0.08 0.15
= 1032, lPlHd,L=3'257lOHd,L =O.99, lOHu,L
=098, ayop, . =102.5, apopy. =103.9
d Ip0=2.52, lop=0.98, anou=102.0, apou=96.0 -0.05 0.54
lPtO,H=2'4O? IOH‘HZI.OO, aHOHY”=104.O, ap[OH‘H —004 042
=106.4, Ipo. 1 =3.30.lopa.1 =0.99, lopa .
=098, anon . =1032, apopy . =144.2
f lpon=2.37, log1=0.99, agon,i -0.02 0.30
=104.3, apop,1=105.0, Ipo,1 =335, lona.
=0.99, Ilopy,1=0.98, ayon, 1 =102.7.apomy, 1
=142.6, lpop=3.31, lonp=0.98, ayomu
=100.5
g Ipio,=2.54, lop=0.99, apon,=103.2, apon, 0.04 0.34
= 1046, lPlO,L=3'20’lOHd,L= 100, lOHu,L
=099, ayop . =98.8, apopy 1 =97.3
h lPtO,H=2'75? IOH,H=0'999 aHOHY”=104.5, ap[OH‘H 002 —035

=979, Ipo. =348.lona 1 =1.00, lop .
=0.99, apon. 1 =102.6, apop, =176.9

h' Ipio, =361, Lo =0.99, apom =104.6, apom, 0.04 0.74
=845, Ipo 1 =3.63.oma 1 =1.00, log 1
=098, apon. 1 =104.5, apons  =174.0

solvation medium. The overall structural changes caused by
the solvation medium are relatively small except in the case
of model h. In this case, we found an additional local mini-
mum structure, which we call model h’. Adding the solvation
medium decreases the adsorption free energies by an average
of 0.22 eV and gives closer values to 0 eV. The fluctuations
in the adsorption free energies are relatively small. The ad-
sorption of a water molecule in the solvation medium corre-
sponds to the exchange of a water molecule in the solution
for an interfacial water molecule. When these two water mol-
ecules are in equilibrium, the free energy change must be
zero. Therefore, we consider that results of adsorption free
energies in Table II are consistent. The small fluctuations
among the different structures in the hydrogen bonding net-
work can be explained with two reasons. First, the strength
of the hydrogen bonds among water molecules is relatively
small. For example, the strength of the hydrogen bonds in
water dimers is around 0.1 eV.%2 Second, in the calculation of
the adsorption free energies, the contributions from the hy-
drogen bonding network in the solution and at the interface
cancel out. One thing we have to mention is that the effects
of the hydrogen bonding network between interfacial water
molecules and other adsorbates, such as OH(ads) or
HO,(ads), are not negligibly small. The specific interactions
between H in H,O(ads) and O in OH(ads) or O in H,O(ads)
and H in HO,(ads) give a strong influence on the calculated
redox potentials forming these adsorbates by 0.2-0.5 V.92
The continuum solvation model without any explicit wa-
ter molecules lowers the PZC by 0.4 V from the value of the

bare Pt(111) surface in the vacuum. This result qualitatively
agrees with the experimentally observed negative shift of the
PZC, but the amplitude of the shift in this study is smaller.
The reason for the qualitative agreement and the quantitative
disagreement is shown in the following analysis of charge
distributions: A transformation of Eq. (44) using variables
from Ref. 64 gives a useful interpretation that adding the
continuum solvation medium corresponds to replacing the
total charge density by an effective charge density p, in the
vacuum,

_ P (r) +p(r) +p.(r) +p_(r) 1

V2ol
\*"% 47TV Ve(r) (r).

ps(r)

(83)

Now, we can visualize the effect of the solvation medium as
the difference of charge densities defined as

Ap,(r) = p(r) = p(r), (84)

where p is the total charge density obtained by the SCF
calculation of the Pt(111) surface in the vacuum with the
same atomic positions as those from the solvation calcula-
tion. Ap, and Ap in Sec. IIT A 1 are shown in Fig. 12. Ap,
has a clear polarization, and the position of the polarization
in Ap, is close to that in Ap. We calculated the potential drop
due to Ap, as 0.38 V, which agrees well with the theoreti-
cally obtained amplitude of the negative shift of the PZC.
However, Ap has a more complicated shape with a bigger
polarization than that of Ap,. From this analysis, the answer
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FIG. 12. Charge redistributions Ap, and Ap caused by the sol-
vation medium and the adsorption of explicit water molecules for
model d.

to the first question is that our continuum solvation model
can qualitatively represent polarizations caused by adsorp-
tions, but the potential drop due to the polarization caused by
the solvation medium quantitatively disagrees with that
caused by the adsorption of explicit water molecules.

We obtained a mean absolute difference of 0.09 V be-
tween the results of the solvation calculations and vacuum
calculations using the correction to orientation effects as de-
scribed in Sec. IIT A 1 in all cases but models h and h’, for
which we obtained two quite different PZCs: -0.35 V
(SHE) for model h and 0.74 V (SHE) for model h’. Although
both values are far from the PZC of 0.25 V (SHE) for model
h given from the vacuum calculation with the correction to
orientation effects, these are closer than the result of
—1.25 V (SHE) given from the vacuum calculation without
any correction. Therefore, we can say that the solvation me-
dium partially canceled the effects of water orientations on
the PZC. A detailed analysis of dipole moments showed that
such a cancellation is the result of a corporative effect by
relaxations of atomic positions and Ap, defined in Eq. (84).
As an example, we show results of the dipole analysis for
model d in Table III. The solvation medium changed the
previously described three dipole moments caused by the
orientation effect, the polarization effect, and the effect of
Ap,. We denote the potential drops due to changes in these
three dipole moments as AA gy ori» AAPgip, po1» and Acp,. A
slight change in the Pt-O-H degree from 89.9° to 96.0° gives
a AAyip ori Of 0.47 V. AA iy, o1 due to the relatively small
structural change. The potential drop A¢, due to Ap, is
—0.17 V. The change in the net potential drop AA ¢, by the
solvation medium becomes 0.30 V, which is in the direction
to cancel Ayip o 0of —0.18 V from the vacuum calculation.

TABLE III. Potential drops (V) due to changes in dipole mo-
ments caused by the solvation medium. All symbols in this table are
defined in the text.

A ¢dip ori AA ¢dip ori AA ¢dip pol A (r{)s AA ¢dip
in vacuum
Potential -0.18 0.47 0.01 —-0.17  0.30
drop (V)
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The reason for quite different behaviors in the PZC for mod-
els h and h’ are not clearly explained yet. Further studies
including more explicit water molecules and dynamics of
interfacial water molecules might help to answer to the ques-
tion about these specific results.

B. Poisoning of active sites for oxygen-reduction reaction by
water molecules

The big overpotential for the four-electron reduction of an
oxygen molecule to water molecules,

0,(g) + 4H*(aq) + 4~ — 2H,0(aq), (85)

on Pt or Pt alloy catalysts is one of the most serious prob-
lems in fuel cell technologies. The onset potential of the
ORR is around 0.9-1.0 V on the Pt(111) surface in acid
solutions; therefore, the overpotential of 0.2-0.3 V is neces-
sary to activate the ORR.''” An enormous number of studies
including both experimental and theoretical ones have been
performed to elucidate reasons for such a big overpotential,
as well as to gain a fundamental understanding of the mecha-
nism of the ORR. The reaction pathway of the ORR is still a
controversial issue, but it is commonly accepted that the first
step of the ORR is the adsorption of the oxygen
molecule:®!7-113

0,(g) — Oy (ads). (86)

Furthermore, OH(ads) has been considered as the poisoning
adsorbate for the adsorption step.'>!7:1%:117.119.120 However, a
question about possibilities of other poisoning adsorbates re-
mains because several previous studies showed that improve-
ments in overpotentials were less than those expected from
observed apparent decreases in OH(ads). For example, Shao
et al.'?! developed platinum monolayer oxygen-reduction
electrocatalysts with Co-Pd core-shell nanoparticle support
and obtained the improvement of only 0.02 V in the overpo-
tential in spite of 0.1 V shift of the onset potential for the
water oxidation reaction in a 0.1M HCIO, solution. Another
example is in the study by Teliska et al.,'*> who found that
the overpotential is decreased by only 0.05 V in spite of the
positive shift of 0.1 V for the onset potential of the water
oxidation reaction by increasing the concentration of the tri-
fluoromethanesulfonic acid solution from 1M to 6M. Al-
though the anion is another possible poisoning adsorbate for
the ORR, there has been a big question of whether interfacial
water molecules block active sites or not. Previous DFT cal-
culations showed adsorption energies of 0.1-0.7 eV for
0O,(ads) 21123124 and 0.2-0.3 eV for a water molecule (see
Sec. IIT A) for low coverage conditions. In addition to these
overlapping adsorption energies, surface charging may stabi-
lize interfacial water molecules more because of the bigger
dipole moment or enhanced lone-pair donation from H,O to
the positively charged metal atom. Therefore, we cannot
deny the possibility of surface blocking by water molecules.
Unfortunately, we do not have any experimental or theoreti-
cal evidence that directly shows the poisoning of active sites
by water molecules. Recently, Heaton and Friesen'? discov-
ered that the slope of the surface stress, which is related to
the orientations of water molecules, becomes maximal at the
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FIG. 13. Schematic of the model for the adsorption of the oxy-
gen molecule on the surface in the solution.

Solution

onset potential of the ORR and considered that strongly ad-
sorbed water molecules on the positively charged surface
might block the adsorption of oxygen molecules. Although
such a correlation gives a new insight into the origin of the
big overpotential of ORR, the arguments of Heaton and
Friesen'?® using water orientations and interfacial dipole mo-
ments were disconnected.

In this section, we present the results of calculations ex-
ploring the potential dependencies of free energy changes for
reaction (86) on the Pt(111) surface when in a solution. We
applied the simple model shown in Fig. 13. In this model, an
oxygen molecule in the gas phase replaces an explicit water
molecule and forms a bigger cavity at the interface between
the surface and the solvation medium, and the desorbed ex-
plicit water molecule goes to the solution phase. The free
energy of the system before the adsorption was calculated as
a summation of the free energies for an isolated O, in gas
phase and H,O/Pt(111) in the solvation medium. The free
energy of the system after the adsorption was calculated as a
summation of the free energies for an isolated H,O in the
solvation medium and O,/Pt(111) in the solvation medium.
The top views of interfacial structures for H,O/Pt(111) and
O,/Pt(111) are shown in Figs. 14(a) and 14(b). The elec-
trode potential was controlled by adding or removing elec-
trons to or from the systems. In the case of the calculation
with RPBE, the excess electron numbers were —0.10e, 0.00¢,
0.10e, 0.20e, and 0.40e for the system before the adsorption

FIG. 14. (Color online) Top view of the surface (a) before and
(b) after the adsorption of the oxygen molecule.
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FIG. 15. Total free energies (), (eV) before and after the ad-
sorption of the oxygen molecule as functions of the electrode po-
tential U (V) (SHE). (a) Results by RPBE and (b) results by PBE.
The triangles and circles are for systems before and after the ad-
sorption, respectively. The solid lines are free energy curves fitted to
the calculated data using least square fittings with quadratic
functions.

and 0.00e, 0.10e, 0.20e, and 0.30e for the system after the
adsorption. In the case of the calculation with PBE, the ex-
cess electron numbers were —0.10e, —0.05¢e, 0.00e, 0.05e,
0.10e, 0.15e, 0.20e, 0.25¢, and 0.35¢ for the system before
the adsorption and 0.00e, 0.05e, 0.10e, 0.15¢, 0.20e, and
0.25e for the system after the adsorption. The results of the
free energies calculated before and after the adsorption are
shown in Figs. 15(a) and 15(b). The free energy change due
to the adsorption, which was calculated by quadratic interpo-
lations to the free energy curves, is shown in Fig. 16.

0.4
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0.2
0.1
0.0
-0.1
-0.2
0.3
0.4

AQ,, (eV)

0.5 1.0 1.5
U (V) (SHE)

FIG. 16. Free energy changes AQ,, (eV) caused by the adsorp-
tion of oxygen molecule as a function of electrode potential U (V)
(SHE).
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TABLE IV. Adsorption energies and magnetic moments of an oxygen molecule, AE, 40, (eV) and Mo, (up), adsorption energies of an
atomic oxygen, AE, 4 o (eV), and binding energies of PtO dimers, AE, po (eV). The experimental data show the adsorption enthalpy or the

dissociation energy.

Eq450 Eppo

E.45,02 M yg5.02
This work ~0.36 (RPBE),~0.80 (PBE)
Previous calc. —0.10 (RPBE),*-0.72 (PW91)? 0.40 (PW91)?
Expt.

0.75 (RPBE), 0.70 (PBE) -3.43 (RPBE),—3.95 (PBE)

-3.80 (RPBE),~4.11 (PBE)
—4.72 (PW91)°
-3.82¢

-3.27 (RPBE),"-3.87 (PBE)"
-341+0334

4Reference 124.
PReference 126.
‘Reference 127.

dAdsorption enthalpies at ,=1/4 ML calculated from the data in Refs. 128 and 129.

Dissociation energy in Ref. 130.

Before the discussion of the free energy change in the
solution, we mention the accuracy of our newly developed
code for the adsorption energies and bond strengths for oxy-
gen atoms or oxygen molecules on surfaces and in dimers in
the vacuum condition. The results of these preliminary cal-
culations are summarized in Table IV. Our theory predicts
the change in the internal energy due to reaction (86) as 0.36
eV for RPBE and 0.80 eV for PBE. Both results can be
interpreted as paramagnetic O, “superoxo” with the mag-
netic moment of 0.75u for RPBE and 0.70up for PBE. Our
calculated adsorption energy using PBE is close to the result
of 0.72 eV by Eichler and Hafner'?* using plane wave basis
sets, ultrasoft pseudopotentials, and GGA-PW91 for the
(V3 X 2) translational unit cell. Our calculated adsorption en-
ergy using RPBE is bigger by 0.26 eV than the result by
Slijivanganin and Hammer'?* using plane wave basis sets,
ultrasoft pseudopotentials, and GGA-RPBE for the (3 X \7)
translational unit cell. Our magnetic moment is bigger than
0.4up in the study by Eichler and Hafner.'”® Our theory
gives the change in the internal energies due to a following
adsorption reaction,

O(g) — O(ads), (87)

as 3.43 eV for RPBE and 3.95 eV for PBE. In this calcula-
tion, we used the total energies of atomic oxygen on the fcc
hollow site for calculations of adsorption energies. Both re-
sults show the atomic oxygen on the surface is nonmagnetic.
Ford et al.'*® showed that the adsorption energy on Pt(111)
with a (2 X 2) translational unit cell is 3.27 eV for RPBE and
3.87 eV for PBE by using plane wave basis sets and ultrasoft
pseudopotentials. Our method gives the bond strength of the
PtO dimers in the triplet state as 3.75 eV for PRBE and 4.11
eV for PBE. A previous theoretical method using plane wave
basis sets and norm-conserving pseudopotentials with GGA-
PWOI predicted a bigger bond strength of 4.72 eV.'?” The
mean absolute difference in adsorption energies between our
results and previous theoretical results is 0.14 eV. All of the
calculations show that RPBE gives smaller adsorption ener-
gies than those by PBE. Unfortunately, we could not find
reliable experimental data for the adsorption energy for
O,(ads). Experimental measurements suggest that the ad-
sorption enthalpy of reaction (87) with the low coverage
limit is 4.34 eV with an error bar of 0.33 eV, and it decreases

to 3.21 eV with the increase in the surface coverage of up to
0.65 ML.'2812% Qur theoretical estimates for the thermal cor-
rections to the calculated internal energies give adsorption
enthalpies of 3.38 eV for RPBE and 3.89 eV for PBE. Our
result by using RPBE is very close to the experimental val-
ues of 3.41 eV for 1/4 ML coverage.!?®12° The dissociation
enthalpy of 3.73 eV, including the thermal corrections calcu-
lated using RPBE for the PtO dimers, is again very close to
the experimental result of 3.82 eV.!*® Accordingly, these re-
sults and previously demonstrated results for redox potentials
of the HOR and the ORR on the Pt(111) surface®® show that
our method using the RPBE functional gives results consis-
tent with experiments for interactions between platinum and
adsorbates including oxygen atoms.

The free energy changes due to the adsorption become
zero at 0.44 V (SHE) for RPBE and 1.43 V (SHE) for PBE
(see Fig. 16). The slopes of these curves are 0.30 eV/V for
RPBE and 0.47 eV/V for PBE. Both results show that in-
creasing the electrode potential causes the destabilization of
0,(ads); however, the intersecting points are different by al-
most 1 V. Such a big difference is caused by the difference
between the predicted adsorption energies for O,(ads). PBE
gives the bigger adsorption energy by 0.44 eV than that
given from RPBE. We can easily estimate the needed voltage
for the further destabilization of O,(ads) by 0.44 eV as 0.94
V from the slope of 0.47 eV/V for PBE. We calculated the
surface coverage of O,(ads) by using a simple Langmuir
adsorption isotherm,

o~AuolkpT

002 = 13 o A0k (88)
Figure 17 shows the results. The result by PBE suggests
that there is no blocking by interfacial water molecules in the
important potential range of 0.8—1.2 V (SHE) for the ORR;
however, the result by RPBE shows a significant decrease in
bo, in this potential range. We consider that the result by
RPBE is more reliable because all theoretical results for the
adsorption enthalpy of O(ads), the bond strength of the PtO
dimers, and the four surface redox potentials for the HOR
and the ORR on the Pt(111) surface demonstrated in a pre-
vious study®? and the original work of RPBE for adsorption
energies of O(ads), CO(ads) and NO(ads) on Ni, Rh, and Pd

surfaces® showed that RPBE gives more accurate interac-
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FIG. 17. Coverage of the adsorbed oxygen molecule, 6, (ML),
as a function of electrode potential U (V) (SHE).

tions between adsorbates and transition metal surfaces.
Therefore, we consider that there is the possibility of surface
blocking by interfacial water molecules. However, we also
emphasize that the result is highly sensitive to the adsorption
energies of O,(ads) and interfacial water molecules. In addi-
tion to the uncertainties in adsorption energies, surface ox-
ides, such as OH(ads) or O(ads), may have significant effects
on the stabilities of O,(ads) and water molecules. Therefore,
we consider that further theoretical and experimental studies
including more accurate descriptions of adsorption energies
and interactions among adsorbates including surface oxides
are necessary to clarify the possibility of surface blocking by
interfacial water molecules.

IV. CONCLUDING REMARKS

We have developed a theoretical method for electronic
structure calculations for interfaces between liquid solutions
and metal surfaces. This method is a combination of a slab
model handled by the DFT and a continuum solvation model
handled by the MPB through a smooth dielectric function.
The free energy formula including cavitation, dispersion, and
repulsion free energies and their derivatives with atomic po-
sitions were presented. This model has been implemented
into a newly developed code using LCPAOs, norm-
conserving pseudopotentials, and projector expansion tech-
niques. We applied this methodology to two different topics.
One is the PZC of the Pt(111) surface, and the other is the
poisoning of active sites for the ORR by interfacial water
molecules. The results of the former topic are summarized as
follows:

(i) The adsorption of water molecules with a surface cov-
erage of 1/6-2/3 ML lowers the PZC of Pt(111) in the
vacuum condition. This trend is similar to the experimentally
observed negative shift of the PZC due to immersion of the
Pt(111) surface into solutions. However, the calculated PZC

PHYSICAL REVIEW B 77, 245417 (2008)

fluctuates with change in the coverage and the configuration
of water molecules.

(ii) The amplitude of the shift in the PZC by the adsorp-
tion of water molecules in the vacuum well agrees with the
potential drop due to the dipole moment caused by the water
molecules. The detailed dipole analysis showed that the main
influence on the fluctuations in PZC is the dipole moment
caused by water orientations. Furthermore, the correction to
cancel the water orientation effects from the calculated PZC
gives a result consistent with the experimental PZC of 0.40
V (SHE). Therefore, we consider that the negative shift of
the PZC by solvation is mainly due to the charge redistribu-
tions caused by the adsorption.

(iii) Our continuum solvation model qualitatively repre-
sents the charge redistributions caused by the adsorption of
water molecules; however, the amplitude of the negative
shift of the PZC was less by 0.8 V than the experimentally
observed one.

(iv) The solvation medium partially canceled the fluctua-
tions in the PZC due to orientations of water molecules
shown in the vacuum calculations. Such a cancellation is
caused by changes in the atomic positions and charge redis-
tributions by the solvation medium.

The results of the latter topic are summarized as follows:

(i) The results using the RPBE and PBE functionals
showed that the increase in the electrode potential destabi-
lizes O,(ads) with the slopes for free energy changes of 0.30
eV/V for RPBE and 0.47 eV/V for PBE. The intersections
where the free energy of O,(ads) agrees with that of the
adsorbed water molecule are 0.44 V (SHE) for RPBE and
1.43 V (SHE) for PBE. This big difference in the intersecting
point is caused by the stronger adsorption energy of O,(ads)
given by PBE than that given by RPBE.

(ii) The theory using RPBE, which gives results consistent
with experiments, shows a significant decrease in the cover-
age for O,(ads) in the important potential region of U
>0.8 V (SHE) for the ORR. This suggests the possibility of
the poisoning of active sites for the ORR by interfacial water
molecules. However, our theory also shows that results are
highly sensitive to the calculated bond strengths. We need
further theoretical and experimental investigations including
more accurate evaluations of adsorption energies for O,(ads)
and water molecules and interactions from surface oxides to
these adsorbates in order to clarify the possibility of the sur-
face blocking by interfacial water molecules.

Finally, we believe that our new theoretical method will
find many applications in the field of electrocatalysis.
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