
Gauge-invariant real-space method for density functional calculations
in an external magnetic field

S. Janecek and E. Krotscheck
Institut für Theoretische Physik, Johannes Kepler Universität, A 4040 Linz, Austria

�Received 29 February 2008; published 16 June 2008�

This paper describes a configuration-space method for ab initio electronic structure calculations in an
arbitrarily strong external magnetic field. Special attention is paid to a manifestly gauge-invariant formulation
of the problem that is independent of the discretization. We will show that rigorous gauge invariance can be
implemented quite efficiently in real-space methods. To be able to reproduce empirical data for realistic
systems, we also formulate our real-space algorithm in magnetic fields for nonlocal ionic pseudopotentials.
Here, gauge invariance is again an issue, but has to be maintained by construction of such potentials. Numeri-
cal applications focus on two points. The first one is a careful assessment of the convergence properties of our
algorithm and in particular the implications of our gauge-invariant formulation. We then calculate the magnetic
susceptibilities and nuclear magnetic resonance shifts for a number of typical molecules of physical interest
and compare with previous work.
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I. INTRODUCTION

We report here on further developments of our real-space
method1–3 for solving Schrödinger-like equations as, for ex-
ample, the Kohn–Sham4,5 equations of density functional
theory �DFT�, in two or three dimensions and arbitrary ge-
ometries. We have recently shown6,7 how local one-body
Schrödinger equations can be solved in real space for strong
uniform magnetic fields with—apart from the fact that all
orbitals are complex—practically no computational overhead
compared to the field-free case. The method was applied in
two dimensions for quantum dots in strong magnetic fields.7

Due to the efficiency of the method, we were able to study
the statistics of tens of thousands of configurations.

The present paper is specifically concerned with an imple-
mentation for arbitrarily strong, uniform magnetic fields in
three dimensions that is gauge-invariant independent of the
discretization. This extension is motivated, among others, by
recent experimental prospects to reach field strengths of up
to 100 T. Interesting physical effects are found in the band
structure of materials, conduction properties of rare-earth
metals, and organic magnets. Literature on these topics is
abundant, see Refs. 8–11 for just a few examples. We stress,
however, that the method also provides improvements over
previous work in the regime of linear magnetic response.

An important aspect connected with magnetic fields is the
gauge invariance of the method. The problem of the gauge
invariance of “ab initio” theories has two aspects: The first
has to do with the fact that the Schrödinger equation must be
approximated by a discrete representation in a finite basis, a
process that usually destroys gauge invariance. In quantum
chemistry the term “gauge origin problem” has been coined
for this aspect. The problem has been discussed at length in
the literature, see, for example, the review by Helgaker, Ja-
zuński and Ruud.12 These authors state explicitly that within
a finite linear variational subspace, gauge invariance can
never be obtained exactly, only approximately for small dis-
placements of the gauge origin.

The second aspect has to do with the fact that local
Hamiltonians are in most cases insufficient to reproduce the

properties of realistic molecules and clusters. Therefore, non-
local “pseudopotentials” have been introduced; the gauge-
invariant construction of such pseudopotentials is an entirely
different issue; we will get back to this point later.

Several methods to deal with the gauge origin problem
have been discussed. The conventional method �CONV�
�Refs. 13 and 14� basically ignores the problem and uses a
single gauge origin centered at the charge centroid of the
molecule. An improvement is the “individual gauge for lo-
calized orbitals” �IGLO� method,15,16 where the gauges of
the final wave functions are transformed to their centers of
charge. The individual gauges for atoms in molecules
�IGAIM� �Ref. 17� method uses atom-centered gauge origins
for calculating the current density inside the “basin” of a
single atom, while the continuous set of gauge transforma-
tions �CSGT� �Ref. 18� method uses a different gauge for
each position where the induced current is to be calculated.
Sebastiani19 has derived a variant of CSGT that is suitable
for periodic systems. The Mauri–Pfrommer–Louie �MPL�
method20 has also been designed for calculating magnetic
response properties of systems subject to periodic boundary
conditions. It is based on a spatially modulated magnetic
field, the experimental situation of infinite modulation wave-
length is extrapolated numerically.

Our main concern here is to formulate the diffusion algo-
rithm for local Hamiltonians on a discrete mesh in coordi-
nate space in a way that is gauge-invariant independent of
the discretization. This is done in Secs. II B and II C. We will
show that gauge invariance can be achieved without any ad-
ditional computational effort. This is a distinctive feature of
real-space and plane-wave formulations of the problem.

The second aspect needed for the calculation of properties
of most realistic molecules and clusters is, of course, a way
to deal with nonlocal pseudopotentials. We have recently for-
mulated the real-space diffusion algorithm for nonlocal po-
tentials of the Kleinman–Bylander type21 in zero magnetic
field,3 we extend the method here to uniform external mag-
netic fields. The problem of gauge invariance surfaces again,
but at a different level because gauge invariance has to be a
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construction objective of such pseudopotentials. Here we
will essentially follow the work of Pickard and Mauri22 to
define gauge-invariant pseudopotentials, and only briefly
mention aspects of this question that are relevant to the con-
vergence of our real-space diffusion algorithm.

Our paper is organized as follows: In Sec. II we describe
the real-space algorithm for simple local pseudopotentials in
detail. We will spell out a specific family of representations
of the kinetic-energy operator that maintains gauge invari-
ance in any discretization. We then generalize the method to
realistic nonlocal pseudopotentials of the Kleinman–
Bylander type and discuss to what extent an external mag-
netic field can affect the convergence properties.

As a first set of numerical applications, we demonstrate
the efficiency of the fourth order factorization of the diffu-
sion operator—compared to second-order methods—by
studying the three-dimensional Fock–Darwin model. We
demonstrate numerically the gauge invariance of our method
and highlight the errors induced by naïve, non-gauge-
invariant discretizations. We then apply the method to a
C6H6 molecule and show that the presence of a magnetic
field does not affect convergence rate up to unreasonably
high magnetic-field strengths. We also demonstrate the gauge
invariance of our algorithm and compare with the errors in-
duced by non-gauge-invariant discretizations.

We finally apply the algorithm for calculating the elec-
tronic structure, magnetic susceptibility and nuclear-
magnetic-resonance �NMR� shieldings for a representative
set of molecules and find agreement with experimental re-
sults and previous work within the expected accuracy.

II. REAL SPACE DIFFUSION ALGORITHM FOR SOLVING
SCHRÖDINGER EQUATIONS IN A UNIFORM

MAGNETIC FIELD

A. Diffusion algorithm

The numerical solution of single-particle Schrödinger-
type equations is central to many problems in computational
quantum mechanics. Among others, the Kohn–Sham equa-
tions of density functional theory are of the form

Ĥ� j�r� = Ej� j�r� , �2.1�

where Ĥ is typically of the form

Ĥ = T̂ + V̂ �2.2�

with a one-body kinetic-energy operator T̂ and a �local or

nonlocal� potential energy V̂.
A fast and conceptually simple method for calculating the

lowest n solutions of the one–body Schrödinger equation is
the diffusion algorithm. The strategy is to apply the evolution
operator in imaginary time,

T��� � e−�Ĥ, �2.3�

repeatedly to a set of states �� j�r� ,1� j�n�, and to orthogo-
nalize the states after every step. This procedure converges

toward the lowest n eigensolutions of the Hamiltonian Ĥ.

The evolution operator �Eq. �2.3�� cannot be calculated
exactly for a Hamiltonian of the form �2.2�, it has to be
approximated, e.g., by factorization formulas. A well-known
second-order factorization of the evolution operator corre-
sponding to the Hamiltonian �2.2� is the Trotter formula

T��� � e−��T̂+V̂� = e−�1/2��V̂e−�T̂e−�1/2��V̂ + O��3� . �2.4�

Factorizing T��� reduces the problem of calculating the ex-
ponential of the Hamiltonian to the problem of dealing with

the different factors separately. If T̂ is a local operator in

momentum space, and V̂ is local in coordinate space, then

calculating e−�1/2��V̂� and e−�T̂� is almost trivial.
The above factorization of the exact evolution operator

corresponds to approximating the Hamiltonian, the con-
verged solutions obtained by the method are therefore func-
tions of the time step �. The smaller the time step, the more
accurate is the solution, but on the other hand, the algorithm
converges faster when the time step is large. It is therefore
desirable to use factorizations of higher order in � to achieve
the same accuracy with less computational effort.

In the last decade, fourth order forward factorization
schemes have become available for solving imaginary time
evolution equations.23–25 These include the operator

�V̂ , �T̂ , V̂��, which is just another �local� potential. We have
recently demonstrated1,2 for local Hamiltonians that these
fourth order forward factorizations lead to very rapid conver-
gence for realistic systems at large time steps and therefore
provide a powerful method for solving typical problems in
density functional theory. A specific fourth–order factoriza-
tion is24,26

T �4���� � e−�1/6��V̂e−�1/2��T̂e−�2/3��D̂e−�1/2��T̂e−�1/6��V̂

= T��� + O��5� �2.5�

where

D̂ = V̂ +
1

48
�2�V̂,�T̂,V̂�� . �2.6�

The method is particularly simple for local potentials, V̂
=V�r�, because the double commutator

�V̂,�T̂,V̂���r� =
�2

m
��V�r��2 �2.7�

is just another local potential. Thus, the core of the algorithm
is quite simple and can be implemented using readily avail-
able library routines.27

B. Uniform magnetic fields

We have so far not specified the kinetic-energy operator

T̂. In the presence of a vector potential A�r�, the momentum
operator p=−i�� is replaced by the canonical momentum
operator

� = − i� � + eAext�r� , �2.8�

and the kinetic-energy operator is
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T̂ =
1

2m
�− i� � + eAext�r��2 =

1

2m
��x

2 + �y
2 + �z

2� .

�2.9�

The key to the inclusion of a uniform and arbitrarily strong
magnetic field is the evaluation of the exponential of the
canonical kinetic-energy operator �Eq. �2.9��. To be specific,
we assume that the magnetic field is in z direction. It is
computationally most efficient to work in linear gauge

A�r� = − Byex. �2.10�

In analogy to the harmonic oscillator,28 the density matrix

e−�T̂ can be calculated exactly:

e−��/2m���x
2+�y

2+�z
2�

= e−��/2m�Cx����x
2
e−��/2m�Cy����y

2
e−��/2m�Cx����x

2
e−��/2m��z

2
,

�2.11�

where �=��eB /m, and

Cx��� =
cosh��� − 1

� sinh���
and Cy��� =

sinh���
�

. �2.12�

The z component factorizes trivially due to

��x,�z� = ��y,�z� = 0. �2.13�

C. Gauge invariance

A gauge transformation, i.e., adding a gradient to the vec-
tor potential

A�r� → A��r� = A�r� + �	�r� �2.14�

does not change the magnetic field B=�
A. Under the
gauge transformation, the wave functions simply acquire a
phase factor29

��r� → ���r� = e−i�e/��	�r���r� . �2.15�

Defining

f j�r� � 	
xj

Aj�r�dxj , �2.16�

we can write the action of the jth component of the canonical
momentum operator �Eq. �2.8�� on a wave function as

� j��r� = − i�
 �

�xj
+

ie

�
Aj�r����r�

= e−i�e/��f j�r�
− i�
�

�xj
�e+i�e/��f j�r���r� . �2.17�

The operation �2.17� is known as covariant derivative.30 For
the square of this operator, evidently

� j
2��r� = − �2
 �

�xj
+ i

e

�
Aj�r��2

��r�

= − �2e−i�e/��f j�r� �2

�xj
2e+i�e/��f j�r���r� �2.18�

holds. We can therefore cast the canonical kinetic-energy op-
erator in the form

1

2m
�2 = −

�2

2m
�

j

e−i�e/��f j�r� �2

�xj
2ei�e/��f j�r�. �2.19�

A gauge transformation �Eq. �2.14�� simply transforms the
functions f j�r� as

f j�r� → f j��r� = f j�r� + 	�r� , �2.20�

and in turn the canonical momentum operator transforms as

1

2m
�2 →

1

2m
��2 =

1

2m
e−i�e/��	�r��2e+i�e/��	�r�. �2.21�

In the following, we will refer to operators having the prop-
erty �2.21� as “gauge-invariant operators.” If the potential
operator is also gauge invariant, which is trivially true for
local potentials, the whole Hamiltonian is, and the
Schrödinger equation transforms as

Ĥ� j�r� = Ej� j�r� → e−i�e/��	�r�Ĥe+i�e/��	�r�� j��r�

= e−i�e/��	�r�Ej�e
+i�e/��	�r�� j��r� . �2.22�

Consequently, Ej�=Ej, and the wave function transforms ac-
cording to Eq. �2.15�.

In numerical real-space calculations, the wave function is
represented on a discrete mesh. For a function f�x� defined
on a finite grid �xi�, the �2n+1�-point finite-difference ap-
proximations of �df�x� /dx�x=xi

and �d2f�x� /dx2�x=xi
are


 d

dx
f�

n
�xj� �

1

2h
�

m=−n

+n

bm
�1�f�xj+m�, with bm

�1� = − b−m
�1�

�2.23�


 d2

dx2 f�
n
�xj� �

1

h2 �
m=−n

+n

bm
�2�f�xj+m�, with bm

�2� = b−m
�2� ,

�2.24�

where h is the distance between the mesh points, and the
coefficients bm

�1� and bm
�2� are determined by differentiating a

�2n+1�-point Lagrange interpolating polynomial. Recur-
rence relations for the coefficients are, e.g., given by
Dvornikov,31 see also Ref. 32.

The chain- and product-rules, which are needed to go
from the second to the third expression in Eq. �2.17�, are not
exactly satisfied by finite-difference operators. Thus, if one
naïvely uses formulas �2.23� or �2.24� in a discrete represen-
tation of the canonical kinetic-energy operator �Eq. �2.9��,
gauge invariance will normally be destroyed. This is, in prac-
tical applications, an important aspect: In three dimensions,
it is crucial to use a grid that is as coarse as possible in order
to keep the computational effort affordable. The problem is
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cured by simply using the representation �2.19� for the ki-
netic energy. Then

�i� In the continuum limit, i.e., the limit of an infinitely
fine discretization h→0, the difference between the solutions
of the discretized and the continuum Schrödinger equation
vanishes.

�ii� In any finite discretization of the Laplacian, the ca-
nonical momentum operator retains the gauge invariance
property �Eq. �2.21�� by construction.

Of course, to be applicable in the diffusion algorithm, it
must be possible to calculate the exponential of the full ca-
nonical kinetic-energy operator. This is always approxi-
mately feasible for general magnetic fields by using the
Baker–Campbell–Hausdorff formula for the three compo-
nents. However, for a homogeneous magnetic field, the exact
formula �2.11� provides a much more elegant solution.

The action of the kinetic-energy operator on a wave func-
tion can be calculated very efficiently in Fourier space. Plane
waves are the eigenfunctions of the Laplacian in any discreti-
zation,


− �2 d2

dx2eikx�
n
�xj� = 
−

�2

h2 �
m=−n

n

bm
�2�eikmh�eikxj � tn�k�eikxj .

�2.25�

The eigenvalues tn�k� can be calculated exactly �correcting
Eq. �52� in Ref. 2�,

tn�k� = �2k2sin2 �

�2 
1 +
1

3
sin2 � +

8

45
sin4 � +

4

35
sin6 �

+
128

1575
sin8 � + . . .� , �2.26�

where �=hk /2, and the terms in the square bracket consecu-
tively refer to a 3, 5, 7, 9, . . .—point formula for the second
derivative. The same is of course also true for the first de-
rivatives, where we define


− i�
d

dx
eikx�

n
�xj� � pn�k�eikxj . �2.27�

Expanding, e.g., the x component of the wave function in
plane waves,

��x,y,z� = �
kx

�̃�kx,y,z�eikxx,

the action of the operator �Eq. �2.23�� on ��x ,y ,z� can be
efficiently calculated in Fourier space,


− �2 d2

dx2��
n
�xj,y,z� = �

kx

�̃�kx,y,z�tn�kx�eikxxj .

�2.28�

For specific forms of the vector potential, this relationship
can also be utilized for the components of the canonical mo-
mentum operator. If the jth component of the vector potential
does not depend on xj, the function f j is linear in xj, e.g., for
the x component

fx�x,y,z� = xAx�y,z� . �2.29�

In homogeneous fields, this is the case, e.g., for symmetric
and linear gauge. In linear gauge, for a magnetic field in
z-direction, we have �cf. Eq. �2.10��

fx�r� = Bxy, fy�r� = fz�r� = 0. �2.30�

Again expanding ��r� in-plane waves, we have

ei�e/��fx�r���x,y,z� = �
kx

�̃�kx,y,z�eix�kx+�e/��Ax�y,z��,

�2.31�

and thus

�x
2��xj,y,z� = e−i�e/��fx�xj,y,z�
− �2 d2

dx2e+i�e/��fx��
n
�xj,y,z�

�2.32�

=�
kx

�̃�kx,y,z�tn
kx +
e

�
Ax�y,z��eikxxj . �2.33�

Consequently, calculating the action of the canonical mo-
mentum operator is no more complicated than calculating the
action of the ordinary momentum operator, its eigenvalues
are simply shifted by eAx�y ,z� /�. Therefore, the calculation
of the exponential of the kinetic-energy operator �2.11� is, in
momentum space, also trivial. In particular, rigorous gauge
invariance is maintained in any discretization without addi-
tional effort.

The action of the kinetic-energy part of the evolution op-
erator in a uniform magnetic field �Eq. �2.10�� on an arbitrary
wave function is then computed as follows:

�1� Fourier transform, for all y, the x and the z coordinates
of each state to �kx ,y ,kz� space and multiply by

e−��/2m��Cx����x
2+�2kz

2�=e−��/2m��Cx���tn�kx+By/��+tn�kz��.
�2� Fourier transform now the y coordinate to ky space,

and multiply by e−��/2m�Cy���tn�ky�.
�3� Do the inverse transformation back to �kx ,y ,kz� and

multiply by e−��/2m�Cx���tn�kx+eBy/��.
�4� Fourier transform kx and kz back to coordinate space.
Thus, in a cubic grid of N3 points, the propagation with

the kinetic-energy operator takes 2N two-dimensional and
2N2 one-dimensional Fourier transforms, which is equivalent
to two three-dimensional transforms that are needed for the
propagation of the normal kinetic-energy operator without a
magnetic field. Computational overhead is only caused by
the fact that all wave functions are complex.

While it is not the subject of this paper, we should stress
that our method is not restricted to homogeneous magnetic
fields. First, because of the form �Eq. �2.18�� of the compo-
nents of the kinetic energy, we also have

e−��/2m��j
2
��r� = e−i��/��ef j�r�e���2/2m���2/�xj

2
e+i�e/��f j�r���r� .

�2.34�

Thus, while abandoning an exact calculation of e−�T̂ for non-
uniform magnetic fields, we can use at least standard second-
order factorization techniques to calculate this operator. This
would destroy rigorous fourth order convergence, the use of
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the factorization �Eq. �2.5�� should still be advantageous over
Eq. �2.4� because the effects of a magnetic field are expected
to be small in most realistic cases.

D. Nonlocal potentials

Quantitatively accurate electronic structure calculations
for realistic systems can normally not be obtained by de-
scribing the ion cores by local potentials. We have in recent
work3 generalized the above evolution operator scheme for
DFT calculations combined with nonlocal pseudopotentials.
In that case, the potential consists of two noncommuting
terms and the Hamiltonian consists of three noncommuting
terms:

V̂ = V̂loc + V̂nl, Ĥ = T̂ + V̂loc + V̂nl � Ĥloc + V̂nl,

�2.35�

where V̂loc gathers all local contributions to the potential
�Hartree, exchange correlation and local part of the pseudo-

potentials in case of density functional theory�, while V̂nl
represents the nonlocal part of the pseudopotentials used to
describe the interaction of the valence electrons with the ion
cores. A popular choice for Vnl is the Kleinman–Bylander21

separable form: The nonlocal part of the Hamiltonian has the
structure

Vnl�r,r�� = �
i=1

N

vnl
�i��r − Ri,r� − Ri�

= �
i=1

N

�
m

A�
�i��r − Ri��P�m

�i� ��P�m
�i� ��r� − Ri� .

�2.36�

In the above equation, A�
�i� are numerical constants character-

izing the pseudopotential, the P�m
�i� are functions defined as

P�m
�i� =R�

�i��r�Y�m, where R��r� is a radial function, and Y�m are
spherical harmonics. The Ri are the positions of the ions and
the superscript �i� indicates that the A�

�i�, P�m
�i� , and R�

�i� depend
on the chemical species of atom i. The range of the nonlocal
pseudopotential extends only up to a sphere of radius rc

�i�

around each atomic position Ri. Normally the core radii rc
�i�

are chosen so that there is no overlap between the different
core spheres. Therefore, the pseudopotentials centered on
different atoms commute.

Several factorizations have been derived for the case of
three noncommuting operators;33 a simple method to obtain
such factorizations is to use the various two-operator
factorizations24,25 recursively. There are many different ways
to do this; we have chosen the factorization that contains the
smallest number of nonlocal operators, which is the the com-
putationally most efficient one:

e−�Ĥ = e−�1/6��V̂nle−�1/2��Ĥloce−�2/3��D̂nle−1/2�Ĥloce−�1/6��V̂nl + O��5� .

�2.37�

The operator e−�1/2��Ĥloc is factorized using Eq. �2.5�, and the
nonlocal double commutator is

D̂nl = V̂nl +
�2

48
�V̂nl,�Ĥloc,V̂nl�� . �2.38�

To use the factorization �Eqs. �2.37� and �2.38�� in practical
calculations, one needs to evaluate the action of the indi-
vidual factors on the states � j�r�. The only new aspect is the
treatment of the nonlocal potential and the nonlocal commu-
tator:

�i� The nonlocal potential, e−�V̂nl� j�r�: as long as the pro-
jector functions P�m in Eq. �2.36� do not overlap, the expo-
nential series can be summed up.3

�ii� The nonlocal double commutator, e−�D̂nl� j�r�: In Ref.
3, we have shown that the exponential series can be evalu-
ated easily when

�P�m
�i� �Hloc�Prs

�j�� = �ij�lr�ms. �2.39�

�iii� This assumption is only rigorously satisfied if the
local potential is spherically symmetric in the region where
the nonlocal projectors P�m are different from zero, other-
wise the local potential will mix different angular-
momentum channels. In the magnetic field case, also the
canonical momentum operator mixes different angular mo-
menta. However, such a mixing only affects the convergence
rate of the algorithm, but not the final result. We have
demonstrated3 that for realistic pseudopotentials the violation
of Eq. �2.39� only deteriorates the convergence rate at unnec-
essary small time steps.

E. Gauge properties of nonlocal pseudopotentials

For a theory to be gauge invariant, all operators in the
Hamiltonian must transform according to Eq. �2.21�. Then,
all matrix elements of the Hamiltonian are by definition in-
variant under gauge transforms,

����Ĥ����� = ��e+i�e/��	�r��e−i�e/��	�r�Ĥe+i�e/��	�r��e−i�e/��	�r���

= ���Ĥ��� , �2.40�

and the physics described by Ĥ is indeed independent of the
gauge. Equation �2.21� holds for the canonical momentum
operator, and it is trivially fulfilled for local potentials. On
the other hand, the transformation properties of pseudopoten-
tials of the type �Eq. �2.36�� are not obvious.

The pseudopotential approximation makes use of the fact
that the core electrons are tightly bound to the nucleus and
relatively inert to changes in the chemical environment
around the atom. They can therefore be assumed to be “fro-
zen,” and need to be calculated only once for each chemical
species by an all-electron calculation of the free atom. In the
pseudopotential approximation, the effect of core electrons is
then simulated by an effective nonlocal potential that repro-
duces the correct all-electron wave functions of the valence
states outside a given core radius.

In the presence of an external magnetic field, the all-
electron problem would have to be solved using exactly the
same vector potential that is used in the pseudopotential cal-
culation. Moreover, since the vector potential A�r� breaks
translational invariance, the core wave functions depend on
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the position of the atom. Under a gauge transformation
A�r�→A��r�=A�r�+	�r�, the core wave functions, and in
turn also the projector functions �P�m

�i� �, should transform as

�r − Ri��P�m
A,�i�� → �r − Ri��P�m

A�,�i�� = e−i�e/��	�r��r − Ri�P�m
A,�i�� .

�2.41�

Consequently, the nonlocal potential operator �Eq. �2.36�� is
a gauge-invariant operator transforming according to Eq.
�2.21�.

Having to generate separate pseudopotentials for each
field strength and atom position is, of course, rather imprac-
tical. The problem of finding versatile nonlocal potentials in
a magnetic field has been examined by Pickard and
Mauri22,34 using the projector-augmented wave �PAW� for-
malism, and by Ismail–Beigi et al.35 in a Feynman path-
integral approach. Pickard and Mauri found that for an atom
located at the gauge origin, the effect of a magnetic field on
the projector functions is negligible for norm-conserving
pseudopotentials. Thus, one can use the potentials generated
by standard pseudopotential packages for B=0 also for cal-
culations in an external magnetic field. For atoms not located
at the gauge origin, one has to take into account the phase
factor �2.41� that the projectors pick up under translations.

The bottom line conclusion, drawn from Eq. �2.41�, is that
gauge invariance22 of nonlocal Hamiltonians is maintained
by postulating that the projectors transform according to Eq.
�2.21�, and hence, the nonlocal part of the potential trans-
forms under gauge transformation such as

V̂nl�r,r�� → V̂nl� �r,r�� = e−i
e
�

	�r�V̂nl�r,r��ei
e
�

	�r�

= e−i
e
�

	�r��
i

vnl
�i��r − Ri,r� − Ri�ei

e
�

	�r�.

�2.42�

For numerical applications, the practically only interest-
ing gauge transformation is, in Landau gauge, a translation
of the origin, i.e.,

A�r� = − Byex → A��r� = − B�y − y0�ex, 	�r� = By0x ,

�2.43�

so that the projectors are moved to their destination
Ri= �xi ,yi ,zi� by the transformation

�r − Ri�P�m
�i� � = e−i

e
�

Byix�r�P�m
�i� � . �2.44�

In that case, the gauge function is relatively slowly vary-
ing over atomic distances whereas the P�m

�i� �r� are, in the vi-
cinity of the ion cores, rapidly varying functions of position.

III. MAGNETIC SUSCEPTIBILITY AND NMR SHIFTS

The current density corresponding to the self-consistent
Kohn–Sham orbitals � j�r� is

j�r� =
e

2m
�

j

�� j
��� j + � j��� j��� =

e

m
�

j

Re�� j
��� j� ,

�3.1�

where the sum goes over all occupied states. To be rigorously
gauge invariant, the action of the canonical momentum op-
erator is calculated according to Eq. �2.17� applied to the
states � j. In homogeneous magnetic fields, this can again be
done very efficiently in Fourier space, cf . Equation �2.32�.

The magnetic-susceptibility tensor 	ij is defined as the
weak-field limit of the ratio between the magnetic field H
and the magnetization M= 1


0
B−H,

	ij =
�Mi

�Hj
=

�Bj

�Hj

�Mi

�Bj
. �3.2�

The magnetic susceptibilities are usually very small com-
pared to unity

�Bj

�Hj
= 
0
1 +

�Mj

�Bj
� = 
0�1 + 	 j j� � 
0, �3.3�

where 
0 is the vacuum permeability. We can therefore cal-
culate the susceptibility tensor as

	ij = 
0
�Mi

�Bj
. �3.4�

The magnetic-dipole moment generated by the current den-
sity �Eq. �3.1�� is

m =
1

2
	 r 
 j�r�d3r . �3.5�

Assuming a density of n=N /V molecules per unit volume,
the dimensionless bulk susceptibility is

	ij =
N
0

V

�

�Bj
mi. �3.6�

Experimental values for the susceptibility are usually given
as molar susceptibilities 	m in units of cm2 mol−1,

	ij
m = NA
0

�mi

�Bj
. �3.7�

The chemical shift tensor is defined as the ratio between
the induced magnetic field and the external field,

�ij�R� =
�Bi

ind�R�
�Bj

ext . �3.8�

The induced field is determined by the current density �Eq.
�3.1�� through the Biot–Savart law,

Bind�r� =

0

4�
	 d3r�

r� − r

�r� − r�3

 j�r�� . �3.9�

Due to the singularity at r�=r, it is difficult to evaluate the
integral in coordinate space. However, Eq. �3.9� can be easily
calculated in reciprocal space,19
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Bind�G � 0� = − 
0i
G

�G�2

 j�G� . �3.10�

The G=0 component of the induced field depends on the
bulk magnetic susceptibility,

Bind�G = 0� = �	Bext, �3.11�

and a prefactor � depending on the shape of the sample.19

Experiments often only measure the isotropic susceptibili-
ties and NMR shifts 	̄ and �̄,

	̄ =
1

3
tr	ij, �̄�R� =

1

3
tr�ij�R� . �3.12�

Experimental values of the dimensionless shift are usually
given in ppm, i.e., in units of 10−6.

IV. CONVERGENCE AND STABILITY TESTS

The numerical calculations to be discussed in this section
have been performed for a homogeneous magnetic field in
the z direction. We have used Landau gauge,

A�r� = B�x − x0�ey ,

where x0 is the position of the gauge origin. The functions
f j�r� defined in Eq. �2.16� thus read

fy�r� = B�x − x0�y, fx�r� = fz�r� = 0. �4.1�

To show the effect of a gauge-invariant discretization of the
problem, we have compared results for two different discreti-
zations of the canonical momentum operator:

�1� gauge-invariant discretization:

�2 = − �2

 �2

�x2�
n

+ e−i�e/��B�x−x0�y
 �2

�y2�
n

e+i�e/��B�x−x0�y

+ 
 �2

�z2�
n
� �4.2�

�2� Lagrange discretization:

�2 = − �2
 �2

�x2 +
�2

�y2 +
�2

�z2�
n

− 2ie�B�x − x0�
 �

�y
�

n

+ e2B2�x − x0�2, �4.3�

In both cases, the derivatives have been approximated by the
finite-difference representations �2.23� and �2.24� of order
n=9.

A. The Fock–Darwin Model

We address the discretization problem first. This is best
done by solving a problem whose exact solution is known.
That way, we can demonstrate the accuracy, the convergence
rate, and stability of our algorithm without having to deal
with pseudopotentials that have their intrinsic convergence
issues discussed above. For that purpose, we have studied the
three-dimensional version of the well-known Fock–Darwin
model,36,37 i.e., an electron in a uniform magnetic field and a
harmonic potential. The Hamiltonian of this model is

Ĥ =
1

2m�
�− i� � + eAext�r��2 +

m�

2
�0

2r2, �4.4�

where m� is the effective mass of the electron. We allow for
such an effective mass to describe a three-dimensional quan-
tum dot in an external matrix. The eigenvalues of the
Schrödinger equation can be calculated analytically,

Enm� = ��+
n +
1

2
� + ��−
m +

1

2
� + ��0
� +

1

2
� ,

�4.5�

with

�� = � �
�c

2
, � =��0

2 +
�c

2

4
�4.6�

and the cyclotron frequency �c= eB
m� .

Although the evolution operator �Eq. �2.3�� for this prob-
lem can be calculated exactly, we have used the factoriza-
tions �2.4� and �2.5� for the purpose of demonstrating the
convergence of our method and in particular to show the
comparison between the second and fourth order algorithms.

In our calculations, we have used GaAs material param-
eters �effective mass m�=0.066me, dielectric constant
�=12.7�; the harmonic potential has been chosen such that
the level spacing at zero field is 1.57 meV. The spatial extent
of the resulting system is roughly 200 nm. The numerical
calculations have been performed on a grid of 963 points
with a mesh spacing of h=3.6 nm.

Figure 1 shows the convergence of the lowest eigenvalue

FIG. 1. The figure shows the relative error of the lowest eigen-
value of noninteracting electrons in a parabolic potential in depen-
dence of the imaginary time step �. Results for the second and
fourth order algorithms are shown for three different magnetic fields
�B=0,4 ,8 T�. For B=8 T, crosses indicate the results obtained
when the gauge origin is not at the potential minimum, but shifted
by x0=100 nm in x direction. These data points lie on top of the
data with no shift of the gauge origin �diamonds�, as a result of
gauge invariance of the theory. Dotted lines show the functions �2

and �4 as guides to verify the power-law convergence.
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of noninteracting electrons in the parabolic potential defined
above as a function of the imaginary time step �. Technically
the calculation is carried out by starting at a large time step
with a simple set of initial wave functions. These are iterated
to convergence in the sense that the eigenvalue/function pair
changes by less than �=10−8 for given �. Then the time step
is reduced, and the process is repeated.

The figure shows that we have perfect fourth order con-
vergence practically independently of the magnetic-field
strength. We also see no visible change of the convergence
rate as a function of the gauge origin. To assess the relative
performance of the two algorithms, one must know that it
takes, for fixed value of �, about the same total imaginary
propagation time N�, where N is the number of iterations, for
each algorithm to obtain a given desired accuracy �. Thus,
the main advantage of the fourth order method is that one
reaches a high accuracy at larger values of �. One can read
off the performance difference directly from Fig. 1: For ex-
ample, to obtain an accuracy of 10−6, one needs a time step
��300 in the second order algorithm, whereas the same ac-
curacy is reached with ��4000 in the fourth order method.
In other words, the second order algorithm needs about ten
times more iterations. Given that one iteration in the fourth
order method takes roughly twice as long as one iteration in
the second order method, the speed advantage is about a
factor of five. Requiring a higher accuracy of 10−8, which is
often needed to anneal the ionic configuration to its ground
state, quickly improves the speed advantage of the fourth
order method to a factor of about 50.

Figure 2 compares the Fock–Darwin spectra obtained us-
ing the Lagrange �Eq. �4.3�� and gauge-invariant �Eq. �4.2��

discretization schemes with the exact formula �4.5�. For the
Fock–Darwin model, the “natural” choice of the gauge origin
is of course the minimum of the parabolic potential. In more
realistic systems, however, there is no such unique choice;
consider, e.g., an array of quantum dots. To mimic the prob-
lems posed by realistic calculations, while still being able to
compare the numerical results to the exact formula, we have
performed the calculation of the Fock–Darwin spectra with a
gauge origin shifted by about 100 nm away from the center
of the dot. The figure shows that the results obtained using
the gauge-invariant discretization are indistiguishable from
the exact data. On the other hand, Lagrange discretization
yields energy levels that deviate markedly from the exact
ones at fields above 2 T.

B. Convergence for a realistic system

Let us now turn to the analysis of the convergence for a
realistic system. As pointed out above, the deviation of the
local density around the ion cores, as well as the terms
e−i�e/��f j�r�, from spherical symmetry can destroy the exact
fourth order convergence of the algorithm. Figure 3 shows
the convergence as a function of time step for a C6H6 mol-
ecule for three magnetic-field strengths; to separate the two
effects, we have carried out our calculations up to unrealis-
tically high magnetic fields. As in earlier work,3 tests of the
convergence of the second and fourth order eigensolvers
have been performed as follows: We have first self-
consistently solved the Kohn–Sham equations, taking the
Perdew–Wang density functional38 and employing
Troullier–Martins39 pseudopotentials generated by the pro-
gram FHI98PP.40 We have then taken the electron density and
the corresponding Kohn–Sham potential as a fixed local field

FIG. 2. Energy eigenvalues of a three-dimensional parabolic
quantum dot in an external magnetic field, using an effective-mass
approximation with GaAs parameters �m�=0.066me�. The solid
lines show the analytic results that are indistinguishable from the
results of the gauge-invariant discretization, the dashed lines denote
eigenvalues calculated using the Lagrange discretization. The nu-
merical calculations were performed on a grid of 963 points with the
gauge origin shifted 100 nm away from the center of the dot �the
size of the dot is roughly 200 nm�. One can see that Lagrange
discretization fails to reproduce the Fock–Darwin spectrum for field
strengths larger than 2 T.

FIG. 3. The figure shows the relative error of the lowest eigen-
value of electrons in a C6H6 molecule in dependence of the imagi-
nary time step �. Results for the second and fourth order algorithm
are shown for three different magnetic fields �B=0, 1000, 1000 T�.
The data points for the fourth order algorithm lie on top of each
other, indicating that even fields of up to 10000 Tesla do not de-
teroriate fourth order convergence. The functions �2 and �4 are
shown as guides to verify the power-law convergence.
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and have solved again the eigenvalue problem, using as ini-
tial guess for the evolution the wave functions of a particle in
a box. The process was then repeated, as described in the
previous section, for a sequence of time steps �.

Figure 3 shows, at time steps ��10−6, slight indications
of the expected effect that the fourth order power law is
violated when the local Kohn–Sham potential is not spheri-
cally symmetric in the vicinity of the ion cores. This is due to
our approximate treatment of the double commutator as dis-
cussed above. On the other hand, we see practically no effect
of the magnetic field even up to unreasonably high-field
strengths. Independent of that we see again the improvement
of convergence by the fourth order algorithm, which is com-
parable to the case of the Fock–Darwin model.

Figure 4 shows the current density in the symmetry plane
of a C6H6 molecule in an external field of 1 T perpendicular
to the plane �pointing inward�. The gauge-invariant discreti-
zation has been used to calculate the current density, we have
verified that different gauge origins between x0=0.0a0 �cen-
ter of the molecule� and x0=50a0 all yield the same result.
One can see the paramagnetic ring current on the inside of
the ring, and a diamagnetic current flowing around the out-
side of the molecule. There are additional current loops
alongside the C–C bonds, and around the individual ions.
From the direction of these currents, one would conclude a
deshielding �i.e., a diamagnetic shift� of the hydrogen atoms,
and a positive shift of the carbon atoms. Figure 5 shows the
same data as Fig. 4, but was calculated using Lagrange dis-
cretization with the gauge origin positioned at the center of
the molecule. One can see that the structure of the current
density is strongly distorted compared to Fig. 4, due to the
violation of gauge invariance caused by the Lagrange dis-
cretization.

Figure 6 shows the hydrogen NMR shifts calculated from
the current densities depicted in Figs. 4 and 5 as a function of
the gauge origin. Gauge-invariant discretization yields the

same values for all �chemically equivalent� hydrogen atoms,
while in Lagrange discretization the shift strongly depends
on the distance of the atom to the gauge origin.

V. MAGNETIC SUSCEPTIBILITIES AND NMR SHIFTS
OF VARIOUS MOLECULES

We have implemented the gauge-invariant discretization
of the canonical momentum operator in the package
limerec,41 a real-space DFT code using the fourth order dif-
fusion method to solve the Kohn–Sham equations. We have
used Troullier–Martins39 pseudopotentials generated by the
program FHI98PP,40 and the Perdew–Wang LDA density

FIG. 4. �Color online� Current density of a C6H6 molecule in the
symmetry plane, in an external magnetic field of 1 T perpendicular
to this plane. The field is pointing into the plane of the figure. The
gauge-invariant discretization scheme �Eq. �4.2�� has been used to
perform several calculations in Landau gauge with different gauge
origins between x0=0.0a0 �center of the molecule� and x0=50.0a0,
all showing the same result.

FIG. 5. �Color online� Current density of a C6H6 molecule in the
symmetry plane, in an external magnetic field of 1 T perpendicular
to this plane. The field is pointing into the plane of the figure. The
calculation has been performed using the Lagrange discretization
scheme �Eq. �4.3�� and Landau gauge, with the gauge origin posi-
tioned at x0=0.0a0, the center of the molecule.

H1

H2H3

H4

H5 H6

H6

Lagrange
gauge invariant

H1 H2 H3 H4 H5

FIG. 6. Hydrogen NMR shifts �H for a C6H6 molecule, calcu-
lated using the Lagrange �Eq. �4.3�� and gauge-invariant �Eq. �4.2��
discretization schemes. The numbering of the hydrogen atoms is
shown in the inset. The gauge-invariant calculation �solid lines�
yields the same NMR shifts for all �chemically equivalent� hydro-
gen atoms, irrespective of their position relative to the gauge origin.
The results obtained using Lagrange discretization �dotted lines�
strongly depend on the location of the gauge origin.
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functional.38 All calculations were performed on a real-space
grid with a mesh size of 0.3a0, the molecular geometries
have been annealed before calculating the magnetic proper-
ties.

We have solved the Kohn–Sham equations for a fixed
magnetic field Bext, and have then calculated the current den-
sity j�r ;Bext� through Eq. �3.1�. From the current density, the
dipole moment m�Bext� and the induced field Bind�r ;Bext�
were calculated using Eqs. �3.5� and �3.10�. We have verified
that m�Bext� and Bind�r ;Bext� are perfectly linear up to mag-
netic fields of a few thousand Tesla. Since for closed-shell
systems j�r�=0 for Bext=0, we have generally used a single
self-consistent calculation at a field of 1 Tesla to determine
the derivatives �3.7� and �3.8�. The relative error of this ap-
proximation compared to using linear regression with 20
self-consistent calculations for different fields is about 10−5.

Consequently, the calculation of 	ij and �ij requires the self-
consistent calculation of the complex Kohn–Sham orbitals
for three orthogonal directions of the external field. The com-
putational effort is thus the same as for a perturbative calcu-
lation, which would require six calculations using real wave
functions.

When pseudopotentials are used, the core wave functions
are not taken into account at all, and the valence wave func-
tions have an incorrect shape inside the core region. This
approximation describes those properties quite well that are
dominated by regions outside the core, e.g., chemical bond-
ing or total energies. Nuclear shielding, on the other hand, is
sensitive to the structure of the all-electron wave functions in
the core region, since the interaction between the nuclear
spin and the electronic current is proportional to r−2. How-
ever, it has been shown22,42 that the error caused by the

TABLE I. Experimental and calculated values of the isotropic susceptibility for a set of small molecules.
Also see Fig. 7.

Susceptibility 	̄�10−6 cm3 mol−1�
Molecule Exp. This work CSGTc CSGTd CONVe IGAIMf CSGTg

H2 −4.0 a −4.2 — — — — —

H2O −13.1 a −14.5 −13.3 −14.0 — — —

CH4 −17.4 b −19.7 −18.2 −18.6 −18.9 −18.7 −18.7

C2H6 −26.8 b −29.1 −29.4 −27.6 −29.9 −29.0 −28.7

C2H4 −18.8 b −20.0 −22.9 −20.6 −21.5 −21.0 −20.9

C2H2 −20.8 b −22.5 −24.6 −23.3 −23.1 −22.7 −22.7

C6H6 −54.8 b −54.9 −67.4 −57.4 −87.7 −59.7 −57.5

TMS −74.8 a −75.8 — — — — —

aExperimental values taken from Ref. 44.
bExperimental values taken from Ref. 18.
cSebastiani,19 �j=0.
dSebasitani,19 full calculation.
eKeith and Bader18 CONV �single gauge origin at charge centroid�.
fKeith and Bader18 IGAIM.
gKeith and Bader18 CSGT.

TABLE II. Experimental and calculated values of the Hydrogen NMR shift for a set of small molecules.
Also see Fig. 8.

Hydrogen shift �̄H �ppm�
Molecule Exp. This work CSGTc CSGTd MPLe

H2 −26.2 a −26.1 — — −25.9

H2O −30.1 f −30.8 −29.3 −29.3 —

CH4 −30.6 a −30.9 −30.9 −30.7 −30.7

C2H6 −23.7 a −30.0 −30.4 −29.9 −29.7

C2H4 −25.4 a −24.7 −26.3 −25.4 −24.5

C2H2 −29.3 a −28.6 −29.6 −29.4 −28.6

C6H6 −29.9 b −22.9 −25.5 −24.0 —

aExperimental values taken from Ref. 20.
bExperimental values taken from Ref. 19.
cSebastiani,19 �j=0.
dSebastiani,19 full calculation.
eMauri20

fExperimental values taken from Ref. 45.
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pseudopotential approximation is in many cases almost con-
stant with respect to changes in the chemical environment of
the atom. This constant correction is in practice obtained by
the same convention that is also used in experiments: the
valence electron shieldings are calculated relative to a refer-
ence molecule with a known absolute shielding. A commonly
used reference is tetramethylsilane �TMS, Si�CH3�4�, with an
absolute carbon shielding of �TMS

C =188.1 ppm.43

We compare our results to experimental values and to
different numerical calculations �see Tables I–III�.
Sebastiani19 has used DFT with the Becke, Lee, Young, and
Parr �BLYP� gradient corrected functional, Goedecker
pseudopotentials, and the CSGT method. He provides two
different sets of results: “full calculation,” which is only suit-
able for isolated systems, and “�j=0,” which also works for
periodic systems. Keith18 has performed all-electron calcula-
tions using the “coupled perturbed Hartree–Fock” �CPHF�
method, and compares the CONV, IGAIM and CSGT meth-
ods to deal with the gauge origin problem. He obtained car-
bon shifts using an additional empirical “damping factor,” a
method termed CSDGT �continuous set of damped gauge
transforms�. Mauri et al.20 have used DFT, the local-density
approximation, Troullier–Martins pseudopotentials, and the
MPL method.

Figure 7 shows the magnetic susceptibilities obtained by
the different methods and the corresponding experimental
values. Overall, the agreement of our calculations with both
experimental values and other calculations is very good.
Benzene seems to be a notable case, the deviation between
various methods is much larger for this molecule. Especially,
the CONV method �single gauge origin� yields a result that is
about 60 percent off the experimental value. Also, Sebas-
tiani’s �j=0 calculation differs remarkably from experiment.
We suspect that this is due to the delocalized electron system
in the benzene ring, where the gauge origin problem plays a
more important role than in the smaller molecules, where
electrons are more localized.

Figure 8 compares the hydrogen NMR shifts �H for the
different methods. Again, the agreement with experiment is
quite satisfactory, but one can see that for the molecules

containing only single bonds �H2, CH4, and C2H6� the shifts
are predicted much more accurately than for molecules con-
taining double and triple bonds �C2H4, C2H2, and C6H6�.
Since the LDA results of Mauri are quite close to our results,
while Sebastiani’s calculations using the BLYP gradient cor-
rected functional are closer to experiment, this could indicate
that LDA describes these types of bonds less accurately, as
already supposed by Mauri.20

The agreement of the calculated carbon shifts, shown in
Fig. 9, with experiment is less satisfactory for most methods.
Here, the limitations of the pseudopotential approximation
become apparent: the rigid additive correction for the
pseudopotential was calculated using TMS �tetramethylsi-
lane� as a reference. For similar chemical environments

TABLE III. Experimental and calculated values of the 13C NMR shift for a set of small molecules. Also
see Fig. 9.

Carbon shift �̄C �ppm�
Molecule Exp. This work CSGTb CSGTc CONVd IGAIMe CSDGTf

CH4 195.1a 193.7 173.0 178.0 196.0 195.5 195.3

C2H6 180.9a 178.9 184.4 160.0 184.4 183.4 183.2

C2H4 64.5a 83.3 64.1 62.0 64.1 63.4 63.1

C2H2 117.3a 129.9 120.4 125.0 120.4 118.1 118.1

C6H6 57.9a 84.5 71.9 67.0 71.9 61.5 60.2

aExperimental values taken from Ref. 18.
bSebastiani,19 �j=0.
cSebastiani,19 full calculation.
dKeith and Bader18 CONV �single gauge origin at charge centroid�.
eKeith and Bader18 IGAIM.
fKeith and Bader18 CSDGT �continous set of damped gauge transforms�: CSGT with an additional, empiri-
cally determined damping factor.

FIG. 7. Calculated magnetic susceptibilities and experimental
values for a sample of small molecules. See Table I for the numeri-
cal values. Squares and circles depict values calculated by Sebas-
tiani �Ref. 19� using CSGT, triangles depict results obtained by
Keith �Ref. 18� in an all-electron CPHF calculation using the
CONV, IGAIM, and CSGT methods, diamonds show the results of
this work. TMS is the molecule tetramethylsilane.
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�CH4 and C2H6�, the carbon shifts are predicted very well.
But the rigid correction fails to describe the change in coor-
dination when going to different hybridization states of the
carbon atom, an effect that adds up to the error due to LDA
described above. Consequently, the all-electron calculations
of Keith yield much more accurate predictions for the carbon
shifts than the pseudopotential-based methods.

VI. CONCLUSIONS

We have presented in this article a full implementation of
DFT in an arbitrarily strong, homogeneous magnetic field,
employing a real-space grid to represent Kohn–Sham orbit-
als, electron density, and potential. The eigenvalue/eigenstate
pairs for a fixed potential are determined using a fourth order
factorization of the evolution operator in imaginary time. A
judicious discretization of the kinetic-energy operator has
permitted a formulation that is gauge invariant in any dis-
cretization. The correspondence between the harmonic oscil-
lator and the particle in a homogeneous magnetic field per-
mitted an exact calculation of the exponential of the
canonical kinetic-energy operator28 with practically no com-
putational overhead.

We have used here the generalization of the diffusion
method to nonlocal pseudopotentials3 of the Kleinman–
Bylander type, which allow for quantitative simulations of
most s, p, and d electron elements and complexes within the
LDA. The high order of the factorization allows the method
to efficiently compute the eigenpairs, with a computational
cost that is typically one order of magnitude less than that
required when employing the second-order factorization. The
rigorous fourth order convergence is slightly compromised

by numerical sacrifices that were made in the treatment of
the nonlocal components of the potential, but this deviation
from fourth order has no practical consequences, i.e., it al-
ters neither the result, nor the speed of convergence. We have
also demonstrated that a magnetic field does not visibly de-
teriorate the convergence rate.

Our results are consistent with earlier DFT calculations
cited above. Remaining differences with experiments should
be attributed to the local density and the pseudopotential
approximation but are free from any issues concerned with
the choice of the gauge origin. We should again point out the
simplicity of the method: the core of the algorithm, namely
the propagation of the states, is a matter of a few lines of
code,27 the most complicated part of the method is the propa-
gation with nonlocal pseudopotentials. In the present prob-
lem, the real-space formulation has the further significant
advantage that the problem can be formulated in a manifestly
gauge-invariant way. This advantage is immediately lost
when the wave functions are represented in a basis other than
a real-space grid or a plane-wave basis. Then, the products
ei�e/�� f j�r���r� would have to be expanded again in a basis,
which would lead to additional discretization errors.
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FIG. 8. Calculated and experimental values of hydrogen NMR
shifts for a set of small molecules. Squares and circles denote val-
ues calculated by Sebastiani �Ref. 19� using CSGT, pentagons de-
note simulations by Mauri using the MPL method, and diamonds
show the results of this work. See Table II for the numerical values.

FIG. 9. Calculated and experimental values of carbon NMR
shifts for a set of small molecules. Squares and circles denote val-
ues calculated by Sebastiani �Ref. 19� using CSGT, triangles denote
results obtained by Keith �Ref. 18� in an all-electron CPHF calcu-
lation using the CONV, IGAIM, and CSGT methods, diamonds
show the results of this work. See Table III for the numerical
values.
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