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In this work we discuss the thermodynamics of the magnetocaloric effect around the first- and second-order
magnetic phase transitions. We show that, around the second-order phase transition, the magnetocaloric po-
tential �S can indeed be determined by using magnetization data through the Maxwell relation. However,
around the first-order phase transition, the Maxwell relation is not valid so that the determination of �S by
using magnetization data is somewhat more complex and should be done very carefully. These statements were
verified in a simple model of interacting spins with two energy levels including an extra term to account for the
first-order phase transition.
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I. INTRODUCTION

The magnetocaloric effect is characterized by the isother-
mal entropy change ��S� and by the adiabatic temperature
change ��Tad� upon variation of the applied magnetic field.
The adiabatic temperature change can be measured directly
or indirectly using heat-capacity and magnetization data.1,2

The isothermal entropy change for a magnetic-field variation
from B0 to B1 can be obtained by the integration of heat-
capacity data through the relation �S�T ,�B�=S�T ,B1�
−S�T ,B0�, where �B=B1−B0 and the entropy is given by
S=�0

T�C /T�dT. Alternatively, using the Maxwell relation
��S /�B�T= ��M /�T�B, the isothermal entropy change can also
be determined through the expression �S�T ,�B�
=�B0

B1��M /�T�dB. It can be observed from this previous equa-
tion that the larger ��M /�T� is, the larger �S becomes.
Therefore, it is expected that the �S curve reaches its maxi-
mum value around the magnetic ordering temperature �TC�,
where the partial derivative ��M /�T� exhibits a peak. Due to
experimental difficulties in measuring heat capacity, the
Maxwell relation constitutes a good alternative to determine
the isothermal entropy change. As a matter of fact, the rela-
tion �S�T ,�B�=�B0

B1��M /�T�dB has been intensively used to
obtain the isothermal entropy change upon magnetic-field
variation; it is used independently if the magnetic phase tran-
sition is of second or first order. Undoubtedly, �S obtained
by using this relation in compounds undergoing a second-
order phase transition is very good. However, the validity3–8

of the relation �S�T ,�B�=�B0

B1��M /�T�dB to determine the
isothermal entropy change in compounds undergoing a first-
order phase transition is not clear yet and further studies are
necessary to clarify this point.

The main goal of this work is to discuss the thermody-
namics of the magnetocaloric effect, mainly around the first-
order magnetic phase transition. In particular, we are inter-
ested in verifying whether or not the relation �S�T ,�B�
=�B0

B1��M /�T�dB can be used to determine the isothermal en-
tropy change around the first-order phase transition. The
complete understanding of this subject is very important not
only to guide researchers to correctly determine the magne-
tocaloric potential �S through the magnetization data but
also to establish the underlying physics behind the magneto-
caloric effect around the first-order phase transition. In order

to address this important issue, we discuss in Sec. II the
thermodynamics of the magnetocaloric effect, considering
the possibility of second- and first-order phase transitions. In
order to illustrate the statements discussed in Sec. II, we use
in Sec. III a simple model of interacting spins with two en-
ergy levels, including an extra term to account for the ap-
pearance of the first-order phase transition.

II. THERMODYNAMICS OF THE MAGNETOCALORIC
EFFECT

In this section, we discuss the thermodynamics of the
magnetocaloric effect in compounds undergoing both
second- and first-order phase transitions. First, we discuss
the determination of the isothermal entropy change from
heat-capacity data. After that, we discuss the determination
of the isothermal entropy change using magnetization data
through the Maxwell relation. Generally speaking, the en-
tropy of a solid is made up of a contribution from the mag-
netic ions, crystalline lattice, and conduction electrons. For
the sake of simplicity, we consider that the total entropy of a
solid can be written, as a sum of these three contributions, as

S�T,B� = Smag�T,B� + Slat�T� + Sel�T� , �1�

where Smag�T ,B� is the contribution from the magnetic ions,
Slat�T� is the contribution from the crystalline lattice, and
Sel�T� is the contribution from the conduction electrons. We
suppose here that only the magnetic part of the entropy de-
pends on the magnetic field. From the experimental point of
view, the entropy curve can be constructed from heat-
capacity measurements using the thermodynamical relation
S=��C /T�dT, where C is the heat capacity. The isothermal
entropy change upon magnetic-field variation can be ob-
tained from the entropy vs temperature curves as
�S�T ,�B�=S�T ,B1�−S�T ,B0�. In terms of the specific-heat
capacity, �S can be written as

�S�T,�B� = �
0

T C�T,B1� − C�T,B0�
T

dT . �2�

In Fig. 1, it depicted an entropy vs temperature diagram
showing the magnetocaloric potentials �S and �Tad. It
should be emphasized that �S, calculated in Eq. �2�, is basi-
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cally the magnetic entropy change since in our approxima-
tion, the crystalline lattice and electronic entropy are sup-
posed to be magnetic-field independent. Equation �2� is valid
for compounds undergoing both second- and first-order
phase transitions. However, sometimes it is not so easy to
obtain experimental data of heat capacity, mainly around a
first-order phase transition. In order to discuss alternative
ways to obtain the magnetocaloric potential �S, we consider
the entropy of a given material as a function of temperature
and magnetic field, i.e., S�T ,B�. For an increment in tem-
perature ��T� and in magnetic field ��B� the entropy change
is

�S�T,B� = S�T + �T,B + �B� − S�T,B� . �3�

Adding the term �S�T+�T ,B� and using the mean value
theorem from the fundamental calculus,9 i.e., f�T+�T�
− f�T�=�T ·df�TC� /dT, where TC lies between T and T+�T,
we can write that

�S�T,B� = � �S�TC,B�
�T

�
B

�T + � �S�T,BC�
�B

�
T

�B , �4�

where �S�TC ,B� /�T and �S�T ,BC� /�B means that the deriva-
tives are calculated at the points TC and BC, respectively. The
partial derivatives �S�TC ,B� /�T and �S�T ,BC� /�B can be
written as9

� �S�TC,B�
�T

�
B

= � �S�T,B�
�T

�
B

+ ��S�TC,B�
�T

�
B

�5�

and

� �S�T,BC�
�B

�
T

= � �S�T,B�
�B

�
T

+ ��S�T,BC�
�B

�
T

, �6�

where ��S�TC ,B� /�T�B is the difference between the deriva-
tives ��S /�T� at the points TC and T, and ��S�T ,BC� /�B�T is
the difference between the derivatives ��S /�B� at the points
BC and B. Putting Eqs. �5� and �6� into Eq. �4�, we get that
the change in the entropy in the infinitesimal limit can be
written as

dS�T,B� = 	� �S�T,B�
�T

�
B

+ ��S�TC,B�
�T

�
B

dT

+ 	� �S�T,B�
�B

�
T

+ ��S�T,BC�
�B

�
T

dB . �7�

In the cases of compounds undergoing a second-order phase
transition, the entropy is a continuous function of tempera-
ture and magnetic field so that the terms ��S�TC ,B� /�T�B and
��S�T ,BC� /�B�T go to zero. Thus, for an isothermal process,
the entropy change upon magnetic-field variation from B0 to
B1 in compounds undergoing a second-order phase transition
is calculated by integrating the Eq. �7� from B0 to B1, i.e.,

�S�T,�B� = �
B0

B1 � �S�T,B�
�B

�
T

dB , �8�

where �S�T ,�B�=S�T ,B1�−S�T ,B0�. In the cases of com-
pounds undergoing a first-order phase transition, there is a
discontinuity in the entropy function around the critical
points TC and BC. In fact, there is a range of temperatures
and magnetic fields, where the magnetic entropy and also the
magnetization exhibit discontinuity �for details see Fig. 5�.
Therefore, in these cases, the total differential of the entropy
should be written considering whether the temperature and
the magnetic field are inside or outside the region, in which
the first-order phase transition takes place. For temperatures
and magnetic fields away from the first-order phase transi-
tion, the terms ��S�TC ,B� /�T�B and ��S�T ,BC� /�B�T also go
to zero so that the entropy change in an isothermal process,
calculated by integrating Eq. �7� from B0 to B1, is given by

�Soutside
FO �T,�B� = 	�

B0

B1 � �S�T,B�
�B �

T

dB

outside

. �9�

Here, we use the notation Soutside
FO to characterize the entropy

outside the temperature region of the first-order phase tran-
sition. At temperatures inside the region of the first-order
phase transition, the term ��S�T ,BC� /�B�T in Eq. �7� is not
zero so that the isothermal entropy change upon magnetic-
field variation from B0 to B1 is obtained by integrating the
second term in Eq. �7�, i.e.,

�
B0

B1

dSinside
FO �T,B� = �

B0

B1 	� �S�T,B�
�B

�
T

+ ��S�T,BC�
�B

�
T

dB .

�10�

The first term involving the partial derivative ��S�T ,B� /�B�T
is only defined in the magnetic-field intervals �B0 ,BC� and
�BC+�B ,B1� where the entropy is a derivable function. On
the other hand, the second term is only defined in the
magnetic-field interval �BC ,BC+�B� where there is a jump in
the entropy function. Using this consideration, the previous
expression can be explicitly written as

S(T,B
1
)

S(T,B
0
)

∆T
ad

∆S

T
ot

al
en

tr
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y
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FIG. 1. Entropy vs temperature diagram illustrating the magne-
tocaloric potentials �S and �Tad.
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�Sinside
FO �T,�B� = �

B0

BC � �S�T,B�
�B

�
T

dB

+ �
BC+�B

B1 � �S�T,B�
�B

�
T

dB + �S�T,BC� ,

�11�

where BC is the critical magnetic field where the first-order
phase transition takes place. Therefore, around the first-order
phase transition, the isothermal entropy change should be
determined by using Eq. �11� instead of Eq. �9�. It is impor-
tant to mention that from the operational point of view, there
is no advantage in using Eqs. �8�, �9�, and �11� to evaluate
the isothermal entropy change �S because it is easily ob-
tained by using the relation �2�. The great advantage of de-
veloping the relations �8�–�11� relies on the fact that they
enable us to use magnetization data to obtain the isothermal
entropy change. This aspect is addressed in the following
lines.

In order to discuss the evaluation of �S using magnetiza-
tion data, we consider the Gibbs free energy as a function of
temperature and magnetic field, i.e., G�T ,B�. The change in
the free energy as the temperature goes from T to T+�T and
the magnetic field goes from B to B+�B is given by

�G�T,B� = G�T + �T,B + �B� − G�T,B� . �12�

Following similar procedures used before, we can write in
the infinitesimal limit that

dG�T,B� = 	� �G�T,B�
�T

�
B

+ ��G�TC,B�
�T

�
B

dT

+ 	� �G�T,B�
�B

�
T

+ ��G�T,BC�
�B

�
T

dB .

�13�

For compounds undergoing a second-order phase transi-
tion, ��G�TC ,B� /�T�B= ��G�T ,BC� /�B�T=0. Using the
thermodynamic relations S=−��G�T ,B� /�T�B and M =
−��G�T ,B� /�B�T, we can write the previous equation in the
form dG�T ,B�=−S�T ,B�dT−M�T ,B�dB. Since the free en-
ergy G�T ,B� is an exact differential, we can write the fol-
lowing Maxwell relation ��S�T ,B� /�B�T= ��M�T ,B� /�T�B.
Using this Maxwell relation, the isothermal entropy change
for compounds undergoing a second-order phase transition
given in Eq. �8� can be written in terms of the magnetization
as

�S�T,�B� = �
B0

B1 � �M�T,B�
�T

�
B

dB . �14�

For practical purpose this equation can be approximately
written in the form

�S�T,�B� = �
B0

B1 M�T + �T,B� − M�T,B�
�T

dB , �15�

where the curves M �B now can be used instead of the
curves M �T.

For compounds undergoing a first-order phase transition,
we have to handle Eq. �13� very carefully. Let us separate the
discussion in two distinct regions, namely: the region outside
and inside the first-order phase transition. In the range of
temperatures and magnetic fields outside the region of the
first-order phase transition, we have ��G�TC ,B� /�T�B
= ��G�T ,BC� /�B�T=0. In this case, the free energy is also an
exact differential so that the Maxwell relation
��S�T ,B� /�B�T= ��M�T ,B� / ��T��B holds outside the region
of the first-order phase transition. Therefore, it is valid to use
the Maxwell relation ��S�T ,B� /�B�T= ��M�T ,B� / ��T��B in
Eq. �9� to calculate the isothermal entropy change far from
the temperature region of the first-order phase transition as

�Soutside
FO �T,�B� = 	�

B0

B1 � �M�T,B�
�T �

B

dB

outside

. �16�

In the range of temperatures and magnetic fields inside the
region of the first-order phase transition, the free energy in
Eq. �13� turns out to be

dGinside
FO �T,B� = 	��G�TC,B�

�T
�

B



inside
dT

+ 	��G�T,BC�
�B

�
T



inside
dB . �17�

According to thermodynamics, the Gibbs free energy at the
region of the first-order phase transition should fulfill the
condition10 �GP−GF�=Wm, where GP and GF are the free
energy at the paramagnetic and ferromagnetic phases, re-
spectively, and Wm is the magnetic work that will take the
system from the paramagnetic state to the ferromagnetic one.
From Eq. �17� the differential of the free energy at the para-
magnetic and ferromagnetic phases around the first-order
phase transition should be dGP

FO= ��GP�TC ,B� /�T�dTC
+ ��GP�T ,BC� /�B�dBC and dGF

FO= ��GF�TC ,B� /�T�dTC
+ ��GF�T ,BC� /�B�dBC. Using these relations in the condition
dGP=dGF+dWm, we can write

�SF
FO − SP

FO�dTC = − �MF
FO − MP

FO�dBC + dWm, �18�

where SF
FO=−�GF�TC ,B� /�T and MF

FO=−�GF�T ,BC� /�B.
Similar relations hold for SP

FO and MP
FO. Defining

�S�TC ,BC�= �SF
FO−SP

FO� and �M�TC ,B�= �MF
FO−MP

FO�, we
can write

�S�TC,BC� = − �M�TC,B�
dBC

dTC
+

dWm

dTC
. �19�

The derivative of the magnetic work can be approximately
written as dWm /dTC� 1

2�M�TC ,B�dBC /dTC �see Appendix�,
so that �S�TC ,BC� is approximately given by

�S�TC,BC� � −
1

2
�M�TC,B�

dBC

dTC
. �20�

Note that this equation is the corresponding Clausius-
Clapeyron equation for magnetic systems undergoing first-
order phase transition. The so-called magnetic Clausius-
Clapeyron equation �dBc /dTc=−�S /�M� commonly used in
the literature11,12 is not correct because it has been obtained
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by assuming the condition dGF=dGP, which is not valid for
magnetic systems.10 Putting �S�T ,BC� into Eq. �11�, the iso-
thermal entropy change in the temperature range inside the
region of the first-order phase transition should be deter-
mined using magnetization data as

�Sinside
FO �T,�B� � �

B0

BC � �M�T,B�
�T

�
B

dB

+ �
BC+�B

B1 � �M�T,B�
�T

�
B

dB

−
1

2
�M�TC,B�

dBC

dTC
. �21�

In the next section we develop a model of two energy levels
in order to verify the results discussed in this section.

III. MODEL HAMILTONIAN AND THERMODYNAMIC
RELATIONS

In order to illustrate the discussion about the thermody-
namics of the magnetocaloric effect near the first- and
second-order phase transitions, we consider a model of two
energy levels including spin-spin interaction and the Zeeman
term. The model Hamiltonian is

H = − �
il

��0J�i · J�l + �1�J�i · J�l��J�i · J�l�� − g�B�
i

J�i · B� .

�22�

The first term represents the usual spin-spin interaction
where �0 is the exchange integral parameter. The second
term accounts for the magnetoelastic coupling where �1 is a
parameter of the model.13,14 The third term is the Zeeman
interaction between the magnetic moment and the magnetic

field B� . In the mean-field approximation the model Hamil-
tonian turns out to be

H = − g�B�
i
�B� +

�0
J�� + �1
J��3

g�B
� · J�i. �23�

Considering z as the easy magnetization direction and using

the fact that J�z�J ,m�=m�J ,m�, where −J�m�J, the energy
eigenvalues of the above Hamiltonian per magnetic ion, for
J=1 /2, are E1= �g�BB+ ��0
Jz�+�1
Jz�3�� /2 and E2=
−�g�BB+ ��0
Jz�+�1
Jz�3�� /2. Here 
Jz� is the thermody-
namical average given by 
jz�=�
J ,m�Jz�J ,m�e−�E1 /Zmag,
where Zmag=e−�E1 +e−�E2 =2 cosh��E1� is the partition func-
tion with �=1 /kBT, kB being the Boltzmann constant. The
free energy is G�T ,B�=−kBT ln�2 cosh��E1��. The magneti-
zation is M =−��G /�B�T= 1

2g�B tanh��E1�. The magnetic en-
tropy of this two energy-level model, calculated by Smag
=−��G /�T�B, is given by

Smag�T,B� = kB ln�2 cosh��E1�� −
E1

T
�tanh��E1�� . �24�

The total entropy is S�T ,B�=Smag�T ,B�+Slat�T�+Sel�T�,
where Slat�T� is the lattice entropy calculated in the Debye

approximation. Here Sel�T�=	T is the electronic entropy
where 	 is the Sommerfeld coefficient. For the approxima-
tion used here, the entropy change upon magnetic-field varia-
tion is only the magnetic entropy change once Slat�T� and
Sel�T� do not depend on the applied magnetic field.

IV. NUMERICAL RESULTS

In this section we show the calculations of the magneto-
caloric potential �S in the two energy-level models de-
scribed in the previous section. When the magnetoelastic in-
teraction is absent, the system undergoes a second-order
magnetic phase transition. When the magnetoelastic interac-
tion is turned on, the magnetic phase transition changes from
second to first order above a critical value of the magneto-
elastic coupling parameter �1. The larger the parameter �1,
the stronger the first-order phase transition and the higher the
magnetic ordering temperature. In Fig. 2, we plot the mag-
netization curves for B=0 T �solid symbols� and B=5 T
�open symbols�. The curves for the set of parameters ��0
=10 meV and �1=0 meV�, where the phase transition is of
second order around 29 K, are represented by triangles. The
curves for the set of parameters ��0=10 meV and �1
=40 meV� and ��0=10 meV and �1=60 meV�, where the
phase transition is of first order around 35.2 and 41.5 K, are
represented by squares and circles, respectively. For the same
set of model parameters, the corresponding magnetic entro-
pies in the absence of magnetic field and in a magnetic field
of 5 T are represented in Fig. 3 by solid and open symbols,
respectively.

In this work, we are only interested in the calculation of
the isothermal entropy change. Since in our approximation,
the electronic and the lattice entropy do not depend on the
magnetic field, the isothermal entropy change upon
magnetic-field variation comes only from the magnetic part
of the entropy. We calculate the isothermal entropy change
using the entropy curves shown in Fig. 3 and from Eq. �14�
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M
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FIG. 2. Temperature dependence of the magnetization for B=0
�solid symbols� and B=5 T �open symbols�. Triangles, squares, and
circles represent the calculations for �1=0, 40, and 60 meV, respec-
tively. �0=10 meV for all curves.
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using magnetization data for five different sets of model pa-
rameters, namely: �1� ��0=10 meV and �1=0 meV�, �2�
��0=10 meV and �1=20 meV�, �3� ��0=10 meV and �1
=30 meV�, �4� ��0=10 meV and �1=40 meV�, and �5�
��0=10 meV and �1=60 meV�. The obtained curves of the
isothermal entropy changes are plotted in Fig. 4. In this fig-
ure, the solid lines represent the calculations from the en-
tropy curves and the dotted lines plus symbols represent the
calculation from Eq. �14� using magnetization data. In the
case of the set of parameters ��0=10 meV and �1=0 meV�
where system undergoes a second-order phase transition, the
isothermal entropy change calculated from the entropy
curves and the corresponding one obtained via the Maxwell

relation are coincident, as can be seen in curve 1. In the case
of the set of parameters ��0=10 meV and �1=20 meV�
where the system is on the verge of the first-order phase
transition, the isothermal entropy changes calculated from
both methods are still similar to each other, as it is shown by
curve 2.

In the cases of the sets of model parameters ��0
=10 meV and �1=30 meV�, ��0=10 meV and �1
=40 meV�, and ��0=10 meV and �1=60 meV� where the
system undergoes a first-order phase transition, the isother-
mal entropy changes calculated from the entropy curves and
those obtained from Eq. �14� are coincident only outside the
region of the first-order phase transition as can be seen in the
curves 3–5. However, at the region of the first-order phase
transition, the calculated values of �S obtained from Eq. �14�
using magnetization data are larger than the corresponding
ones obtained from the entropy curves. The calculations
show that the stronger the first-order phase transition, the
larger the difference between �S calculated from the entropy
curves and from Eq. �14� using magnetization data. Another
interesting aspect shown in Fig. 4 is that the �S around the
first-order phase transition represented in the curves 4 and 5,
calculated from Eq. �14�, are larger than the well-known
saturation value of the magnetic entropy, i.e., Smag

max=R ln�2J
+1�, which in our case of J=1 /2 is Smag

max=5.76 J / �mol K�.
As in our model, the entropy change is only the magnetic
entropy change; its maximum value must not surpass the
upper limit of the magnetic entropy given by Smag

max

=5.76 J / �mol K�. Therefore, the curves 4 and 5 shown in
Fig. 4 confirm that the calculations of �S through Eq. �14�
using magnetization data indeed does not apply in the region
of first-order phase transition because the obtained values
overestimate the upper physical limit of the magnetic en-
tropy variation.

In order to discuss somewhat more this discrepancy be-
tween the calculation of �S using the two referenced meth-
ods, we plot in Fig. 5, for the set of model parameters ��0
=10 meV and �1=40 meV� where the system undergoes a
first-order phase transition around 35 K, the magnetization as
a function of the applied magnetic field in the range of tem-
peratures from 31.0 to 40.61 K. In the temperature interval
below the magnetic ordering temperature from 31.0 to 34.43
K, represented in Fig. 5 by the solid lines, the magnetization
curves are monotonic functions of the applied magnetic field.
As a result, the isothermal entropy changes calculated from
Eq. �14�, which is basically the difference between the area
under the magnetization curves for two consecutive values of
temperature per temperature interval, are exactly the same as
the ones obtained from the entropy curves, as can be ob-
served in the corresponding �S curve �curve 4� shown in
Fig. 4. The same discussion also applies to temperature range
above the magnetic ordering temperature from 39.23 to
40.61 K, represented by the dashed lines in Fig. 5. However,
in the temperature range from 35.12 to 38.55 K, where the
first-order phase transition takes place, the magnetization
curves represented by the open circles in Fig. 5 exhibit jumps
at a given applied magnetic field. In this range of tempera-
tures, the isothermal entropy change, calculated by the dif-
ference between the areas under the magnetization curves for
two consecutive values of temperature, is larger than the one
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FIG. 3. Magnetic entropy for B=0 �solid symbols� and B
=5 T �open symbols�. Triangles, squares, and circles represent the
calculations for �1=0, 40, and 60 meV, respectively. �0=10 meV
for all curves.
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FIG. 4. Isothermal entropy change for a magnetic-field variation
from 0 to 5 T. The curves 1–5 represent the calculation for �1=0,
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MAGNETOCALORIC EFFECT AROUND A MAGNETIC PHASE… PHYSICAL REVIEW B 77, 214439 �2008�

214439-5



obtained from the entropy vs temperature curves and can
surpass the upper limit of the magnetic entropy. Such a result
is an artifact of the calculations and does not have any physi-
cal means. Therefore, the calculations of �S through Eq. �14�
in the two energy-level models show that this equation does
not apply to the first-order phase transition, as we have
shown in Sec. II by using thermodynamical principles. In
fact, around the first-order phase transition, the isothermal
entropy change should be calculated by Eq. �21�.

Now, we use Eq. �21� to calculate the isothermal entropy
change in the temperature range from 35.12 to 38.55 K in-
side the region of first-order phase transition. In order to
illustrate the process of calculations, we plot in Fig. 6 only
two magnetization isotherms for the consecutive tempera-
tures of 35.81 and 36.49 K. The first and the second terms in
Eq. �21� respectively represent the difference in the area un-
der the magnetization curves in the magnetic-field regions 1
and 3, as shown in Fig. 6. In the magnetic-field region 2,
where the first-order phase transition takes place, the entropy
change must be calculated by the Clausius-Clapeyron like
equation, represented by the third term in Eq. �21�. In order
to determine the contribution of the third term in Eq. �21�,
we first determine from the magnetization isotherms the
critical magnetic field as a function of temperature. Then we
plot the curve BC vs T and determine the derivative
dBC /dTC. After that, using the magnetization change at the
critical field BC, also extracted from the magnetization iso-
therms, we determine the entropy change involved in the
first-order phase transition at the magnetic critical field BC.
In Fig. 7, we plot BC vs T together with the derivative
dBC /dTC for the set of model parameters ��0=10 meV and
�1=40 meV�.

In Fig. 8, we plot the isothermal entropy change for the
set of model parameters ��0=10 meV and �1=40 meV� and
��0=10 meV and �1=60 meV� calculated via Eqs. �14� and
�21� �dotted lines and open symbols, respectively� using

magnetization data. The calculations of �S from Eq. �2� us-
ing the entropy curves are represented by solid lines. Notice
that outside the region of the first-order phase transition, �S,
which was calculated from different methods, agrees quite
well. However, in the temperature range inside the first-order
phase transition only �S calculated from the entropy curves
�solid lines� and from Eq. �21� �open symbols� are coinci-
dent. The values of �S calculated from Eq. �14� �dotted
lines� are overestimated and do not correspond to the physi-
cal reality. Notice that if we include the area of the trapezoi-
dal figure �region 2 in Fig. 6� in the calculations, as it is done
in the case of Eq. �14�, the obtained values of �S around the
first-order phase transition are overestimated, as can be seen
from the dotted lines in Fig. 8. On the other hand, if we do
not include this area in the calculation of �S, as it is done in
the first two terms of Eq. �21�, the obtained values of �S are
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�0=10 meV and �1=40 meV. Solid lines represent the isotherms
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therms inside the region of the first-order phase transition from
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underestimated, as can be seen by the dashed lines in Fig. 8.
Therefore, inside the region of the first-order phase transi-
tion, the correct calculation of �S, using magnetization data,
must be done through Eq. �21�.

In conclusion, in this work we discuss the thermodynam-
ics of the magnetocaloric effect around the magnetic phase
transition. Our calculations show that the isothermal entropy
change in compounds undergoing a second-order phase tran-
sition can be determined by using either heat capacity or
magnetization data through Eq. �14�. However, we clearly
show that from the basic concepts of thermodynamics, which
do not depend on any physical model, the Eq. �14� is not
valid for calculating the isothermal entropy change around a
first-order phase transition. Such a statement has also been
verified by using a simple two energy-level model. It should
be emphasized that this conclusion is not restricted to the
two energy-level model and is also true for any model
Hamiltonian describing first-order phase transition. In the
temperature region around the first-order phase transition,
the determination of �S, using magnetization data through
the Maxwell relation �S /�B=�M /�T, should be done very
carefully and the result should be confirmed by specific-heat
measurements.
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APPENDIX

A magnetic body with a given magnetization has an in-
trinsic magnetic energy associated with it. To magnetize this

body it is necessary to provide energy to align the magnetic
moments in a preferable direction. In order to calculate the
magnetic energy associated with a magnetic body, let us con-
sider that it is made up of a great number of small pieces
with a given magnetic moment.15 Let us suppose that we can
build the magnetic body by bringing each one of the small
pieces from the infinity into the body. To bring the first mag-
netic piece from the infinity into the magnetic body, it is not
necessary to do magnetic work. In order to bring the remain-
ing magnetic pieces into the body, it is necessary to do work.
The work needed to bring the second magnetic piece into the
body, in presence of the first one, is equal to magnetic energy
interaction between the two magnetic pieces. The magnetic
energy interaction between these two pieces is then given by

Um = − m1B2, �25�

where m1 is the magnetic moment of the first piece and B2 is
the magnetic field of the second magnetic piece. In the same
way, when the third piece is brought into the body in pres-
ence of the two pieces already there, the magnetic energy
interaction will be

Um = − �m1B2 + m1B3 + m2B3� . �26�

This procedure is repeated to bring all the pieces into the
magnetic body. In this case, the magnetic energy is given by

Um = − �m1B2 + m1B3 + m2B3 + m1B4 + m2B2

+ m3B4 . . . m1Bj� , �27�

or in a more compact form as

Um = −
1

2��i

mi���
j

Bj� . �28�

The factor 1/2 appears to avoid the double counting in the
summation. Its physical meaning is related to the magnetic
interactions into the magnetic body. Using the definition of
magnetization M = �1 /V��imi and taking B=� jBj as the total
magnetic field inside the magnetic body, the magnetic energy
per volume can be written as

Um = −
1

2
M · B , �29�

When the system is in the ferromagnetic phase, the magnetic
energy is then

Um
F = −

1

2
MF · BF, �30�

where MF and BF are respectively the magnetization and the
magnetic field in the ferromagnetic phase. Similarly, when
the system is in the paramagnetic phase, the energy is given
by

Um
P = −

1

2
MP · BC, �31�

where MP and BC are respectively the magnetization and the
magnetic field in the paramagnetic phase. The magnetic
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FIG. 8. Isothermal entropy change for �1=40 meV �set of curve
1� and �1=60 meV �set of curve 2� upon a magnetic-field variation
from 0 to 5 T. For all curves, �0=10 meV. Open symbols represent
the isothermal entropy change around the first-order transition, ob-
tained through Eq. �21� using magnetization data, while solid lines
represent �S obtained from the entropy curves. Dotted lines repre-
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Dashed lines represent only the contributions from the two first
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work necessary to bring the system from the paramagnetic
phase to the ferromagnetic one is equal to the difference
between the magnetic energy of these two states, i.e.,

Wm = − �Um
F − Um

P� =
1

2
�MF · BF − MP . BC� . �32�

Supposing BF=BC+�B, we can write the magnetic work as

Wm =
1

2
BC�M +

1

2
MF · �B , �33�

where �M = �MF−MP�. In the limit where �B→0 and ne-
glecting the changes in �M around TC, we get that the de-
rivative dWm /dTC can be approximately written as

dWm

dTC
�

1

2
�M�TC,B�

dBC

dTC
. �34�
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