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Starting from the quantum-Boltzmann equation derived in a previous paper, we study the irreversible
evolution of an electron gas in the one-particle phase space. The connection with phase space is established by
expressing one-electron states in terms of the overcomplete and nonorthogonal generating system of coherent
states. By using the generalized closure relation for coherent states, as well as the fact that a one-particle
operator is completely determined by the ensemble of expectation values for all coherent states, we obtain the
master equations in a form that allows us to follow the evolution in phase space. This form of the master
equations provides a direct link between the quantum-statistical approach and the semi-classical Boltzmann
equation. The latter is obtained after a coarse-graining procedure in the one-particle phase space and by using
the fact that the electron-electron interaction, as well as the interactions between the electron gas and the bath
subsystems provided by phonons or photons, are local in real space.
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I. INTRODUCTION

Physical systems such as atoms, molecules, quantum dots,
or solids are generally described under the assumption that
their properties can be defined without referring to the rest of
the world. Such a “local” approach, even though applied
with apparent success, is not consistent with quantum me-
chanics. In fact, it is by now well known that, in contrast to
a classical description, quantum mechanical states cannot be
attributed to quantum subsystems �see Refs. 1–5�. At first
sight, this feature seems to be in conflict with our daily ex-
perience, which suggests that such a subdivision into sub-
systems should always be possible. For example, we gener-
ally take for granted that the physical properties of two
quantum dots can be described in terms of the properties of
individual dots, provided that their mutual distance is large
enough. Looking through the experimental evidence, how-
ever, we see that this “classical” preconception is not really
based on our knowledge of the physical properties of single
systems, but that it relies, in fact, on our experience concern-
ing the statistical evolution of ensembles of many-particle
systems interacting with their statistical environment. Ac-
cordingly, the separation into subsystems like the above-
mentioned quantum dots should be discussed not in terms of
the properties of closed systems but rather within the frame-
work of quantum statistics. In this context, it is worthwhile
to recall that classical physics and quantum mechanics can
be formulated in the same axiomatic scheme, but that classi-
cal physics is obtained by adding one more hypothesis,
which leads to the separability of classical properties.3,4 This
suggests that if the classical statistical approach becomes
valid in certain situations, it should be possible to derive the
classical statistical description from the quantum-statistical
description under some supplementary restrictions. Clearly,
the understanding of these restrictions is absolutely neces-
sary to delimit the validity regime of the classical approach.
Moreover, it establishes a sound theoretical basis for the de-

scription of the transition regime between the classical and
quantum behaviors. This is the basic motivation of the
present work, wherein we study the dynamical decoupling of
fermionic ensembles interacting with a bath to understand
the connection between the quantum-statistical approach and
the classical statistical approach.

In classical mechanics, the system state is described by
the positions q and the momenta p of the particles constitut-
ing the system. Accordingly, the probability distribution
function f�p ,q�, which is obtained after a coarse-graining
procedure in phase space,6 determines the statistical state of
a system of classical particles. Near equilibrium and under
the condition that the spatial variations of these fields are
sufficiently small, the evolution of f�p ,q� under the influ-
ence of internal and external fields is described by the clas-
sical Boltzmann equation. By adding the Pauli-exclusion
principle to account for the fermionic nature of electrons,
one obtains the semi-classical Boltzmann equation. The latter
has been used with great success to describe, e.g., electronic
transport in macroscopic solids.7 The semi-classical descrip-
tion, however, breaks down for the description of meso-
scopic systems such as quantum wires or quantum dots,
wherein quantum effects have to be taken into account.8,9

These effects can be treated by using the quantum transport
equations based on the Green’s function approach of Refs.
10 and 11. The Keldysh formalism and its applications have
been extensively discussed in literature �see, e.g., Refs. 12
and 13�. Presently, our aim is to establish the connection
between the quantum-statistical approach and the semi-
classical Boltzmann equation in a most transparent manner.
For this purpose, we will use an alternative approach and
start from the master equations describing the irreversible
evolution of the one-particle density matrix for an N-electron
system, which were derived in Ref. 14. While in Ref. 14 the
evolution was derived in the basis of the eigenvectors of the
one-particle Hamiltonian H0

�1�, we will now establish the con-
nection with the evolution in phase space by expressing the
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one-particle states in terms of the overcomplete and nonor-
thogonal generating system of coherent states. This generat-
ing system is most convenient for our purposes since satu-
rating the Heisenberg inequalities, the coherent states are
optimally localized in phase space.15

The outline of the paper is as follows: In Sec. II, we
resume our former results for the master equations of an
N-electron system, which were presented in Ref. 14. In Sec.
III, we give a list of the properties of coherent states. These
properties, which are proven in Appendixes A and B, are
then used to formulate the one-particle density matrix in a
phase-space representation. The master equations describing
the evolution of the one-particle density matrix in phase
space are obtained in Sec. IV. In Sec. V, we show that an
additional coarse-graining procedure in phase space leads to
the semi-classical Boltzmann equation. Our final conclusions
are drawn in Sec. VI.

II. MASTER EQUATION FOR THE EVOLUTION
OF THE ONE-PARTICLE DENSITY MATRIX

We start from the master equations �or “quantum-
Boltzmann equations”� derived in Ref. 14, which describe
the irreversible evolution of the coarse-grained one-particle

density matrix D̄1�t� of a spatially confined weakly interact-
ing electron gas. The considered electronic subsystem A in-
teracts with one or several bath subsystems Bj, j=1,2 , . . ..
The interaction operators describing the electron-bath inter-
actions may be written as

Hint j = �
�

Qj�
A

� Q�
Bj , �1�

where

Qj�
A = �

���

c�
+a�

j���c��, �2�

Q�
Bj = �

�

b�
j���dj��

+ + �dj��� , �3�

and where c�
+ ,c� and �dj��

+ , �dj�� denote the fermion and bo-
son creation and annihilation operators, respectively. This
form of the interaction operators covers most physical situa-
tions. In particular, by identifying the operators �d1��

+ ��d1���
with phonon creation �annihilation� operators and the opera-
tors �d2��

+ ��d2��� with photon creation �annihilation� opera-
tors, where the indices � label the phonon or photon modes,
respectively, we obtain the electron-phonon interaction Ham-
iltonian Hint 1 and the electron-photon interaction Hamil-
tonian Hint 2.

Let us denote by H the Hilbert space associated with the
description of a single electron. The effective electron-elec-
tron interaction corresponding to a short-range screened
Coulomb interaction can be written in the following form:

H̃int = �
�

A� � A�, A� � L�H� ,

where L�H� is the vector space of linear operators acting on
H. The operators A� are self-adjoint or anti-self-adjoint op-
erators.

In the many-body formalism the operators corresponding
to A�, denoted by the same symbols, are represented by

A� = �
��

a�,��
e c�

+c�.

In the Schrödinger picture, the quantum-Boltzmann equa-
tion derived in Ref. 14 reads as

d

dt
D̄1�t� =

i

�
�D̄1�t�,Ĥ0

�1��t�� + ��D̄1�t�� , �4�

where the operator Ĥ0
�1� is a renormalized one-particle Hamil-

tonian acting on the one-particle Hilbert space H, and where
� is a linear superoperator acting on L�H�. We thus have

���Y���� = �
��

���
���t�Y��

with ���, ���, ���, ��� � H, ∀ Y � L�H� ,

�5�

where the vectors ��� , ��� denote an orthonormal basis in H.

The operator D̄1�t� represents the time-averaged one-
particle density matrix:

�D̄1�Î�t̄� =
1

	t
�

t0

t0+	t

dt��D1�Î�t��, t̄ = t0 +
	t

2
, �6�

where the superscript Î denotes the interaction picture and
where the time interval 	t is chosen in such a way that the

oscillations of �D1�Î�t� are suppressed and only the linear
contributions with respect to 	t are kept.14,16

In the following, we will assume that the coarse-grained

one-particle density matrix D̄1�t� satisfies the von Neumann
conditions.17 For the considered N-fermion system here, we
have

Tr�D̄1� = 1 �7�

and

0 
 	��D̄1��� 

1

N
, ∀ ��� � H . �8�

Condition �8� accounts for the Pauli-exclusion principle.17

The superoperator � describes the influence of the bath sub-
systems provided by phonons or photons on the evolution of

the one-particle density matrix D̄1. Accounting also for the
weak electron-electron interaction in metallic systems, it lin-
early depends on the coarse-grained one-particle density ma-

trix D̄1�t�, i.e., we have14

� = ��D̄1�t�� .

In order to avoid too clumsy expressions, this functional de-
pendence will not be explicitly noted in the following. We
will, however, sometimes note the time dependence of the
superoperator �, which is a consequence of the functional

dependence of � on D̄1�t�. In Ref. 14, the � superoperator
has been expressed in terms of its matrix elements in the

eigenbasis ����H of the one-particle Hamiltonian Ĥ0
�1�.
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These basis vectors satisfy the following stationary
Schrödinger equation:

Ĥ0
�1���� = ������ .

Written in this basis, Eq. �4� becomes

d

dt
D̄1,���t� =

i

�
�D̄1�t�,Ĥ0

�1��t���� + �
��

���
���t��D̄1����t� .

�9�

We note that the master equations in Eq. �4� take full account
of the fermionic character of the electrons. This property is
guaranteed by the particular form of the coefficients ���

��,
which were derived in Ref. 14. For our present purposes, we
need the following symmetry property:

���
�� = ����

����

and the following trace property:

Tr���D̄1�� 
 �
�
��

��

���
���D̄1���� = 0,

which guarantees conservation of the trace Tr�D̄1�t��
throughout the evolution of D̄1.

III. PHASE-SPACE DESCRIPTION OF THE

ONE-PARTICLE DENSITY MATRIX D̄1

Equation �9� describes the coarse-grained evolution of the

one-particle density matrix D̄1 in the basis of the eigenvec-

tors ��� of Ĥ0
�1�. This description is quite different from a

classical description, wherein the statistical state is described
in terms of a probability distribution function f�p ,q� in the
one-particle phase space. In order to relate the evolution of

the density matrix D̄1 to the evolution of the electron gas in
the one-particle phase space, in the following, we will aban-

don the basis of the eigenstates ��� of Ĥ0
�1� and switch to a

description in terms of coherent states, which are represented
by the vectors ��� ,��C3. The principal properties of coher-
ent states are resumed in Appendix A. Equation �A24� estab-
lishes a one-to-one correspondence between the parameter �
and the central position p, q of the corresponding coherent
state ��� in the one-particle phase space,

� =
	q p − i	p q

�
. �10�

The parameter 	q
	 specifies the extension of the coherent
states in the q directions. The corresponding extension 	p of
the coherent state in the p directions is obtained from Eq.
�A4�,

	p	q =
�

2
. �11�

Thus, by saturating the Heisenberg inequalities, coherent
states are optimally localized in the one-particle phase space.

The correspondence in Eq. �10� allows us to introduce the
following equivalence �see Eq. �A27��:

��� 
 �p,q� . �12�

The parameter 	=	q will be kept constant throughout our
derivations. It is therefore omitted in our above shorthand
notation for the coherent states.

In the following, we will identify the coherent states by
the following real parameters:

z 

1


�
„Re���, Im���…, z � R6 = � 	q


��
p,

	p


��
q�

�13�

rather than by the complex vectors ��C3. By also including
the spin variable s= � 1

2 ,− 1
2 �, we thus define the following

vectors:

�u� = �z,s� 
 �p�z�,q�z�,s� , �14�

which constitute an overcomplete generating system in the
one-particle space H � C2. The arguments z in the parameters
p�z� and q�z� will be omitted whenever the reference is un-
ambiguous. From Eqs. �11�, �13�, and �14� we get

�
A

du¯ = �
s
�

R6
d6z¯ = �

s

1

�2���3�
R6

d3pd3q¯ ,

where

A = �R6,s�

denotes the space of integration over the u parameter includ-
ing the spin variables s.

From Eq. �A38� and by accounting for the orthogonality
of the spin functions, we obtain a generalized “completeness
relation”:

�
A

duP�u� =
1

�2���3�
s
�

R6
d3pd3q�p,q,s�	p,q,s� = 1 ,

�15�

where P�u� denotes the projector,

P�u� = �u�	u� .

The Hilbert–Schmidt product of P�u� and P�u�� is given by

ĝ�u,u�� = Tr�P�u�P�u��� = �	u�u���2 = ĝ�u�,u� . �16�

From Eq. �A36�, we obtain

ĝ�u,u�� = 
ss�g�z,z�� , �17�

where

g�z,z�� = e−��p − p��	/��2
e−��q − q��/2	�2

. �18�

The function ĝ�u ,u�� satisfies the following normalization
condition:

�
A

duĝ�u,u�� = 	u��u�� = 1. �19�
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According to Eq. �A42�, any linear one-particle operator,
X�L�H�, can be expressed in the diagonal representation.
This holds, in particular, for the one-particle density matrix

D̄1, which thus can be written as

D̄1 = �
A

du��u�P�u� . �20�

From the above equation, Eq. �16�, and the positivity of the
one-particle density matrix �see Ref. 17�, we get

p�u� 
 Tr�D̄1P�u�� = 	u�D̄1�u� = �
A

du���u��g�u,u�� � 0.

�21�

For a one-particle basis, �i��H, diagonalizing D̄1, we have

	i�D̄1�j�=di
ij, where the Pauli-exclusion principle, together
with Eq. �7�, implies 0
di


1
N , and thus,

p�u� = �
ij

	u�i�	i�D̄1�j�	j�u� = �
i

di	u�i�	i�u�



1

N
�

i

	u�i�	i�u� =
1

N
.

According to Eqs. �7� and �19�, we also have

Tr�D̄1� = �
A

dup�u� = �
A

du��u� = 1. �22�

Integral equation �21� relates the functions p�u� and ��u�. In
Appendix B, we discuss the properties of the solution ��u� of
this equation for given p�u�. We note that, in contrast to
p�p ,q ,s�, the functions ��p ,q ,s� are not necessarily positive
everywhere in phase space.

In Sec. IV, we will express the quantum-Boltzmann equa-
tion in the generating system of coherent states.

IV. QUANTUM-BOLTZMANN EQUATION
IN PHASE SPACE

In Sec. III, we have seen that the coarse-grained density

matrix D̄1 is fully determined by the function ��z ,s�, which,
according to Eqs. �21�, is a functional of the probabilities

p�z ,s�= 	z ,s�D̄1�t��z ,s�. It is thus sufficient to determine the
evolution of p�z ,s�. From the quantum-Boltzmann equation
�4�, we obtain

d

dt
�	z,s�D̄1�t��z,s�� = 	z,s�

i

�
�D̄1�t�,Ĥ0

�1��t���z,s�

+ 	z,s���D̄1�t���z,s� . �23�

Equation �21� can be written as

p�z,s� = 	z,s�D̄1�t��z,s� = �
R6

d6z���z�,s�g�z,z�� , �24�

where the function g�z ,z�� is defined in Eq. �18�. In Secs.

IV A and IV B, we will calculate the matrix elements of the
one-particle operators on the right-hand side of Eq. �23�.

A. Calculation of the expectation values

Šz ,s�[D̄1(t) ,Ĥ0
(1)]�z ,s‹

The one-particle Hamiltonian Ĥ0
�1� is composed of the

kinetic-energy operator T and the one-particle potential V,18

Ĥ0 = T + V .

In principle, the renormalization procedure of the electron-
electron interaction Hamiltonian introduces a weak time de-

pendence of Ĥ0
�1�.14 This time dependence is, however, irrel-

evant for the following considerations and will therefore not
be explicitly noted.

For the calculation of the commutator

	z ,s� i
� �D̄1 , Ĥ0

�1���z ,s�, we separately treat the contributions T

and V. We start with the potential part 	z ,s� i
� �D̄1 ,V��z ,s�.

The operator describing the one-particle potential can be
written in the following form:

V�Q� = �
R3

d3keik·QV̂�k� . �25�

From Eq. �A30�, which expresses the position operator Q in
terms of the operators A† and A, the operator relation Eq.
�A21�, and the commutation relations �A5�, we obtain

eik·Q = e	k·A†
e−	k·Ae−	2k2/2,

and with Eqs. �10�, �A28�, and �A36�,

	z,s�eik·Q�z�,s�� = 
ss�	p,q,s�eik·Q�p�,q�,s�

= 
ss�	p,q,s�e	k·A†
e−	k·A�p�,q�,s�e−	2k2/2

= 
ss�e
	k·���−���	p,q,s�p�,q�,s�e−	2k2/2

= 
ss�e
	2k·�p−p��/�eik·�q�+q�/2

�e−	2k2/2	p,q,s�p�,q�,s� .

Accordingly, the matrix element of the potential operator Eq.
�25� becomes

	p,q,s�V�Q��p�,q�,s�� = 
ss�	p,q,s�p�,q�,s��
R3

d3kV̂�k�

�e	2k·�p−p��/�eik·�q�+q�/2e−	2k2/2.

In the absence of spin-orbit coupling, the above matrix ele-
ments are independent of the spin s. Thus, for q�=q and
p�=p, the above expression reduces to

	p,q,s�V�Q��p,q,s�� = 
ss��
R3

d3kV̂�k�e−	2k2/2eik·q. �26�

According to Eq. �A42�, any one-particle operator is already
completely determined by the above expectation values.
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Thus, by taking coherent states �p ,q ,s� characterized by the
parameter 	, we can replace the original one-particle poten-
tial by the following smoothed potential:

Vc�q� = �
R3

d3kV̂c�k�eik·q, �27�

with the following Fourier components:

V̂c�k� = e−	2k2/2V̂�k� .

By expressing D̄1 in the diagonal representation Eq. �20�, we
obtain the following for the expectation value of the commu-

tator �D̄1 ,V�

	z,s�
i

�
�D̄1,V�Q���z,s�

=
i

�
�	z,s�D̄1V�Q��z,s� − 	z,s�V�Q�D̄1�z,s��

=
i

�
�

R3
d3kV̂�k�e−	2k2/2 1

�2���3�
R6

d3p�d3q���p�,q�,s�

��	p,q,s�p�,q�,s��2eik·�q+q��/2

��e	2k·�p�−p�/� − e	2k·�p−p��/�� . �28�

Let us now suppose that the one-particle density matrix D̄1�t�
can be represented by the following functions:

���u�� 
 M � � , �29�

where M is chosen to be sufficiently small, so that

	p,q,s�D̄1�t��p�,q�,s�

� 0 for �p� − p� � 	p, �q� − q� � 	q

or, more precisely,

�
�p�−p��	p

d3p�
�q�−q��	q

d3q��p,q,s�e−��p − p��/2	p�2

�e−��q − q��/2	q�2
� 0.

In Appendix B, we show that condition �29� is satisfied when

for the considered density matrix D̄1, the parameter 	 can be
chosen such that

�� �

�z
�n

p�z,s�� � �, n = 1, . . . ,nmax,

�� �

�z
�n

p�z,s�� � 0, n � nmax.

For the following considerations, we will assume

nmax = 2, �30�

which implies that on the scale of 	q=	 and 	p, the function
��p ,q ,s� depends only weakly on its arguments.19 Then, due
to the presence of the overlap function �	p ,q ,s �p� ,q� ,s��2
under the integrals, we can approximate the function
��p� ,q� ,s� by

��p�,q�,s� � ��p,q,s� + �p� − p� ·
���p,q,s�

�p

+ �q� − q� ·
���p,q,s�

�q
. �31�

By inserting the expression for the overlap function Eq. �18�,
we find that the expectation value Eq. �28� can be expressed
in terms of the following integrals

2

�2���3�
R3

d3q�eik·�q+q��/2e−��q� − q�/2	�2�
R3

d3p�e− ��p� − p�	/��2
sinh�	2k · �p� − p�

�
��1 �a�

�p� − p� �b�
�q� − q� �c� .

�
Clearly, contributions �a� and �c� are equal to zero since the integrand is antisymmetric with respect to p�−p. The remaining
term �b� can be rewritten in the following form:

2

�2���3eik·q�
R3

d3q�eik·q�/2e−q�2/4	2�
R3

d3p�e−p�2	2/�2
sinh�	2k · p�

�
�p� = eik·q�k ,

so that we finally get
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	z,s�
i

�
�D̄1,V�Q���z,s�

=
���p,q,s�

�p
· � i

�
�

R3
d3kV̂�k�e−	2k2/2eik·q�k�

=
���p,q,s�

�p
· ��

R3
d3k�ik�V̂�k�e−	2k2/2eik·q�

=
���p,q,s�

�p
·
�Vc�q�

�q
, �32�

where we used Eq. �27� in the last line.
Let us now evaluate the remaining expectation values

	z ,s� i
� �D̄1 ,T��z ,s�. By using Eq. �A29� and the commutation

relations Eq. �A5�, the kinetic-energy operator can be rewrit-
ten as

T =
P2

2m
=

�2

4	2 ��A†�2 + A · A† + A† · A + A2�

=
�2

4	2 ��A†�2 + 3 + 2A† · A + A2� =
�2

4	2 ��A† + A�2 + 3� .

From Eqs. �A28� and �10�, we get

	p,q,s�T�p�,q�,s��

= 
ss�
�2

2m

1

4	2 ���� + ���2 + 3�	p,q,s�p�,q�,s�

=
�2

2m
	p,q,s�p�,q�,s���p + p�

2�
�2

− �q − q�

4	2 �2

+
i�p + p�� · �q� − q�

4	2�
+

3

4	2� . �33�

The last line implies

	p,q,s�T�p,q,s� =
1

2m
�p2 +

3�2

4	2� .

With Eqs. �20�, �31�, and �33�, the expectation value of
the commutator can be written in the following form:

	p,q,s�
i

�
�D̄1,T��p,q,s�

=
i

�

1

�2���3�
R6

d3p�d3q���p�,q�,s��	p,q,s�p�,q�,s�	p�,q�,s�T�p,q,s� − 	p,q,s�T�p�,q�,s�	p�,q�,s�p,q,s��

=
i

�

1

�2���3�
R6

d3p�d3q���p�,q�,s��	p,q,s�p�,q�,s��2
�2

2m
�2i�p + p�� · �q� − q�

4	2�
�

=
1

4m	2

1

�2���3�
R6

d3p�d3q���p�,q�,s�e−��q� − q�/2	�2
e− ��p� − p�	/��2

�p + p�� · �q − q�� .

By using, again, the approximation equation �31�, we are left with the following integrals:

1

4m	2

1

�2���3�
R6

d3p�d3q�e−��q� − q�/2	�2
e− ��p� − p�	/��2

�p + p�� · �q − q���1 �a�
�p� − p� �b�
�q� − q� �c� .

�

By inspecting the symmetry of the integrands, we see that
integrals �a� and �b� are zero. We are thus left with integral
�c�, which is equal to − p

m , so that, finally,

	p,q,s�
i

�
�D̄1,T��p,q,s� = −

p

m
·
���p,q,s�

�q
. �34�

B. Phase-space representation of the superoperator �

The last term in Eq. �9� expresses the action of the linear
superoperator, ��t��L�L�H��, on D̄1�t��L�H�. In our deri-
vation of the master equations, this superoperator was de-
fined in terms of its matrix elements ���

���t� in the basis of the
eigenstates ��� , ��� , ��� , ��� of the one-particle operator

Ĥ0
�1� �see Eq. �5��. By remembering that the coherent states

satisfy closure relation �A38�, the above relation can be im-
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mediately rewritten in terms of coherent states, where it
reads as

	u���Y��u�� = �
A

du��
A

du���u,u�;u�,u��

�	u��Y�u��, ∀ Y � L�H� , �35�

where

��u,u�;u�,u�� = �
����

	u����	u������
��	��u��	��u�� .

Written in the explicit form of Eq. �35�, the second term in
Eq. �23� reads as

	z,s���D̄1�t���z,s� = �
s�
�

R6
d6z��

R6
d6z�	z�,s��D̄1�t��z�,s��

����z,s�,�z,s�;�z�,s��,�z�,s��� .

The above expectation value describes the influence of the
electron-electron interaction, as well as that of the electron-

bath interactions on the evolution of 	z ,s�D̄1�t��z ,s�. It corre-
sponds to the “collision term” in the Boltzmann description
of a classical gas.

After insertion of results �32� and �34� and Eq. �24� into
the master equations in Eq. �23� and by using, again, the
diagonal representation of the one-particle density matrix Eq.
�20�, which yields

	z�,s��D̄1�t��z�,s�� = �
R6

dz��z,s��	z�,s��z,s��	z,s��z�,s�� ,

�36�

we obtain the quantum-Boltzmann equation expressed in the
generating system of coherent states:

�
R6

dz�g�z,z��
d��z�,s�

dt

=
�Vc�q�

�q
·
���p,q,s�

�p
−

p

m
·
���p,q,s�

�q

+ �
s�
�

R6
dz��

R6
dz����z,s�,�z,s�;�z�,s��,�z�,s���

��
R6

dz���z�,s��	z�,s��z�,s��	z�,s��z�,s�� . �37�

The weight function g�z ,z�� under the integral on the left-
hand side is positive and normalized to 1 �see Eqs. �16�, �17�,
and �19��. It becomes negligibly small for states, �u��
= �p�z�� ,q�z�� ,s��, with �q�z��−q�z���	q and �p�z��−p�z��
�	p. Under conditions �29� and �30�, we can therefore re-
strict the integration over z� to a limited region around p ,q.

Apart from the spin variable s, the first two terms on the
right-hand side of Eq. �37� depend only on p ,q. They have
the form of the drift and of the diffusion term in the classical
Boltzmann equation. It should be kept in mind, however, that
the function ��p ,q ,s� does not describe a probability distri-
bution.

The last term on the right-hand side of the master
equations in Eq. �37� depends on the function
���z ,s� , �z ,s� ; �z� ,s�� , �z� ,s���, which describes the influence
of the electron-electron interaction and of the phonon- and
photon-bath subsystems on the evolution of the electronic
system. In order to understand the influence of this term, we
first have to recognize that the one-particle operators,
Qj�

A ,A�
e �L�H�, entering the interaction Hamiltonian are lo-

cal operators, i.e., we have

	p,q,s�A��p�,q�,s�� � 0 for �q − q�� � r, ∀ �

	p,q,s�Qj�
A �p�,q�,s�� � 0 for �q − q�� � r, ∀ j,� .

The range r fixes the maximum spatial range of the interac-
tion Hamiltonians, including the electron-electron interac-
tion. In most cases, it will not be of interest to work with
coherent states that decay on a scale much shorter or much
longer than r along the q directions. For the following dis-
cussions, we will thus suppose that

r � 	q.

Let us recall that the � term represents contributions of sec-
ond order in the interaction �see Ref. 14�, so that the function
���z ,s� , �z ,s� ; �z� ,s�� , �z� ,s��� gives only significant contri-
butions when the overlaps in real space between coherent
states �z� and �z�� and also with �z�� become important. Thus,
the integrations in the third term on the right-hand side of
Eq. �37� can be restricted to z� and z�, with the following:

�q�z�� − q�z�� 
 2r , �q�z�� − q�z�� 
 2r , �38�

which implies
�q�z�� − q�z��� � 4r . �39�

From Eqs. �38� and �39�, it follows that the “final” states
�z� ,s�� and �z� ,s�� are located in the same spatial region as
the “initial” state �z ,s�, i.e., the spatial centers q�z�� and q�z��
are close to the spatial center q�z� of the initial state. A
similar proximity condition also holds in the p direction. In
fact, from Eq. �36� and condition �29�, we find that

��z�,s��	z�,s��z�,s��	z�,s��z�,s�� � 0, �40�

for
�p�z�� − p�z��� � 2	p,

�p�z�� − p�z��� � 2	p,

�q�z�� − q�z��� � 2	q,

�q�z�� − q�z��� � 2	q, �41�

or
�p�z�� − p�z��� � 4	p,

�q�z�� − q�z��� � 4	q, �42�

where the last condition enforces condition �39�. Accord-
ingly, coherent states z�, z�, z� contributing to the third term
in Eq. �37� must lie close together in phase space.

From the above considerations, it follows that, for a start-
ing vector, �z ,s�= �p ,q ,s�, which is defined by the left-hand
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side of Eq. �37�, we only need to include the contributions of
vectors, �z� ,s��
�p� ,q� ,s�� and �z� ,s��= �p� ,q� ,s��, that are
located in the same spatial neighborhood of �p ,q ,s�, where
the latter is defined by a sphere with a radius 4r centered at
q. Moreover, condition �42� implies that the final states
�z� ,s�� and �z� ,s�� contributing to this “scattering term” are
also close in the p directions, while their distance with re-
spect to p solely depends on the characteristics of the inter-
action Hamiltonians.

According to Eqs. �38�, �39�, �41�, and �42�, the action of
the operators on the right-hand side of Eq. �37� on the func-
tion ��z ,s� characterizing the one-particle density matrix is
limited to a finite region in real space. This property allows
us to extend the approach to infinite systems without any
difficulty. Thus, the restriction to systems with a definite
number N of electrons, which was necessary in Ref. 14, is no
longer required in the present phase-space formulation of the
quantum-Boltzmann equation and can be dropped. More-
over, we note that, in contrast to the original derivation of
Eq. �9� in Ref. 14, Eq. �37� does not depend on the existence
of eigenstates of the one-particle Hamiltonian. This allows us
to include external electric or magnetic fields in Eq. �37�
without any difficulties and to study the associated electric
currents.

We emphasize that, apart from the supposed homogeneity
of the electronic system expressed by Eq. �31� and the as-
sumption that the one-particle density matrix in its diagonal
representation is described by a bounded function ��z�,
we have not made any restrictive assumptions to derive
Eq. �37� from the quantum-master equations in Eq. �9�.
Thus, provided that the above conditions are satisfied, Eq.
�37� accounts for the “quantum” evolution without further
restrictions.

V. CLASSICAL LIMIT

A. Quasiorthogonality in phase space
and probability distributions

According to Eqs. �20� and �21�, the one-particle density

matrix D̄1 can be characterized by either the functions p�z ,s�
or the functions ��z ,s�. Both functions are related by Eq.
�21�. Since they satisfy the normalization condition �22�, it is
always possible to choose sufficiently large cell volumes �
in phase space as in Eq. �45�, so that the mean value taken
over a subvolume ��p0 ,q0� of volume � and centered at
p0 ,q0:

�̄��p0,q0,s� =
1

�
�

��p0,q0�
d3pd3q��p,q,s� ,

becomes positive. In order to show that these mean values
can be interpreted as a probability associated with the sub-
volume ��p0 ,q0�, we consider a subvolume ��p0 ,q0� with a
volume � and centered at some point p0 ,q0 and define an
associated weight function �or “characteristic function”�:

���p − p0,q − q0� = � 1

�
for p,q � ��p0,q0�

0 otherwise,
� �43�

which satisfies the following normalization condition:

�
R6

d3pd3q���p − p0,q − q0� = 1. �44�

For sufficiently large cell volumes ��p0 ,q0� with cell dimen-
sions much larger than 	q in the q directions and 	p in the
p directions, where surface contributions can be neglected,
we get

0 
 p̄��p0,q0,s� 
 �
R6

d3pd3q���p − p0,q − q0�p�p,q,s� = �
R6

d3pd3q���p − p0,q − q0�	p,q,s�D̄1�p,q,s�

= �
R6

d3pd3q
1

�2���3�
R6

d3p�d3q����p − p0,q − q0���p�,q�,s�g�p,q,p�,q��

� �
R6

d3pd3q
1

�2���3�
R6

d3p�d3q����p� − p0,q� − q0���p�,q�,s�g�p,q,p�,q��

= �
R6

d3p�d3q����p� − p0,q� − q0���p�,q�,s�
1

�2���3�
R6

d3pd3qg�p,q,p�,q��

= �
R6

d3p�d3q����p� − p0,q� − q0���p�,q�,s� 
 �̄��p0,q0,s� , �45�

where the last line is obtained from Eq. �19�. Thus, the average �̄��p ,q ,s��0 can be obtained by integrating either p�p ,q ,s�
or ��p ,q ,s� over a cell � centered at p ,q and with dimensions much larger than 	p and 	q.20 From Eq. �22�, we get

�
A

du��u� =
1

�2���3�
s
�

R6
d3pd3q��p,q,s� =

1

�2���3�
R6

d3pd3q�
R6

d3p0d3q0��p0,q0,s����p − p0,q − q0�
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and thus,

1

�2���3�
s
�

R6
d3pd3q�̄��p,q,s� = 1. �46�

Clearly, the functions �̄��p ,q ,s� can only be interpreted
as probability distributions if the subspaces associated
with the coherent states, �p ,q ,s� ,p ,q���p0 ,q0� and
�p� ,q� ,s� ,p� ,q���c�p0 ,q0�, with

��p0,q0� + �c�p0,q0� = R6,

can be considered orthogonal. In order to see that this is the
case for sufficiently large compact and convex volumes
��p0,q0�, we define the following self-adjoint operators:

P�c�p0,q0� =
1

�2���3�
s
�

��p0,q0�
d3pd3q�p,q,s�	p,q,s� ,

�47�

P�c�p0,q0� =
1

�2���3�
s
�

�c�p0,q0�
d3pd3q�p,q,s�	p,q,s� .

�48�

Both operators commute with each other. Equations �15�,
�47�, and �48� imply

P��p0,q0� + P�c�p0,q0� = 1.

In order to obtain quasiorthogonal subspaces associated with
the coherent states inside and outside the volume ��p0 ,q0�,
we have to find the conditions under which P��p0,q0� and
P�c�p0,q0� can be considered to be orthogonal projectors, so
that

�P��p0,q0� + P�c�p0,q0��2H � �P��p0,q0�
2 + P�c�p0,q0�

2 �H .

�49�

The above condition requires that the Hilbert–Schmidt scalar
product Tr�P��p0,q0�P�c�p0,q0�� is negligibly small with re-
spect to Tr�P��p0,q0�P��p0,q0���Tr�P�c�p0,q0�P�c�p0,q0��. We
have

Tr�P��p0,q0�P�c�p0,q0�� =
1

�2���6�
i

�
s
�

��p0,q0�
d3pd3q�

�c�p0,q0�
d3p�d3q�	i�p,q,s�	p,q,s�p�,q�,s�	p�,q�,s�i�

=
1

�2���6�
s
�

��p0,q0�
d3pd3q�

�c�p0,q0�
d3p�d3q��	p�,q�,s�p,q,s��2,

and accordingly,

Tr�P��p0,q0�P��p0,q0��

=
1

�2���6�
s
�

��p0,q0�
d3pd3q

��
��p0,q0�

d3p�d3q��	p�,q�,s�p,q,s��2.

From Eqs. �17� and �18�, we see that Tr�P��p0,q0�P�c�p0,q0��
has only contributions from the surface region. According to
Eq. �18�, the width of the contributing volume is of the order
�4	q	p�3= �2��3. The contribution to Tr�P��p0,q0�P�c�p0,q0�� is
thus on the order of �S�2��3, where S denotes the surface of
the volume ��p0 ,q0�. The Hilbert–Schmidt scalar product
Tr�P��p0,q0�P��p0,q0�� has contributions from the whole vol-
ume �. Thus, we have

Tr�P��p0,q0�P�c�p0,q0��

Tr�P��p0,q0�P��p0,q0��
�

S�2��3

�
� � � 1. �50�

The parameter � defines the accuracy to which the subspaces
of the Hilbert space generated by the coherent states centered

inside or outside the volume ��p0 ,q0� may be considered to
be orthogonal. It is always nonzero, but it may be chosen to
be arbitrarily small. A small � corresponds to large volumes
�. The quasiorthogonality of the following subspaces:

H��p0,q0�
= P��p0,q0�H

and

H�c�p0,q0�
= P�c�p0,q0�H

expressed by Eqs. �49� and �50�, put together with Eqs. �45�
and �46�, finally allows us to interpret �̄��p ,q ,s��0 as a
probability density in phase space at �p ,q�, which describes
the distribution of electrons with spin s on the scale of the
volume �.

In Sec. V, we will show that starting from the quantum-
Boltzmann equation in phase space �Eq. �37��, one can fi-
nally derive the semi-classical Boltzmann equation, which
describes the large scale evolution of the electron gas in a
solid.

B. Semi-classical Boltzmann equation

In Sec. V A, we have seen that the averaging over a suf-
ficiently large volume � to satisfy the condition Eq. �50�
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allows us to interpret the averaged function �̄��p ,q� as a
probability distribution �see also Eq. �45��. Clearly, this is a
necessary prerequisite for the classical Boltzmann equation.
By using the characteristic function defined in Eqs. �43� and
�44�, we thus define the following probability:

�̄��p,q,s� = �
R6

d3p�d3q����p − p�,q − q����p�,q�,s�

�
1

�
�

��p,q�
d3p�d3q���p�,q�,s� � 0, �51�

where the phase-space volume ��p ,q� with volume � is
centered at p ,q. In the following, we will omit the index �,
i.e., we replace �̄� by �̄. According to Eq. �45�, we get the
following for the average of the left-hand side of Eq. �37�
taken over the volume ��p ,q�:

1

�
�

��p,q�
d3p�d3q�

d��p�,q�,s�
dt

=
d�̄�p,q,s�

dt
. �52�

Some additional approximations are necessary if we want to
express the right-hand side of Eq. �37� in terms of �̄�p ,q ,s�.
For the first term, we have to assume that the force �Vc�q��

�q�
does not significantly vary over the integration domain in the
q subspace and that

1

�
�

��p,q�
d3p�d3q�

���p�,q�,s�
�p�

�
� �̄�p,q,s�

�p
. �53�

Then, this term becomes

1

�
�

��p,q�
d3p�d3q�

�Vc�q��
�q�

·
���p�,q�,s�

�p�

�
�Vc�q�

�q
·
� �̄�p,q,s�

�p
. �54�

For the second term on the right-hand side of Eq. �37�, we
have to calculate the following average:

1

�
�

��p,q�
d3p�d3q�p� ·

���p�,q�,s�
�q�

.

By recognizing that p is the average value of p� in the inte-
gration domain, we can approximate the mean value of the
product by the product of the mean values,21 i.e.,

1

�
�

��p,q�
d3p�d3q�p� ·

���p�,q�,s�
�q�

� p ·
� �̄�p,q,s�

�q
.

�55�

Let us now consider the remaining collision term in Eq.
�37�. In the classical Boltzmann approach, the following con-
ditions:

���z,s�,�z,s�;�z�,s��,�z�,s���

� 0 if q�z��,q�z���” ��p,q� 
 ��z� , �56�

���z,s�,�z,s�;�z�,s��,�z�,s��� � 0 if p�z��,p�z�� � ��p,q�
�57�

have to be satisfied. This can be achieved by an adequate
choice of the free parameters 	q, dq�	q, and dp�	p, where
the parameters dq and dp characterize the dimensions of the
subvolume � that is covered by the characteristic function
���p−p0 ,q−q0� introduced in Eqs. �43� and �44�. Having
specified the parameter 	q entering the definitions of the co-
herent states, we can investigate the behavior of the func-
tions ���z ,s� , �z ,s� ; �z� ,s�� , �z� ,s��� in phase space. We then
look for the smallest dimensions dq and dp of the subvolume
�=dq

3dp
3 entering the definition of the characteristic function,

which allow us to satisfy the quasiorthogonality condition
Eq. �50�. In addition, the interaction radius 4r �see Eqs. �38�
and �39�� must be much smaller than dq. Consequently, the
cell dimensions dq and dp must satisfy the conditions dq
�4r�	q and dp�	p. The choice dq�	q is also optimal to
satisfy condition �56�. In order to also satisfy condition �57�,
which guarantees that scattering within the cell ��p ,q� can
be neglected, we choose the smallest parameter dp that is still
compatible with condition �50�.

After the above considerations, we are now prepared to
discuss the contribution of the collision term in the classical
limit. Explicitly written, it reads as

1

�
�
s�
�

��p,q�
d3p�d3q��

R6
dz��

R6
dz����p�,q�,s�,�p�,q�,s�;�z�,s��,�z�,s����

R6
dz����z��,s��	z��z���	z���z��

= �
s�
�

R6
dz��

R6
dz�� 1

�
�

��p,q�
d3p�d3q����p�,q�,s�,�p�,q�,s�;�z�,s��,�z�,s�����

R6
dz����z��,s��	z��z���	z���z��

= �
s�
�

R6
dz��

R6
dz��̄��p,q,s�;�z�,s��,�z�,s����

R6
dz����z��,s��	z��z���	z���z��

= �
s�
�

R6
dz����z��,s���

R6
dz��

R6
dz��̄��p,q,s�;�z��,s��,�z�,s���	z��z���	z���z�� , �58�
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where �̄��p ,q ,s� ; �z� ,s�� , �z� ,s��� denotes the following average:

�̄��p,q,s�;�z�,s��,�z�,s��� =
1

�
�

��p,q�
d3p�d3q����p�,q�,s�,�p�,q�,s�;�z�,s��,�z�,s��� .

With

�̂��p,q,s�;�z��,s��� = �
R6

dz��
R6

dz��̄��p,q,s�;�z�,s��,�z�,s���	z��z���	z���z�� , �59�

Eq. �58� becomes

1

�
�
s�
�

��p,q�
d3p�d3q��

R6
dz��

R6
dz����p�,q�,s�,�p�,q�,s�;�z�,s��,�z�,s����

R6
dz����z��,s��	z��z���	z���z��

= �
s�
�

R6
dz���̂��p,q,s�;�z��,s�����z��,s�� � �

s�
�

R6
dz��̂��p,q,s�,�z�,s����̄�z�,s�� , �60�

where in the last line, we have replaced the function ��z� ,s��
by its average �̄�z� ,s�� taken over a volume ��q ,p�� and
where in the spirit of Eq. �50�, the functions �z�����q ,p��
can be considered to be practically orthogonal to the func-
tions �z�����q ,p�. In this case, following the procedure
leading to Eq. �45�, the resulting positive function �̄�z� ,s��
can be interpreted as a probability density that characterizes
the electron distribution in the region ��q ,p��. The function

�̂��p ,q ,s� ,z� ,s�� describes the corresponding average of

on �̂��p ,q ,s� ,z� ,s�� with respect to z� over the volume
��q ,p��.22 With Eqs. �54�, �55�, and �60�, and the averaging
procedure �51� we finally obtain from Eq. �37� the following
master equation:

d�̄�p,q,s�
dt

=
�Vc�q�

�q
·
� �̄�p,q,s�

�p
−

p

m
·
� �̄�p,q,s�

�q

+
1

�2���3�
s�
�

R6
d3p�d3q��̄̄��p,q,s�;�p�,q,s���

��̄�p�,q�,s�� , �61�

where

�̄̄��p,q,s�;�p�,q,s���

=
1

�
�

��p,q�
d3p�d3q��̂��p�,q�,s�,�z�,s��� .

Equation �61� represents the classical Boltzmann equation
for the evolution of the probability density �̄�p ,q ,s�. The
three terms on the right-hand side are commonly denoted as
the field, diffusion, and collision terms.

VI. DISCUSSION AND CONCLUSIONS

The principal aim of our present work was to establish a
link between the quantum-statistical description of a fermi-

onic system and the corresponding semi-classical Boltzmann
equation. Starting from quantum-Boltzmann equation �4�,
which was derived in Ref. 14 and describes the evolution of
the one-particle density matrix for a many-electron system,
we have studied the correspondent evolution of the elec-
tronic system in the one-particle phase space. The phase-
space formulation, which constitutes the natural starting
point for a comparison between the classical and the quan-
tum descriptions, was obtained by expressing Eq. �4� in
terms of the generating set of coherent states. The properties
of the coherent states are presented in Appendix A. Let us
resume here the most important ones, which are essential for
the reformulation of the master equations. First of all, by
saturating the Heisenberg inequalities �see Eq. �11��, coher-
ent states are optimally localized in phase space. Moreover,
by applying generalized translation operators Eq. �A17� in
the one-particle phase space on a coherent state located at the
origin, one can generate coherent states centered at arbitrary
points in phase space �see Eq. �A25��. The ensemble of these
states constitutes a nonorthogonal and overcomplete generat-
ing set of the one-particle Hilbert space H. The most impor-
tant property of coherent states is that, although forming an
overcomplete set, they still obey the generalized closure re-
lation Eq. �A38�. This allows us to decompose the one-
particle states on the set of coherent states. Another impor-
tant feature of the coherent states, which again is related to
their overcompleteness, is that, according to Eq. �A42�, a
one-particle operator written in this nonorthogonal generat-
ing set is already completely determined by its expectation
values for all coherent states. By using the last two proper-
ties, we have rewritten the quantum-Boltzmann equation in
the form of Eq. �37�, which is the ideal point of departure to
study the evolution of the electronic system in phase space.
The immediate interest of this reformulation is that, in con-
trast to the original formulation of the master equation, it
allows us to exploit the local character of the interactions
with the bath subsystems. Thus, by making a judicious
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choice of the parameters defining the extension of the coher-
ent states in the position and momentum directions, one may
easily focus on physically relevant length scales, which de-
pend on the given sample dimensions, the range of interac-
tions, as well as on the statistical state of the system.

In the final step, we have obtained the semi-classical
Boltzmann equation Eq. �61� via an additional coarse-
graining procedure in phase space. For this procedure, we
have exploited the quasiorthogonality between the one-
particle Hilbert subspace that is generated by coherent states
centered at points within a sufficiently large compact and
convex subvolume ��p ,q� in phase space and the “comple-
mentary” Hilbert subspace generated by coherent states cen-
tered outside ��p ,q�. After averaging over such volumes of
size �, we obtain the semi-classical description of the evo-
lution of the electron gas in phase space. The averaging �or
“coarse-graining”� procedure requires that the interaction of
the electron gas and the bath subsystems is local in real
space. Clearly, by covering the full range of physical situa-
tions in metallic systems, our approach allows us to delimit
the validity range of the semi-classical description.

The original derivation of the quantum-Boltzmann equa-
tion in Ref. 14 was made for spatially confined electronic
systems with a fixed number of electrons. This restriction,
which was necessary to specify the one-particle Hilbert
space, hindered us from describing infinite electronic sys-
tems in this approach and to treat grand-canonical en-
sembles. Thus, it does not allow the description of grand-
canonical ensembles or reservoirs in the Landauer dc-
transport theory.9,12,13 It is thus worthwhile to realize that the
above-mentioned quasiorthogonality over large distances in
phase space, together with the local character of the interac-
tions between the electron gas and the bath subsystems, al-
lows us to extend the approach to infinite systems without
any difficulty. Accordingly, the limitation to systems with a
definite number N of electrons is no longer necessary in the
phase-space reformulation of the quantum-Boltzmann equa-
tion. In the same spirit, one can include external electric or
magnetic fields, leading to electric currents. The advantages
of the phase-space formulation can thus be summarized as
follows:

�i� It enables us to describe and to understand the local
evolution of the one-particle density matrix.

�ii� It allows us to describe the evolution of the one-
particle density matrix for a grand-canonical ensemble and to
include external electric and magnetic fields.

�iii� In the stationary nonequilibrium case, the above-
mentioned locality of the evolution justifies the introduction
of the concept of local equilibria associated with local
chemical potentials, which is convenient for describing the
situation of dc electronic transport, e.g., in the Landauer
transport theory.9,12,13

Finally, our derivation of the semi-classical Boltzmann
equation clearly shows that the semi-classical description is
not in conflict with the nonseparability of quantum states
�see Refs. 1–5� and that for macroscopic systems, a classical
description always becomes possible on sufficiently large
scales in phase space.
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APPENDIX A: COHERENT STATES, A SHORT SUMMARY

Starting from the momentum and position operators
P= �P1 , P2 , P3� and Q= �Q1 ,Q2 ,Q3�, which satisfy the fol-
lowing commutation relations:

�Pk,Ql� = − i�
kl1, k,l = 1,2,3, �A1�

we define the operator A= �A1 ,A2 ,A3� and its adjoint A†

= �A1
† ,A2

† ,A3
†�, where the operators Ak ,k=1,2 ,3 are given by

Ak =
	qPk − i	pQk

�
, �A2�

Ak
† =

	qPk + i	pQk

�
, �A3�

and where

	p	q =
�

2
. �A4�

From the commutation relations Eq. �A1�, we obtain

�Ak,Al
†� = 
kl1, k,l = 1,2,3,

�Ak,Al� = 0, �Ak
†,Al

†� = 0. �A5�

By definition, the coherent state �w ,a� with w=0 and
a=0 is an eigenvector of the operator A with zero eigen-
value, i.e., we have

Ak�0,0� = 0, k = 1,2,3. �A6�

The eigenvectors of the following self-adjoint operator:

N = A† · A = �
k=1

3

Ak
†Ak 
 �

k=1

3

Nk �A7�

form a complete orthonormal basis in the one-particle Hil-
bert space H. N has discrete eigenstates, which can be gen-
erated from the coherent state �0 ,0�. In order to prove this,
we start from the following commutation relations:

�N,Ak� = − Ak, �A8�

�N,Ak
†� = Ak

†, �A9�

which directly follow from Eq. �A5�. Let us denote the
eigenvectors of the operator N by �n�
�n1 ,n2 ,n3� and the
corresponding eigenvalue by n=n1+n2+n3, so that

N�n1,n2,n3� = n�n1,n2,n3� . �A10�

From Eqs. �A8� and �A10�, we get

NAk�n1,n2,n3� = AkN�n1,n2,n3� − Ak�n1,n2,n3�

= �n − 1�Ak�n1,n2,n3� , �A11�

i.e., Ak�n1 ,n2 ,n3� is an eigenvector of N with the following
norm:
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�Ak�n1,n2,n3��2 = 	n1,n2,n3�Ak
†Ak�n1,n2,n3� = nk � 0.

�A12�

Similarly, Eq. �A9� leads to

NAk
†�n1,n2,n3� = Ak

†N�n1,n2,n3� + Ak
†�n1,n2,n3�

= �n + 1�Ak
†�n1,n2,n3� . �A13�

Thus, if �n�= �n1 ,n2 ,n3� is an eigenvector of N with eigen-
value n, Ak

†�n� is also an eigenvector �n+ek� with eigenvalue
n+1, where ek is the unit vector in the k direction. Equation
�A12� shows that all eigenvalues must be positive or zero.
Furthermore, Eq. �A6� implies that �0,0 ,0� is an eigenvector
with eigenvalue zero. The state �0,0 ,0� can thus be identified
with the state �0 ,0� in Eq. �A6�. All other mutually orthogo-
nal eigenvectors can then be generated from �0,0 ,0�. We
obtain

�n1,n2,n3� = dn1,n2,n3
�A1

†�n1�A2
†�n2�A3

†�n3�0,0,0� . �A14�

The constant dn1,n2,n3
can be used to obtain normalized eigen-

vectors �n1 ,n2 ,n3�. From the commutation relations �A5�,
definition �A7� and Eqs. �A13� and �A14�, we get

	n1,n2,n3�n1�,n2�,n3��

= dn1,n2,n3

2 	0,0,0��A1�n1�A2�n2�A3�n3

��A1
†�n1�A2

†�n2�A3
†�n3�0,0,0�
nn�

= dn1,n2,n3

2 �n1 ! n2 ! n3!�
nn� 
 
nn�.

Accordingly, the normalized eigenvectors of N are given by

�n1,n2,n3� =
1


n1 ! n2 ! n3!
�A1

†�n1�A2
†�n2�A3

†�n3�0,0,0� .

�A15�

Equations �A13� or Eq. �A12� implies

Ak
†Ak�n� = nk�n� . �A16�

By using the above identity, as well as the commutation re-
lations in Eq. �A5�, we get

A1�n1,n2,n3� =
1


n1 ! n2 ! n3!
�A1A1

†�

��A1
†�n1−1�A2

†�n2�A3
†�n3�0,0,0�

=
1


n1 ! n2 ! n3!
�1 + A1

†A1�

��A1
†�n1−1�A2

†�n2�A3
†�n3�0,0,0�

=
1 + n1 − 1


n1 ! n2 ! n3!
�A1

†�n1−1�A2
†�n2�A3

†�n3�0,0,0�

=

n1


�n1 − 1� ! n2 ! n3!
�A1

†�n1−1�A2
†�n2�A3

†�n3�0,0,0�

= 
n1�n1 − 1,n2,n3� .

The same calculations can be performed for the remaining
operators A2, A3, so that

Ak�n� = 
nk�n − ek� .

Similarly, we find

Ak
†�n� = 
nk + 1�n + ek� .

Let us now define the translation operator:

T�w,a� = eG�w,a�, �A17�

where

G�w,a� =
i

�
�w · Q − a · P� . �A18�

Equations �A17� and �A18� imply

T�w,a�† = T�w,a�−1 = T�− a,− w� .

From the Campbell–Baker–Hausdorff formula:

eXYe−X = �
n=0

�
1

n!
�n�X,Y� ,

where

�n�X,Y� = �X,�n−1�X,Y��, �0�X,Y� = Y ,

we also obtain

T�w,a�−1PT�w,a� = P + w1 , �A19�

T�w,a�−1QT�w,a� = Q + a1. �A20�

The translation operators can be rewritten by using the
Baker–Hausdorff theorem �see, e.g., Ref. 23�,

eX+Y = eXeYe−�1/2��X,Y� = eYeXe+�1/2��X,Y�.

For two operators X and Y satisfying the following commu-
tation relations:

�X,Y� = c1, c � C ,

this yields

eX+Y = eXeYe−c/2 = eYeXe+c/2. �A21�

By using the commutation relations Eq. �A1�, we can thus
express the translation operators defined in Eq. �A17� in the
following factorized form:

T�w,a� = e�i/���w·Q−a·P� = e−�i/��a·Pe�i/��w·Qe�i/2��a·w

= e�i/��w·Qe−�i/��a·Pe−�i/2��a·w. �A22�

Accordingly, we have

�u ·
�

�a
�n

T�w,a� = �u · �−
i

�
P +

i

�

w

2
��n

T�w,a� ,

�u
�

�w
�n

T�w,a� = �u · � i

�
Q −

i

�

a

2
��n

T�w,a� ,

where u is an arbitrary vector, u= �u1 ,u2 ,u3��C3. With Eqs.
�A19� and �A20�, we get

T�w,a�−1AT�w,a� = A + �1 , �A23�

where
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� =
	qw − i	pa

�
. �A24�

We define

�w,a� = T�w,a��0,0� . �A25�

Equation �A23� implies

A�w,a� = ��w,a� . �A26�

This suggests the following alternative notation:

��� 
 �w,a� , �A27�

so that Eq. �A26� becomes

A��� = ���� . �A28�

Equations �A2� and �A3� imply

P =
�

2	q
�A† + A� , �A29�

Q =
�

2i	p
�A† − A� . �A30�

Accordingly, we obtain the following from Eqs. �A24� and
�A26�:

	w,a�P�w,a� = w , �A31�

	w,a�Q�w,a� = a , �A32�

which shows that the state �w ,a� is centered at the point
�w ,a� in phase space. From Eqs. �A2�, �A3�, �A24�, �A26�,
and �A29�–�A32� and by using Eq. �A4�, we get the follow-
ing for the mean square deviations:

	w,a��P − w1�2�w,a� = � �

2	q
�2

= 	p
2,

	w,a��Q − a1�2�w,a� = � �

2	p
�2

= 	q
2,

i.e., all states �w ,a� saturate the Heisenberg inequalities in-
dependent of their position. In fact, by construction �see Eq.
�A25��, these states are nothing else but the coherent state
�0 ,0� translated in phase space.

By using Eqs. �A22� and �A25�, we can express the scalar
product 	w� ,a� �w ,a� as

	w1,a1�w2,a2� = 	0,0�T�a1,w1�−1T�a2,w2��0,0�

= 	0,0�T�− a1,− w1�T�a2,w2��0,0� .

�A33�

In order to evaluate the right-hand side of the above expres-
sion, we first calculate the product of translation operators.
With

�G�− a1,− w1�,G�a2,w2��

= � i

�
�2

�− w1 · Q + a1 · P, w2 · Q − a2 · P�

=
i

�
�w2 · a1 − w1 · a2�1 ,

which directly follows from the definition Eq. �A18� and the
commutation relations in Eq. �A1�, we obtain the following
from Eqs. �A17� and �A21�:

T�− a1,− w1�T�a2,w2�

= eG�−a1,−w1�eG�a2,w2�

= eG�−a1,−w1�+G�a2,w2�e�1/2��G�−a1,−w1�,G�a2,w2��

= T�a2 − a1,w2 − w1�e�1/2��G�−a1,−w1�,G�a2,w2��

= T�a2 − a1,w2 − w1�e�i/2���w2·a1−w1·a2�. �A34�

Let us now calculate the matrix element 	0 ,0�T�w ,a��0 ,0�.
According to Eqs. �A18�, �A29�, �A30�, and �A24�, we have

G�− a,− w� =
i

�
�w · Q − a · P� = � · A† − �� · A .

From Eq. �A21� and the commutation relations in Eq. �A5�,
we get

T�w,a� = e�·A†−��·A = e�·A†
e−��·Ae−�·��/2.

Thus, by using Eq. �A6� and inserting definition �A24�, we
find

	0,0�T�w,a��0,0� = e−�·��/2	0,0�e�·A†
e−��·A�0,0�

= e−�·��/2 = e−�1/2��w2/�2	p�2+a2/�2	q�2�.

�A35�

Putting together Eqs. �A33�–�A35�, we finally obtain

	w1,a1�w2,a2� = e−�1/2���w2 − w1�2/�2	p�2+�a2 − a1�2/�2	q�2�

�e�i/2���w2·a1−w1·a2�. �A36�

The states �n� defined by Eq. �A15� form a complete or-
thonormal basis in the one-particle Hilbert space H. The fol-
lowing closure relation:

�
n1,n2,n3

�n1,n2,n3�	n1,n2,n3� = 1

allows us, in particular, to express �w ,a� as

�w,a� = �
n1,n2,n3

�n1,n2,n3�	n1,n2,n3�w,a� .

The coefficients 	n1 ,n2 ,n3 �w ,a� or 	n1 ,n2 ,n3 ��� in the no-
tation of Eq. �A27� can be directly obtained from Eqs. �A16�
and �A15�. We immediately get

	n��� =
1


n1 ! n2 ! n3!
	0�A1

n1A2
n2A3

n3��� =
�1

n1�2
n2�3

n3


n1 ! n2 ! n3!
	0��� ,

where we have used Eq. �A26� in the last line. With the
closure relation for the states �n�, we get
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1 = 	���� = �
n1,n2,n3

	��n1,n2,n3�	n1,n2,n3���

= �
n1,n2,n3

��1�2n1��2�2n2��3�2n3

n1 ! n2 ! n3!
�	0����2.

From Eq. �A36�, we obtain

	0��� = e−���2/2,

and thus,

	n��� =
�1

n1�2
n2�3

n3


n1 ! n2 ! n3!
e−���2/2. �A37�

The coherent states satisfy the following generalized clo-
sure relation:

1

�2���3� d3w� d3a�w,a�	w,a� = 1. �A38�

In order to prove this, we start from Eqs. �A19� and �A20�,
which imply

T�
a,
w�−1�w,a�	w,a�T�
a,
w�

= �w + 
w,a + 
a�	w + 
w,a + 
a� ,

and, thus, also

� d3w� d3aT�
a,
w�−1�w,a�	w,a�T�
a,
w�

=� d3w� d3a�w,a�	w,a� . �A39�

For infinitesimal 
a and 
w, we have the following accord-
ing to Eqs. �A17� and �A18�:

T�
a,
w� � 1 +
i

�
�
wQ − 
aP� .

By inserting this expression into Eq. �A39�, we see that,
necessarily,

�� d3w� d3a�w,a�	w,a�,P� = 0,

�� d3w� d3a�w,a�	w,a�,Q� = 0.

Since all operators X�L�H� can be written as functions of P
and Q, it follows that

� d3w� d3a�w,a�	w,a� = c1, c � C .

Equation �A38� is obtained for the choice c= �2���3. This
can be seen by calculating the matrix elements 	0 ,0�¯ �0 ,0�.
In fact, adopting the normalization 	0 ,0 �0 ,0�=1, we get

1

�2���3� d3w� d3a	0,0�w,a�	w,a�0,0�

=
1

�2���3� d3w� d3ae−��w�2/�2	p�2+�a�2/�2	q�2�

= 	0,0�0,0� = 1,

where, in the second line, we used expression �A36� for the
evaluation of the scalar product 	0 ,0 �w ,a�.

Due to the analytical properties of the coherent states with
respect to the parameters w ,a �or �, see Eq. �A24��, all
matrix elements 	��O���� of a one-particle operator O can be
reconstructed from its “diagonal” matrix elements 	��O���,
where the states ��� are written in the shorthand notation
�A27�. In order to prove this quite surprising property, which
is sometimes referred to as the “diagonal representation,” we
have to show that

	��X��� = 	��Y���, ∀ � , �A40�

implies

Z 
 X − Y = 0.

We start from the fact that the eigenstates of the self-adjoint
operator A†A form a complete orthonormal basis. From Eq.
�A16�, we get

A† · A�n� = n�n�, n = �n1,n2,n3�,

with ni = 0,1,2, . . . , i = 1,2,3.

The completeness of the states �n� implies

�
n

�n�	n� = 1.

Thus, Eq. �A40� can be rewritten in the following form:

0 
 	��Z��� = �
n

�
m

	��n�	n�Z�m�	m��� . �A41�

By inserting Eq. �A37�, which is written in the following
shorthand notation:

	��n� =
��n


n!
e−���2/2,

where n ! 
n1 !n2 !n3! and �n
�1
n1�2

n2�3
n3, into Eq. �A41�,

we obtain the following condition:

�
n

�
m

��n�m


n ! m!
	n�Z�m� 
 0,

which implies

	n�Z�m� = 0, ∀ n,m ,

and thus, Z=0. This important property implies, in particular,
that the operator O can be written in the following form:
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O = �
R6

d6z o�z� �z�	z�

=
1

�2���3�
R3

d3w�
R3

d3a o�w,a� �w,a�	w,a� ,

�A42�

which is sometimes referred to as the diagonal representa-
tion. From Eq. �A42� and the definition of the overlap func-
tion g�z ,z�� given by Eq. �18�, we find that the function o�z�
and the diagonal elements 	z�O�z� are related by the follow-
ing integral equation:

	z�O�z� = �
R6

d6z�o�z��g�z,z�� .

APPENDIX B: SOLUTION OF THE INTEGRAL
EQUATION (21)

With Eq. �17�, the integral Eq. �21� becomes

p�z,s� = �
R6

d6z���z�,s�g�z,z�� . �B1�

This equation can be solved by using the matrix inversion
method proposed in Ref. 24. According to Eq. �18�, the ker-
nel depends only on the difference z−z�, i.e., we may write

g�z,z�� 
 h�z − z�� = h1�q − q��h2�p − p�� , �B2�

where

h1�q − q�� = e−��q − q��/2	�2
,

h2�p − p�� = e−��p − p��	/��2
.

We start from the Taylor expansion of ��z� ,s� at z,

��z�,s� = � an��n��z� , �B3�

where

��n��z,s� 
 �� �

�z�
�n

��z�,s��
z�=z

and

an =
1

n!
�

R6
d6z��z��nh�z� ,

where �z��n denotes the following six-dimensional vector:

�z��n 
 �� 	q

��
p1��n

,� 	q

��
p2��n

,� 	q

��
p3��n

,

� 	p

��
q1��n

,� 	p

��
q2��n

,� 	p

��
q3��n� .

The symmetry of the function h�z� defined in Eq. �B2� with
respect to the origin implies

a2n+1 = 0, n = 0,1, . . . . �B4�

By inserting Eq. �B3� into Eq. �B1�, we get

p�z,s� = �
n=0

�

an��n��z,s� .

By taking the derivatives of the above equation:

p�1��z,s� = �
n=0

�

an��n+1��z,s� ,

p�2��z,s� = �
n=0

�

an��n+2��z,s� ,

¯ ,

and by assuming that for some given integer m we have

p�j��z,s� � 0, j � m , �B5�

we obtain the following linear equation system:

�
p�0��z,s�
p�1��z,s�

]

p�m��z,s�
� = A�

��0��z,s�
��1��z,s�

]

��m��z,s�
� , �B6�

where

A =�
a0 a1 a2 ¯ am

0 a0 a1 ¯ am−1

�

0 0 ¯ a0

� .

The tridiagonal matrix A can be easily inverted. We have

B 
 A−1 =�
b0 b1 b2 ¯ bm

0 b0 b1 ¯ bm−1

�

0 0 ¯ b0

� ,

where

�
i=0

n

aibn−i = 
0n, n = 0,1, . . . ,m . �B7�

From Eqs. �B4� and �B7�, we get

b2n+1 = 0, n = 0,1, . . . ,

and for the first nonvanishing b coefficients:

b0 =
1

a0
, b2 = −

a2

a0
2 , b4 =

1

a0
2�a2

2

a0
− a4� ,

b6 = −
1

a0
2�a2

3

a0
2 − 2

a2a4

a0
+ a6� ,

¯ .

Clearly, the solution of Eq. �B6�:
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�
��0��z,s�
��1��z,s�

]

��m��z,s�
� = B�

p�0��z,s�
p�1��z,s�

]

p�m��z,s�
� �B8�

satisfies condition �29� if condition �B5� is satisfied and if

�p�i��z ,s���� , i=1,2 , . . . ,m. The validity of additional
condition �31�, which finally leads to the conventional form
of the drift term and the field term in the semi-classical
Boltzmann equation, requires that we can choose the param-
eter 	 such that m=2 in Eq. �B5�. Thus, both conditions �29�
and �31� are satisfied as long as, on the scale of the param-
eters 	q and 	p, the expectation values p�0��z ,s� depend only
weakly on the position p ,q in phase space.
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