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The measurement of higher order cumulants of the current noise generated by a nonlinear mesoscopic
conductor using a Josephson junction as on-chip detector is theoretically investigated. The paper addresses the
regime where the noise of the mesoscopic conductor initiates activated escape of the Josephson detector out of
the zero-voltage state, which can be observed as a voltage rise. It is shown that the deviations from Johnson-
Nyquist noise can mostly be accounted for by an effective temperature which depends on the second noise
cumulant of the conductor. The deviations from Gaussian statistics lead to rather weak effects and essentially
only the third cumulant can be measured exploiting the dependence of the corrections to the rate of escape
from the zero-voltage state on the direction of the bias current. These corrections vanish as the bias current
approaches the critical current. The theory is based on a description of irreversible processes and fluctuations
in terms of state variables and conjugate forces. This approach, going back to work by Onsager and Machlup,
is extended to account for non-Gaussian noise, and it is shown that the thermodynamically conjugate force to
the electric charge plays a role similar to the counting field introduced in more recent approaches to describe
non-Gaussian noise statistics. The theory allows one to obtain exact results for the rate of escape in the weak
noise limit for all values of the damping strength of the Josephson detector. Also the feedback of the detector
on the noise generating conductor is fully taken into account by treating both coupled mesoscopic devices on

an equal footing.
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I. INTRODUCTION

Traditional nonequilibrium thermodynamics assumes
Gaussian fluctuations of the gross variables about their mean
values.! This assumption is a natural consequence of the cen-
tral limit theorem implying small fluctuations of additive
variables distributed in a Gaussian way. In the past decade,
there have been extensive theoretical efforts>? to calculate
deviations from Gaussian statistics for electronic current
fluctuations of mesoscopic devices. The complete knowledge
of the number of charges transferred through the device in a
given interval of time is referred to as full counting statistics
(FCS). It has turned out that FCS reveals details on micro-
scopic processes in the device that are not available through
mere measurements of the mean current and the noise vari-
ance. This can already be seen from a simple example known
for a long time.* The FCS of a tunnel junction is Poissonian
when the applied voltage is large compared to the tempera-
ture (eV>kgT). In this case, charges essentially only tunnel
from source to drain, and the Poissonian statistics points to
statistically independent transfers of discrete charges.

In contrast to the substantial literature on theoretical pre-
dictions for FCS, there are only rather few experiments>'?
that have measured deviations from Gaussian noise. This is a
consequence of the fact that these deviations are typically
small and require sophisticated experimental techniques to
be detected. The pioneering work by Reulet et al.’ has mea-
sured the third cumulant of the noise produced by a tunnel
junction. Since the noise was measured by room temperature
electronics, the signal had to be transmitted from the cryostat
to the amplifier by coaxial cables. Therefore, in view of im-
pedance matching, this setup works well only for noise gen-
erating devices with resistances of order 50 (). The more
recent experiments employ on-chip noise detectors, either
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quantum point contacts®® or Josephson junctions.”!? A first
suggestion to use Josephson junctions as threshold noise de-
tectors was made by Tobiska and Nazarov!! in 2004, and
since then various aspects of this idea have been analyzed by
several authors.!>"18

Two recent experiments”!? have studied the noise gener-
ated by a tunnel junction through measurements of the
switching rate of an on-chip Josephson junction out of the
zero-voltage state. The skewness of the noise can be ex-
tracted from the asymmetry of the switching rate with re-
spect to the direction of the bias current. In the region of
noise activated escape, relevant for the experiments, the
switching of a Josephson junction noise detector has been
investigated in two recent papers. The work by Ankerhold'®
describes the dynamics of the Josephson junction in terms of
a Fokker-Planck equation driven by external noise. An ap-
proximate analytical expression for the switching rate is ob-
tained for the entire range of damping parameters. The sub-
sequent work by Sokhorukov and Jordan!” employs a path
integral formalism and accounts for the feedback of the noise
detector on the noise generating device. The authors also
derive exact results for the switching rate in the weak noise
limit, however, only for the cases of vanishing damping and
strong overdamping. In these limiting cases, the problem
considerably simplifies, since the number of relevant state
variables is halved. The experimentally significant parameter
range is at intermediate damping.

The aim of the present work is to provide, for the region
of activated escape in the weak noise limit, an asymptotically
exact solution for the switching rate of a Josephson junction
in the presence of a device that generates non-Gaussian
noise. The mutual influence of the two mesoscopic devices,
Josephson noise detector and noise generator, will fully be
taken into account by treating them on an equal footing.
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Furthermore, the entire range of damping parameters of the
Josephson junction will be covered.

The paper is organized as follows. Section II briefly re-
views a simplified version, sufficient to the present purposes,
of the path integral representation of nonequilibrium thermo-
dynamics in terms of thermodynamically conjugate vari-
ables. This approach was introduced more than 50 years ago
by Onsager and Machlup'® for the linear range near equilib-
rium and was then extended to the nonlinear range by Grab-
ert and Green?® and Grabert et al.?' The method, which is
based on the conventional concept of Gaussian fluctuations,
will then be applied in Sec. III to the thermal escape of a
Josephson junction driven by Johnson-Nyquist noise. These
two introductory sections will also serve to introduce the
relevant notation. The model described in Sec. III will then
be extended in Sec. IV to account for non-Gaussian noise
generated by a nonlinear device. Finally, Sec. V discusses the
concrete results for the experimentally relevant range of pa-
rameters and presents our conclusions. Some more technical
details are moved to appendixes.

II. PATH INTEGRAL REPRESENTATION OF
FLUCTUATIONS IN NONLINEAR IRREVERSIBLE
PROCESSES

Einstein?> and Onsager’® have related the stochastic
theory of spontaneous fluctuations about equilibrium with
the deterministic theory of irreversible processes. Perhaps the
most seminal expression of this relation between irreversible
processes and fluctuations is the path integral representation
for the transition probability between two macroscopic
states. This functional, which gives a generalization of the
Boltzmann probability distribution to the time domain, was
introduced by Onsager and Machlup'® for the linear range
near equilibrium and extended to nonlinear processes by
Grabert and Green?® and Grabert et al.?!

Originally, the theory was formulated for closed systems
where the entropy is the appropriate thermodynamic poten-
tial. Here, we want to apply the method to describe meso-
scopic systems that exchange energy with a cryostat. The
modifications are, of course, well known. The entire closed
megasystem is divided into the system of interest and the
heat bath at constant temperature 7, and the Helmholtz free
energy F becomes the relevant thermodynamic potential to
characterize the system of interest. When the state of this
system is described in terms of the state variables a
=(ay,...,ay), the Onsager transport equations take the form

d1=f1=ELIJ)\Jv (1)
J
where the L;; are the Onsager transport coefficients, while
the
LaF
T da 1

1= 2)
are the thermodynamic forces. The transport equations are
nonlinear, if the thermodynamic forces are nonlinear func-
tions of the state variables a or if the transport coefficients
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L;; depend on the state variables. As will be seen below, for
the problem addressed here, the state dependence of the
transport coefficients is not relevant, and it will therefore be
assumed that the L;; are constant; they may depend on tem-
perature and other external parameters though. This simpli-
fies the general theory treated in Refs. 20 and 21 quite
considerably.>*

The state variables a; can be chosen to be either even or
odd under time reversal

_ 1 for even variables
aj=gd, &=

. 3)
—1 for odd variables.
The Helmholtz free energy is an even variable
F(@) =F(a), (4)
and the transport coefficients obey the reciprocal relations
L@ =ee/Lyla). (5)
The matrix L;; may be split into a symmetric part
Dyy=3[Ly+Ly] (6)
and an antisymmetric part
Ay=3Ly-Ly). (7)

This implies a decomposition of the deterministic fluxes f;
into a reversible drift

ry= EAIJ)\J’ (8)
J

with the symmetry r,(@)=-g;r/(a), and an irreversible drift

d;= 2 D\, (9)
J

with d,(@)=g;d)(a). Only the irreversible drift contributes to
the time rate of change of the free energy

d
= T Ndy=—T2 Ndy=—T2, DAy, (10)
1 1 1,J

Often, and in particular, for the systems treated below,
some of the state variables do not directly couple to micro-
scopic degrees of freedom, and their fluxes are purely revers-
ible. We then chose the set of state variables a so that the first
n variables (ay, ...,d,,...,a,) are those with purely revers-
ible fluxes

da=fa=ra' (11)

These variables will be distinguished by Greek indices «, 3,
while the remaining variables (a,.;,...,q;,...,ay) with
partly irreversible fluxes will be marked by small roman in-
dices i,j. As previously, large roman indices /,J run through
the complete set from 1 to N. Since the first n transport
equations of the set (1) take the form (11), the symmetric
parts of some of the transport coefficients vanish

Da,,B=Da,i=Di,a/=0' (12)

In the stochastic theory of irreversible processes, the irre-
versible drift is intimately connected with spontaneous fluc-
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tuations about the deterministic motion.?> These fluctuations
can be accounted for by random contributions 7; to the ther-
modynamic forces N;. Following the approach by Grabert
and Green? and Grabert et al.?' the stochastic theory can be

described in terms of a Hamiltonian:?

1
H(a,n) = EE Diymm; + > fila) . (13)
1J 1
which implies equations of motion of canonical form

. 0H
al=_=fl+ED1J7IJ
an; 7

7
. oH af;
771=—_=—E_771o (14)
6611 J 0')611

Note that the deterministic transport equations (1) are special
solutions of (14) with 7,=0.

The canonical equations can be interpreted as Euler-
Lagrange equations and constraints (for the purely reversible
fluxes) of an action principle. The action functional

Ala, 7] = f ds >, ma,— H(a, 7) (15)
0 1

determines the probability of a fluctuation path, and the tran-
sition probability from an initial state a(0)=a to a final state
a(t)=a’ may be written as a path integral

pda'la) = f Dla, ﬂJGXP{— LA[a, n]} (16)
over all paths a(r), 7(z) satisfying the boundary conditions
a(0)=a, a(t)=a’. Since in view of Eq. (12) the Hamiltonian
(13) has quadratic terms for the 7, only, the action functional
is linear in the 7, which act as Lagrange parameters enforc-
ing the constraints (11). The 7;, on the other hand, are ran-
dom forces describing fluctuations away from the determin-
istic motion. The Hamiltonian is quadratic in the 7; because
of the underlying assumption of Gaussian fluctuations. For
mesoscopic systems, this assumption may not be sufficient
and an appropriate extension of the approach to incorporate
non-Gaussian noise will be given in Sec. IV.

III. THERMAL ESCAPE OF A JOSEPHSON JUNCTION
FROM THE ZERO-VOLTAGE STATE

In this section, the thermally activated escape of a Joseph-
son junction from the zero-voltage state?® is reviewed utiliz-
ing the approach outlined in the previous section.

A. Transport equations of a biased Josephson junction

The state variables of the Josephson junction are the
charge Q on the junction capacitance C and the phase differ-
ence ¢ between the order parameters of the superconductors
on either side of the tunnel barrier. The time rate of change
of the phase is related to the voltage V; across the Josephson
junction by the Josephson relation®’
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FIG. 1. Circuit diagram of a Josephson junction with critical
current /. and capacitance C biased by a voltage source V via a
resistor R.

V,=—¢. 17
J 26@ (17)

When a voltage V is applied to a Josephson junction in series
with an Ohmic resistor R, as depicted in the circuit diagram
Fig. 1, the electrical current / flowing through resistor and
junction reads

=I%(V—V,)=Q'+I(. sin(e), (18)

where the second equality follows with the help of Joseph-
son’s relation I,=1, sin(¢) for the supercurrent I, across the
junction. Combining Egs. (17) and (18) with V,=Q/C, we
readily find the deterministic equations of motion

.20
¢=7c
Q:%(V— %)—Icsin(go). (19)

Clearly, ¢ is a variable with purely reversible flux.
Let us introduce the free energy

_ Q i v
F(Q9¢) _FO(T’V) + 2C - 2e|:lc COS(QD) + R(P:|’ (20)

and the thermodynamic forces

1 oF 1%

N 1. sin(¢) 14
=——— = in(o) — —
¢ Tae  T2e| YT R

1 oF 10

T 190 TC @)

The equations of motion (19) can then be written in Onsager
form

0 —2eT/h
¢ ¢

Following the approach outlined in the previous section, and
denoting the conjugate variables to (¢, Q) by (u,\), the sto-
chastic theory can be described in terms of the Hamiltonian
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T 1 2
H(.Q.7.\) = 57\2 + I_€<V_ %))\ — I sin(@)\ + —eg,u,

nC
(23)
leading to the canonical equations
_IH _2¢0Q
Tow hC
. 0H 1 Q) , T
=—=—|V-=]|-=1sin(p) + =\,
2= R( c) ~lesinle)+
. oH
p=———=1I.cos(@)\,
dp
oH 1 2
=T\ (24)

90 RCT hC
While the purely reversible flux ¢ remains unchanged in the

stochastic theory, the flux Q is now supplemented by a cur-
rent (7/R)\ originating from the first term in the Hamil-
tonian (23), which describes Gaussian Johnson-Nyquist
noise from the Ohmic resistor.

B. Decay of the zero-voltage state

As is apparent from Eq. (20), the Josephson junction
moves in the effective “tilted washboard” potential,

h Vv

Ulp)=— | 1.cos(@)+—~¢|. (25)
2e R

It is convenient to introduce the dimensionless bias current

\%
s=—. 26
RI. (26)
Then, for 0<s<1, the potential has extrema in the phase
interval [0,27] at

Pwell,top = arcsin(s) = %T * 0, (27)
where for 1-s<<1
o= 2(1-ys). (28)

When the Josephson junction is trapped in the state ¢,
=(m/2)— 8, the average voltage V, across the junction van-
ishes. However, this zero-voltage state is metastable, since
the well is only a local minimum of the potential (25). To
escape from the well, the junction needs to be thermally
activated to the barrier top at ¢,,=(m/2)+ 8. This process
will be observed with large probability, when the barrier
height is small, which is the case when the dimensionless
bias current s is close to 1. We shall not discuss here escape
by macroscopic quantum tunneling,”® which occurs at very
low temperatures.

The decay rate follows from the transition probability
from @y to @, as governed by the path integral (16). The
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dominant contribution to the functional integral comes from
the minimal action path satisfying the canonical equations
(24). Let us first consider the reverse process, the relaxation
from the barrier top ¢y, to the well minimum @y In this
case, the most probable path is the deterministic path, that is,
a solution of the evolution equations (24) with u=A=0. The
two remaining equations of motion can be combined to read

hC"+ﬁ1'+I in(¢) 14 (29)
— —— n(p)=—.
2e ¢ 2eR(P c SIS R

There is a solution® ¢@,1,.(f) of Eq. (29) satisfying

@relax(_ oo) = Props QDrelax("' OO) = Pwell> (30)

which describes the relaxation from the barrier top to the
well bottom. Since p and N vanish, this deterministic trajec-
tory has vanishing action (15).

The minimal action trajectory for thermally activated es-
cape from the zero-voltage state @, is a solution ¢.(¢) of
the canonical equations (24) with

<Pesc(_ @) = Pwell> (Pesc(+ ©) = Prop- (31)

The first two of the canonical equations (24) combine to give

ﬁC"+ﬁ1'+I in(0) V+ TN
— —— sin(g) =
2e ¢ 2eR(P ¢ ¢ R

(32)

Now, the ansatz @e..(f) = @a(—1) satisfies the boundary con-
ditions (31) and also the evolution equation (32) provided

h h
)\esc(t) == ;(tbrelax(_ t) = Z—,Qbesc(t), (33)

where we have used the fact that ¢, (¢) is a solution of Eq.
(29) with boundary conditions (30), and that ¢.(7)
== Pretax(—1)s Besc(t) = Prerax(—1). The last equation of the set
(24) then gives

AC| . 1
Iu’eSC(t) == 2_6 |:)\esc(t) - R_C)\esc(t):|

hi|h

. hi 1
== e_T Z_eCQDrelax(_ t) + ;E@Drelax(_ t)

ﬁ |i‘_/ - Ic Sin[@relax(_ t)]:| B (34)

T eT|R

where we have again used the equation of motion (29) sat-
isfied by @,.1.x(1) to derive the last line. Now, Egs. (33) and
(34) combine to give

/:Lesc(t) = Ic COS[QDesc(t)])\esc(t)7 (35)

so that the remaining equation of the canonical set of equa-
tions (24) is also satisfied, and the ansatz @ (f) = @rejax(—1)
gives indeed the minimal action escape path.

To determine the action (15) of the escape path, we first
note that the Hamiltonian (23), which is conserved along a
solution of the canonical equations, vanishes on the escape
path, since g (%)= . (=%)=0, as can be inferred from
Egs. (33) and (34). Thus,
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Aesc = f dt[)\esc(t)Qesc(t) + /'Lesc(t) ¢esc(t)]

—o0

* h f
= At — @ee (1) — C P (t
LO {eT(Pesc()ze Pese(?)

S ] %(r)}, 36)

where we have used the first of the canonical equations (24)

as well as Eqs. (33) and (34) to express Quy(1), Nog(7), and
Meso(2) in terms of @...(f). The result (36) may now be trans-
formed to read

1(” i\ o, , ,
Aesc:; _wdt Z CE‘Pesc'i'ZU ((Pesc)‘Pesc

= 20l ~ Ul 67

where the last expression follows from the boundary condi-
tions (31) obeyed by .. (7) for t— * .

The rate of escape I' from the metastable well may be
written as

I'=fe8, (38)

where the exponential factor B is determined by the action of
the most probable escape path ¢, of the path integral.®
Introducing the barrier height

AU= U((Ptop) = U(@yen)s (39)
we obtain from Egs. (16) and (37) for the exponential factor

AU
B=——o1, (40)
kgT
which is just the standard Arrhenius factor for thermally ac-
tivated decay. The preexponential factor f requires an analy-
sis of the fluctuations about the minimal action path and will
not be addressed here.

IV. JOSEPHSON JUNCTION DRIVEN BY NON-GAUSSIAN
NOISE

So far, we have studied a biased Josephson junction
driven by Gaussian thermal noise. We now address the ques-
tion how the rate of escape I' from the zero-voltage state is
modified by the presence of non-Gaussian noise. To be spe-
cific, we shall consider the shot noise generated by a normal
state tunnel junction, since this case has been examined in
recent experiments.”!? However, the theory likewise applies
to other noise generating devices with short noise correlation
times.

A. Hamiltonian for non-Gaussian noise

Let us consider a Josephson junction with capacitance C
and critical current /. driven by two noise sources, see Fig. 2.
A bias voltage Vjp is applied to one branch with an Ohmic
resistor Ry in series with the junction. This part of the setup
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FIG. 2. Circuit diagram of a Josephson junction with critical
current /. and capacitance C biased in a twofold way. The branch to
the right puts an Ohmic resistor Rp in series with the junction and is
biased by the voltage Vp. The branch to the left is biased by a
voltage Vy and Ry is a noise generating nonlinear element, specifi-
cally a normal state tunnel junction with tunneling resistance Ry.

corresponds to the model treated in the previous section. A
second voltage V) is applied to another branch with a tunnel
junction of resistance Ry, again in series with the Josephson
junction. Experimental setups are typically more sophisti-
cated, but the circuit diagram in Fig. 2 captures the essentials
of a Josephson junction on-chip noise detector. The current /
flowing through the Josephson junction is given by

Ve=V; V=V,
= +
Ry Ry

=Q+1,.sin(g). (41)

Proceeding as in Sec. III, one readily obtains the determin-
istic equations of motion

. _2e0
@-hc,
S P O W O R ) B
—RB<VB C>+RN<VN C) I.sin(g). (42)

Since the flux ¢ is purely reversible, the Hamiltonian
H(¢,0,7,\) will depend on the conjugate variable 7 only
linearly, while the dependence on A comprises linear and
nonlinear terms. In contrast to the case studied in the previ-
ous section, the nonlinear terms in A will not be just qua-
dratic, since the noise generated by the normal state tunnel
junction is non-Gaussian. As the voltage V)=Vy—V; across
the tunnel junctions grows relative to kzT/e, the noise gen-
erated by the tunnel junction crosses over from Gaussian to
Poissonian statistics. For the current Iy through the tunnel
junction, one has?

V/
(Iyy=-F
Ry

(OIN(1)SIy(1)) = Cr8(t = '),

(SIy(@) SIN(t") SIN(1")) = C38(t = 1') 8t = 1"),  (43)

where O6Iy(1)=Iy—(Iy) and

ev, ev,
C,= —X coth( N ),
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2v7!
e Vy

Ry

3= (44)

There are of course higher order noise cumulants, but, as we
shall see, these are not important in the region of noise acti-
vated switching of the Josephson noise detector. The skew-
ness of the noise described by C; leads to a cubic term in A.
Neglecting the terms of fourth order, the Hamiltonian takes
the form?!

T 1 0
H(g, 0, 7,\) = —\? —(V——))\
(¢.0.7.\) 2R, +RB BTG

Q
—
=
|
I
Q
—
S
|
Q
~—

2
SeNTE
Ry c 24\ kg
: 2eQ 4
—I.sin(p)\ + % C,u+(9(7\ ). (45)

An expansion of the Hamiltonian in powers of \ is justified,
provided the dimensionless quantity eN/kz<<1. As discussed
in detail in Appendix A, the size of the random forces A
causing the escape is proportional to the size of the fluctua-
tions of the voltage V; across the Josephson junction, and
eN\/kp is, in fact, very small, if the decay of the zero-voltage
state occurs in the region of noise activated escape. Since
V;=Q/C and \ are effectively proportional to each other, it
does not make sense to keep higher order terms in Q/C,
rather, the two small parameters, eN/kg and Q/CVy, should
be treated on an equal footing. Hence, the term in the second
line of Eq. (45), which is already of second order in \, can be
expanded to first order in Q/CV)y. Likewise, the Q/CV, de-
pendence of the term of order A3 can be dropped. We then
find

H((PaQs 777)\) :H2((P7Q’ 7],7\) +H3((P’Q7 777)\)9 (46)

where

T CZN) ) ( 1Q>
Hy(0,0,70) = | — + =2 N2+ Lo — ——= |\
2(()0 Q Ui ) <2RB 4kB bias

2¢ Q
—1_si AN+ ——= 47
e sin(@)\ + 7w oM (47)

describes Gaussian noise. Here, we have introduced the bias
current??

Vg V
Ibiasz_B"'_N’ (48)
Rg Ry
the second noise cumulant
eV, eV
Coy=—2 coth( - ) (49)
’ Ry 2kpT

and the parallel resistance
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1 1 1
—=—+—. (50)
Ry, Rz Ry
The term
1 1 9C, 50O
Hy(0,0,m,\) = Ci N ———===2\2 (51
3(0.0,7.N) 242 3N 4k, 3V, C (51)
with the third noise cumulant
V
C3N: ez—N (52)
. Ry

includes the leading order effects of non-Gaussian noise.

B. Minimal action escape path in the nearly Gaussian
regime

In the range of parameters studied here, the third order
Hamiltonian (51) will describe weak corrections to the dy-
namics governed by the Hamiltonian (47). In fact, this latter
Hamiltonian is precisely of the form of the Hamiltonian (23)
studied in Sec. III for a Josephson junction in parallel with
Ohmic conductor, provided we replace R by the parallel re-
sistance R, the current V/R by the proper bias current g,
and T by the effective temperature

T C2N T eVN eVN
Tyr=R)| —+ = |=R| —+ coth .

(53)

For eVy<<kgT, the tunnel junction approximately generates
Johnson-Nyquist noise and the effective temperature coin-
cides with the cryostat temperature. On the other hand, for
eVy>kgT, the tunnel junction is a source of shot noise with
a noise power proportional to V. The Josephson junction
reacts to the additional Gaussian noise in the same way as to
an elevated temperature.’3 Approximate expressions for T
have been previously presented.'®!” Experimentally, T, can
be substantially larger than 7.

The rate of escape I' from the zero-voltage state of the
Josephson junction will again be of the form (38), where the
exponent B now takes the form

B = B2 + B3 (54)
with
AU
Bz = . (55)
kBTeff

The exponential factor B, is determined by the action of the
approximate escape path ¢,(¢) that solves the canonical
equations of motion resulting from the second order Hamil-
tonian (47). The second cumulant (49) of the noise generated
by the normal state tunnel junction is taken into account in
terms of the effective temperature T, To include the effects
of the third cumulant C; y, one needs to determine the devia-
tion ¢;5(1) of the escape path from ¢,(¢). To this purpose, we
start with the canonical equations that follow from Egs. (46),
(47), and (51). We find
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_H _2Q
P=n=h C
- O0H 10 T
=—0=]. ————I +—)\
0 N bias R” C Sln(@) RH
1 1 aC
+—5C3 o\ - —ﬂgx, (56)
8k M T 2k, vy C
where we have made use of Eq. (53), and
. GH
p=———=1I.cos(@)\,
¢
. oH 1 2 1 IC, v N2
P T e - S e A (57)
00 " RC T hC 4k avy C

Now, the two differential equations (56) of first order can be
combined to one second order differential equation

h il Tois
—Cé +—— +1, sin I+ —N+1, (58
26 @ 26 (P ((P) bias RH 3 ( )
where
1 f aC
L= —5Cy N2 = ———2 o) (59)
8kB ? 4€kB &VN

is the additional noise current arising from H;. Likewise, Eq.
(57) combines to give

h fl
—C\ - ——)\+I cos(@)\ =I5\, (60)
2e 2¢ R
where
ﬁ JC
j= 2\ (61)
4€k3 &VN
again results from Hj.
We now make the ansatz
QDesc(t) = QDZ(I) + @3(t)’
)\esc(t) = )\Z(I) + )\S(t), (62)

where ¢,(r) and \,(z) are the solutions of Egs. (58) and (60)
for I;=1;=0, while ¢;(r) and \3(¢) describe the modifications
of the path arising for finite /3 and 1}. For I3=0, the equation
of motion (58) is of the form of the evolution equation (32)
studied in Sec. III, and we can proceed as there. Provided
s=lyias/ 1. <1, the potential U(p)=—(7/2e)l [cos(¢)+s¢p]
has a minimum ¢@,.;; and a maximum ¢y, in the phase inter-
val [0,27]. From a solution ¢,.,(7) satisfying

h

—Cé AL I.sin(e) =1, (63)
+ + 9
2e ¢ 2€R QD sin ¢ bias

and the boundary conditions (30), we obtain an escape path
satisfying the Egs. (58) and (60) for I3=15=0 and the bound-
ary conditions

¢2(_ Oo) = Pyell> @2(+ oo) = ¢top»
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Ay(=2) =0, Ny(+2)=0, (64)

by putting

@2(0 = Qore]ax(_ t)’

f
A(1) = T¢2(f)~ (65)

Cleff
Next, we insert the ansatz (62) into the evolution equations
(58) and (60) and keep only the terms that are linear in the
quantities ¢s, N3, I3, and I which describe corrections to the
Gaussian case. By taking advantage of the equations of mo-
tion satisfied by ¢, and \,, we obtain

fi fo1
—Cé3+ —— @3+ 1. cos(@y) 3= eff7\3+13, (66)
2e 2e Ry Ry
and
hcx lx 1. cos(@)\ i po[ 1, sin(,) @3 + I4]
— —N3+1,.cos =— sin + 1],
2e 3~ 2eRH 3t 1 $2)\3 eTeff% ¢ ) P3 T 13

(67)

where /5 and I; defined in Egs. (59) and (61) are now evalu-
ated with the leading order solutions (65). Hence,

1 % 2( acz,v> 5
L=—"-— C 2kgT, b5, 68
3= 2(kBTeff)( ) 3N~ 2kpT g v (%) (68)
and
1 f \“oC
Iy= ( ) ) (69)
kB eff 26 &VN

We shall see that an explicit solution of these evolution equa-
tions is not required to determine the action.

C. Action of escape path

Since the Hamiltonian (46) vanishes along the escape
path, the action may be written as

Aesc = J dt[)\echesc - IL.LESC()DeSC:I > (70)

where we have made a partial integration with respect to the

first line of Eq. (36). From Eq. (56), we have Q..
=(h/2¢)Cege, While Eq. (57) implies prege=1, COS(Pesc) Nege-
Inserting this as well as the ansatz (62) into the action (70),
we find after disregarding the terms of second order in ¢3
and A5

Aee =As + A3, (71)

where

” f .
Ay= dt ;C)\zﬂf’z =1, cos(@)\r¢, |, (72)

and
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- h . .
Az= dt ;C(M% +N38,) — 1, cos(@y) (Na3 + N3¢0))

+1, Sin(@z”\z‘Pz%]- (73)

Now, the deviations ¢5 and A5 from the path of the Gaussian
model are caused by the currents /5 and I} given in Egs. (68)
and (69). These currents depend on the third noise cumulant
C; y and on the derivative dC, y/dVy of the second cumu-
lant. The detailed evaluation of the action in Appendix B
shows that these two factors influence the action A5 only in
the combination
aC

C3=Csn— 3kBTeffW2;V~ (74)
A corresponding reduction of the effective third cumulant
was already noted by Sokhurokov and Jordan!” for the lim-
iting cases of weak and strong dampings. The second term in
Eq. (74) arises from the feedback of the Josephson junction
on the noise generating junction, which is a consequence of
the finite voltage V; that builds up during escape. Experi-
ments are usually done in the regime eVy> kzT, where

2hyT
3kyT sRe*y Ry
C3~C3N(1_ £ eff) Gyl 1-7 & )
’ eVN ’ 2 RB+RN
(75)

so that the feedback becomes negligible for Ry>Rp. In the
opposite limit, the feedback even changes the sign of Cs.

As shown in Appendix B, repeated use of the equations of
motion satisfied by ¢,, Ny, @3, and A5 allows one to entirely
express A; in terms of ¢,(f). By virtue of Eq. (65), ¢,(7) is
time reversed to the deterministic trajectory @,.j,(f) describ-
ing the relaxation from the barrier top. Accordingly, the re-
sult (B20) in Appendix B may be written as

2k (R
A3 =- 3 - C3J, (76)
(kBTeff) 2e
where
1(~ 3
J=- 6 dt @y (1) (77)

Thus, the non-Gaussian correction to the rate exponent (54)
reads

1 h\?
By= —3(—) CyJ. (78)
(kpTes) \ 2¢

What remains to be determined is the quantity J, which de-
scribes a property of the system in the absence of noise.
Let us introduce the energy function

RO ¥ (20 R
E(e,¢) S\ 5 Co™+ U(e), (79)

where U(g) is the potential (25) with V/R replaced by I,
=s/.. The time rate of change of E reads

PHYSICAL REVIEW B 77, 205315 (2008)

d #\? %
dt (26) C(P§D+ 26[ ¢ Sll’l(go) bms]go’ (80)

which, using the equation of motion (63) satisfied by
@relax(?), may be written as

d h\*1
—E=-{—] —¢" 81
dt ( 28) RH ¢ ( )
Along the deterministic trajectory @..x(f), we may look
upon E as a function of ¢. Then

dE 1dE i\l
c ] e (2)
and from Eq. (79) we have
2e 2
p=+ —\/=(E-U), 83
¢ " C( ) (83)

which combines with Eq. (82) to yield

dE Al [2
To 2\ CE-), (84)
d(p 2€RH C

where the sign is determined by the fact that £ decreases
along the trajectory.

The function E(¢) can easily be determined by numerical
integration of Eq. (84). One starts from ¢= ¢y, with energy
E(¢0p)=U(¢yp) and integrates toward smaller ¢ with the +
sign of Eq. (84) until the first turning point with E(¢p)
=U(p) is reached. There, the integration continues toward
larger values of ¢ with the — sign of Eq. (84) up to the
second turning point and so on, until the trajectory ends at

E( @Well) = U( (Pwell) .
By virtue of Eq. (83), the formula (77) may be written as

1 [2e)? f ”
J=——\|—+ dto(E—-U). 85
3 C( P ) 3 @( ) (85)
Changing from an integration over time to one over phase,
we get
1 [ 2e 2J“Pwell
J=——\|— de(E-U), 86
3 C( h) o o( ) (86)

where the integration starts at ¢, and goes back and forth
between the turning points until it ends in ¢,;. The deter-
mination of the effect of non-Gaussian noise on the rate of
escape is thus reduced to an integration of the first order
differential equation (84) and the evaluation of the integral
(86).

V. DISCUSSION

In this section, we will give some concrete results in the
experimentally relevant range of parameters.

A. Dimensionless quantities

It is convenient to formulate the theory in terms of dimen-
sionless quantities. Introducing the plasma frequency of the
Josephson junction at vanishing bias current
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2el.
w,= V%E’ (87)

the result (86) may be written as

J=wj, (88)
where
1 Pwell
j=——f de(e—u) (89)
3J,
top

is a dimensionless integral given in terms of the dimension-
less energy

e=""=—@+u (90)

and the dimensionless potential

2¢eU
u=———=-cos(p) —se. 91
" (@) —s¢ (91)
From Eq. (78), the correction B; to the exponential factor of
the rate may then be written as

A\
STV -
3\ 2e) (T Y

This equation expresses the deviations from an Arrhenius
law with effective temperature (53) in terms of the plasma
frequency (87) of the junction, the effective third cumulant
(74), and a dimensionless factor j. This factor depends on the
dimensionless bias current s=1,;,/I. and the dimensionless
damping coefficient

1
r= RHC(A)p ’

(93)

which coincides with the inverse quality factor Q=R Cw,, of
the Josephson junction at vanishing bias current.

To explicitly determine j from Eq. (89), one needs to
solve the dimensionless form of Eq. (84), which reads

d v
Lo+ wW2(e—u). (94)
de
The evaluation of j will be addressed in the sequel in various
limits.

B. Strong damping

Let us first discuss the limit of strong damping y> 1. The
Josephson junction noise detector cannot operate in this
limit, because after escape from the metastable well the
phase will be retrapped in the adjacent well of the tilted
washboard potential, so that only a short voltage pulse builds
up. Nevertheless, the behavior in this limit is instructive,
since explicit analytical results can be obtained. To solve Eq.
(94), we make the ansatz

e=u+kK (95)
and find

PHYSICAL REVIEW B 77, 205315 (2008)

d d
“o__ 2y yw’E(. (96)
do do
This gives
— 1 (du dk
VK= F* =\ —+——|, 97)
2y\de de

so that the dimensionless kinetic energy « is of order 1/7?
for large 7. The leading order solution

1 (du)?
K=ﬁ(%> (98)

satisfies the boundary conditions e=u, i.e., k=0, for ¢
=@p and =g, Inserting Eq. (98) into Eq. (89), we ob-

tain

1 ($wen ( du )2
j=—— del — | . 99
J 6)/2 ¢ de (99)

In the overdamped limit, there are no turning points, but the
phase gradually slides down from @y, to @y Using Egs.
(27) and (91), Eq. (99) is readily evaluated with the result

Ptop

1+ 2s%)arccos(s) — 3s\1 — 52
J= 6’}/2

Now, the observed escape events typically occur for values
of the bias current /,;,, close to the critical current /.. Then,
1-s<1 and Eq. (100) can be expanded to yield

(100)

—
8V2 1

j=E(1 —s)5/2?. (101)

This latter formula is in accordance with the result by Sukho-
rukov and Jordan!” in this limit.

C. Very weak damping

Next, we consider the case of a very weakly damped Jo-
sephson junction, i.e., y<<1. Then the trajectory ¢(t) oscil-
lates back and forth in the potential well and loses energy
only very gradually. Let us consider a segment of the trajec-
tory starting at a turning point ¢, on the barrier side of the
potential, oscillating through the potential well to a turning
point ¢_ on the opposite side, and traversing the potential
well again to a turning point ¢;. From Eq. (94), we find for
the energy along this path segment

e(¢)=€(¢+)+7J _d@\r’Z(e—u)iyf de\2(e —u),

(2 P

(102)

where the + sign holds for the oscillation form ¢, to ¢_, and
the — sign on the way back from ¢_ to ¢,. For y<<1, this
gives
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¢
e(QD) =e,+ ')/f d¢\”2(6+ - M)

P+

+ yfp de\2(e, —u) + O(y),

P

(103)

where e, =e(¢,)=u(¢p,). This result can now be inserted into
Eq. (89), to find for a segment of the ¢-integral form ¢, over

¢_to ¢,

1 ¢ @)
Aj=—§{f d(p(e—u)+f dqo(e—u)}

2 (2 [
=§vf dsof de'\2[e, —u(¢")]+ O(Y),
¢_ (2

(104)

where we have taken into account that the difference be-
tween ¢, and ¢, is of order y.

On the other hand, Eq. (103) gives for the change Ae of
the energy during one oscillation period

T
Ae=- 27] de\2[e, —u(e)]+O(y?).  (105)

Equations (104) and (105) combine to yield

A
A—]=—f(e)+0(7), (106)
e

where

[ _—
do(, — o) Ve —u(ep)

1 ¢_
fle)= 3

o (107)
f dove —u(e)

Dividing the integral (89) into segments of the form (104),
we can transform the integral over ¢ into an integral over
energy. Using Eq. (106), we then obtain

u(@op)
j= f def(e).

u(@yerl)

(108)

Let us again specifically study the experimentally impor-
tant range 1—s<<1. Then, the relevant range of ¢ values lies
in the vicinity of 7/2. Setting

=7 +\2(1-9)p. (109)
we find for the potential (91)
u=- §s+ 201 - 5, (110)
where
s=y-1. (111)

With the scaled dimensionless energy
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FIG. 3. (Color online) The scaled dimensionless energy € is
shown as a function of ¢ for y=0.25. The energy decreases as the
trajectory moves back and forth in the potential s(i) depicted as a
gray line.

e=—§s+ \E(l—s)we, (112)

the result (108) with Eq. (107) can be transformed to read

vy

) - fdl/f(%—l/f)\'e—%(d/)

j=§(1—s)2J de=—
e f dyre—s()

. (113)

where ¢_ and ¢, are the negative and smallest positive roots
of ()= 1,0—%1#3 =€, respectively. The remaining integral is
just a numerical factor independent of s, and a numerical
evaluation gives

j=a(l-s)* witha=0.79... . (114)
This result is in accordance with the findings by Sukhorukov
and Jordan'? in the limit of vanishing damping.

D. Intermediate damping

In experiments, typical values of the dimensionless damp-
ing coefficient y are small but nonvanishing. The factor j in
formula (92) for B; must then be determined from Eq. (89)
using the solution of the differential equation (94). While a
numerical evaluation is straightforward for arbitrary values
of s, we shall focus on the experimentally relevant range 1
—s<<1. In terms of the scaled quantities introduced in Eqgs.
(109)-(112), Eq. (94) reads

= * yW2(e-s

de 5
m 2(e-7s), (115)

where

( 2 )1/4
r= 1-s v

This differential equation has to be solved with initial condi-
tion e(l)=§(1):§, and integrated with the proper sign back
and forth between the turning points until the integration
ends at e(—1)=§(—1):—§. A typical solution is depicted in
Fig. 3. In scaled units, Eq. (89) takes the form

(116)
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TABLE I. Some numerical values for W as a function of %.

0.025  0.05
1.185 1.179

0.075 0.1
1.169 1.157

0.125  0.15
1.142  1.125

y 0
W 1.188

0.175
1.107

02 0225 025 0.5 0.75 1.0 1.5 2.0
1.087 1.066 1.043 0.797 0.574 0409 0.218 0.129

2 -1
j=—§(1—s)zf di(e-s), (117)

1

where the integral follows the ¢ path back and forth between
the turning points. Since the differential equation (115) de-
pends on s and vy only in the combination 7y, we set

J=3(1-92W(7), (118)

where

-1
W(7)=—f dile-5s). (119)
1

The function W(%) determines the correction B of the expo-
nential factor of the rate for arbitrary damping strength in the
range of bias currents close to the critical current.

From Eq. (114), we obtain

W(0)=1.188 ... (120)
while Eq. (101) gives for > 1
8 1
Wy = —=, 121
(©7) 157 (121)

where we have made use of Eq. (116). In between these
limiting results, the function needs to be numerically deter-
mined. A list of data points is provided in Table I, and the
function W(%) is depicted in Fig. 4 together with the findings
of previous works.'®!7 This should facilitate the comparison
with experimental results.

E. Conclusions

We have presented a theory for a Josephson junction de-
tecting non-Gaussian fluctuations by means of the noise
driven escape out of the zero-voltage state of the junction. It
has been assumed that the device is operated in a regime

0 0.5

20—

FIG. 4. (Color online) W is depicted as a function of ¥ (straight
line). Also shown are the results of Ref. 17 for vanishing damping,
Eq. (120) (dot), and in the strong damping limit, Eq. (121) (dotted
line). The approximate result of Ref. 16 is depicted as a dashed line.

where the barrier of the washboard potential is overcome by
activated processes. This is always the case if the tempera-
ture is not too low and/or the junction capacitance is not too
small, specifically, if the condition 7 w,(s) <kpT e holds.* In
view of the fact that the effective temperature T,¢ can be
considerably larger than the cryostat temperature, this region
applies to recent experiments.”!? The study was based on the
theory of irreversible processes and fluctuations developed
by Onsager and Machlup,'® Grabert and Green”® and Grabert
et al.?' An extension of the method to account for non-
Gaussian fluctuations was outlined.’! In this approach, the
random motion of the system is described in terms of the
state variables and the conjugate forces. The force \ conju-
gate to the electric charge Q, which appears naturally in this
approach, plays a role similar to the counting field intro-
duced in the more recent approaches to determine the full
counting statistics of electronic devices.?

A nonlinear noise generating element in series with the
Josephson detector modifies the rate of escape out of the
zero-voltage state. The main effect comes from the second
noise cumulant C,y. However, this Gaussian part of the
noise is detected by the Josephson junction in the same way
as Johnson-Nyquist noise. Therefore, as was explicitly
shown, the second noise cumulant can be described in terms
of an effective temperature 7. Deviations from the accord-
ingly modified Arrhenius law are thus due to the higher order
noise cumulants. The fluctuations causing the escape from
the metastable well lead to fluctuations of the voltage V;,
across the Josephson junction. It has been shown that these
voltage fluctuations are small compared to kgT/e, which
implies that the dimensionless random force e\/kp causing
these fluctuations is always small compared to 1. Since the
nth order noise cumulant gives rise to terms of order
(e\/kp)", deviations from the modified Arrhenius law essen-
tially only arise from the third noise cumulant C; y, and these
corrections are typically small. However, the third cumulant
is odd under time reversal and the sign of the effect depends
on the direction of the bias current. Comparing rates for
pulses tilting the potential to the right and the left, respec-
tively, the correction B; can be extracted.”!® A Josephson
junction threshold detector operating in the regime of noise
activated escape thus can measure the third cumulant, the
skewness of the noise, only. Another effect of the fluctua-
tions of the voltage V; is a feedback of the Josephson detec-
tor on the noise generating device as described by the effec-
tive third noise cumulant C; defined in Eq. (74).

The modification of the rate exponent due to the skewness
of the noise has been determined for arbitrary damping
strength of the Josephson junction detector. Thereby, the
theory developed considerably goes beyond the results of
previous works,'®!7 that were restricted to limiting values of
the damping strength or based on approximations. Explicit
results where given for the case when the bias current is
close to the critical current, which implies that the relevant
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part of the washboard potential can be described by a cubic
potential. The effect of the skewness of the noise on the rate
is, however, larger for smaller values of the bias current.
Experimentally, the range of relevant bias currents can be
influenced by the form of the applied current pulses. The
theory presented here can also readily be evaluated for the
exact form of the washboard potential allowing for results
for any value of the bias current and all damping strengths.

To be explicit, we have presented the theory using the
example of a normal state tunnel junction as noise generating
device. However, the theory readily also applies to other
noise generating elements, provided the correlation time of
the noise is much smaller than the period of plasma oscilla-
tions of the detector. Finally, in this paper, only the exponen-
tial factor of the rate has been determined. The corrections
due to the skewness of the noise were found to be rather
small, and they need sophisticated experimental techniques
to be reliably detected. Corrections to the preexponential fac-
tor of the same order of magnitude are entirely negligible, so
that safely the prefactor of the standard Gaussian noise
theory can be employed.
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APPENDIX A: VALIDITY OF NEARLY GAUSSIAN
APPROXIMATION

In this appendix, we investigate the range of validity of
the nearly Gaussian approximation used in Sec. IV. Since the
leading order term ¢,(z) of the most probable escape path is
the time reversed relaxation path @.,(?), the order of mag-
nitude of the phase velocity ¢ during escape coincides with
that during relaxation.

Let us first consider the case of weak damping. The tra-
jectory @.(f) starts with vanishing phase velocity at the
barrier top. The largest kinetic energy %(ﬁ/ 2¢)>C¢? arises
when the potential minimum ¢, is reached for the first
time. For weak damping, the kinetic energy then almost
equals the potential energy difference AU. Accordingly, the
voltage V,=(f/2¢)¢ satisfies

[2AU
V= —.
C

As damping increases the phase velocity and, accordingly,
the maximal voltage across the Josephson junction de-
creases, V; will never exceed the estimate (A1) in the entire
range of parameters.

The plasma frequency of the Josephson junction at finite
bias current

(A1)
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— 2el
w,(s) = w,\sin(3) = fz sin(&)

is the frequency of small undamped oscillations about the
minimum @, of the potential (25). For §< /2, which is
the case for 1-s<<1, Egs. (25)—(28) yield for the barrier
height (39) of the potential

(A2)

nl

AU~ —5. (A3)
3e
This can be combined with Eq. (A2) to give
2ehl.6 e [|6AU
o = G

The bound (A1) for the size of the fluctuations of V, may
thus be written as

6
eV, = VTgﬁwp(s). (A5)

In the region of noise activated escape,>* one has fiw,(s)
<kpTey In view of Eq. (A5), this implies

\% ")
< —= <1, (A6)
kgTee 3

so that eV;/kpT, is a small dimensionless parameter along
the most probable escape path.

Now, the leading order contribution A, to the force A\
causing the escape is determined by Eq. (65), entailing the
estimate

h 2V
N=——p= (A7)
eTesr Tetr
which combines with the inequality (A6) to give
A
L<1 (A8)
kp

This shows that an expansion of the Hamiltonian in terms of
\, as done in Eq. (45), is indeed justified. The terms of third
order in A are then small, so that ¢; and A5 describe, in fact,
small corrections to ¢, and \,, respectively.

Because of the weak effects of non-Gaussian statistics, the
correction B3 to the exponent of the rate is also small. From
Egs. (55) and (92), we find

By #h (ﬁwg>2&,
kpTu) AU’

B, (2e)’
For §< /2, we can insert Egs. (118) and (A3). Using Eq.
(28), we then find

B 1( 4 2C
By _ _(_wp_> S s
B2 16 kBTeff e IC

(A9)

(A10)

Hence, the effect of the skewness of the noise vanishes pro-
portional to (1—s5)"? as the bias current approaches I.. The
ratio B3/ B, can be seen as a product of three factors
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By . i(—”—ﬁw (S))ZEW (A11)

BZ 16 kBTeff €21 ¢
where we have made use of Eq. (A2). Now, in the regime of
activated decay, the first factor [(1/16)(ﬁwp(s)/kBTeff)2] is
very small, while the last factor W is of order 1 for weak to
moderate damping. Hence, one needs a large factor Cs/e’l,
to get observable effects from the skewness of the noise.
Since Cjy is proportional to Vy, this means large Vy, in
particular, eVy> kzT, so that the estimate (75) for C; applies.
To minimize the reduction of C;y via the feedback effects
described by Eq. (75), one needs to choose a bias resistor Ry
well below Ry. Then the factor

o N N (A12)

This means that the current Vy/Ry should be large compared
to /. and thus needs to be largely compensated by a current
Vg/Rp in the opposite direction to keep the junction biasing
current (48) below I.. Experimentally, this compensation
problem is addressed by employing more sophisticated
setups.”10

APPENDIX B: EVALUATION OF ACTION OF ESCAPE
PATH

In this appendix, we evaluate the expressions (72) and
(73) for the action of the escape path in the nearly Gaussian
approximation. Inserting the result (65) for \,, one obtains
from Eq. (72)

2 (7 A .
Ay=— di| | — C¢2<p2—;1¢005(€02)€02¢2

Tetrd 2e
2 (% Joalfn)\? gk
= dn —=| — | ce? —= =—1
Tett) {(91‘2(26) 1 e tdcos(e)
+ ¢, sin(qoz)]}_ B1)

Now, ¢, vanishes at the integration boundaries and
—(h/2e)1 [cos(¢y)+ ¢, sin(¢,)] coincides there with U(g,p)
and U(gyy), respectively, since sin(@yey) =sin(¢yp,)=s. Ac-
cordingly, Eq. (B1) yields

2AU
2= s
Test

(B2)

which gives the exponential factor (55) of the escape rate.
After expressing A\, in terms of ¢, and setting

h
)\3 = _A3,

(B3)
eTest

we obtain from Eq. (73) for the leading order non-Gaussian
part of the action
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1 (” 1(%)\?
Ay=——| dt _<_> C(r 43+ $rA3)
eff J — 2\e

fi . .
- ;15[005(402)(%@3 +@A5) - sm((Pz)(chpzws]}.

(B4)

The integral in the first line gives after partial integration

1 (* 1(h)\? .
A =— di=| — | C(@yp5+ @yA5). B5
3,part 1 Tefff_w 2<e> (@283 + 92A5) (B5)

In this expression, we can eliminate the second order deriva-

tives @3 and A3 by means of the equations of motion (66)
and (67). Taking the definition (B3) into account, we get

) F Yy { Al (o)
— — ——@3—1.cos
Tl . P2 2¢R, 3= 1, $2)P3

h hl .
+ e_R“A3 +I3:| + (P2|:ZI?“A3 _Ic COS((Pz)A3

A3,part 1=

+ @1, sin(y) 3 + Ié)} } . (B6)

This result can now be inserted into Eq. (B4). After a partial
integration of the ¢, A term and a further partial integration

along the lines LLsin(@2) @292~ c0s(2) ;] 3
=1[~(d/ dt)cos(@,) @2]p3— I cos(y) ¢, 3, one obtains
(7 ) ,
Ay= dt) ¢2(I3+ @,13)
eletrJ

h1
+ (ZR_% =21, CoS(QDz)QDz) (A;- ¢>3)}. (B7)

From Egs. (68) and (69), we see that

+ === —— 5
$o\l3 + Porl3 2\2¢) ( kBTeff)2 3.NP2

1 (i)zf?cz,zv(g i)
ks Tt Wy Py = PrPr).

2e
(B8)

Now, under the integral ©,¢,@,=@,(d/ r?t)%qb%—> —%(pg, SO
that ¢,(I3+¢,15) can be replaced by

1 LIS |
by (I3 + @l — —| — | ——=C3¢3, B9
ol + @ 3)—’2(2e> (kBTeff)2 3P (B9)
where
JC
O O | e (B10)
AVy

Since the action (B7) depends on A;—¢; only, it is natural to
make the ansatz

(B11)

From Eq. (B3) and the equations of motion (66) and (67),
one then finds

A3=(;D3+A:;.
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7 f /
—CA’ ——A +1, cos(@) Ay = o15 — I.

B12
2e 3 2e R, ( )

Using Egs. (68) and (69), the right hand side may be written
as

byl — Iy = (ﬁ)2 ! — (B13)
$oly— I3 = (kBTeff)2 3PP,

where again the cumulants appear only in the combination
(B10).

We can now employ the evolution equation (B12) to ex-
press the term proportional to I, in the action (B7) in favor of
terms with a purely polynomial dependence on ¢,. Using
also Egs. (B9), (B11), and (B13), we find

o (7 J1[Ah\ 1 i1
dty =| — | ———=C3é3 + —— @A}
eTeffJ_oc {2(2€> (kpTe) 3(P2+2€R||(P2 ’

EVNEY N
23 RH kgTeg W] [

(B14)

A3=

ho .

After partial integrations along the lines @,A}— @A},

N . e 1 .
@ Aj— =@yl and ©;¢,8,=y(3/ )5 3 —
plifies to read

W xdt{ 1(ﬁ)2 Lo
(2
T ETeff o (kgTo)> 72

fi ﬁ l
—C¢ by | AL (.
[ 27 % RH } 3}

1.3 .
—5(pg, this sim-

(B15)
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Comparing the form of the evolution equation (B12) with
the one satisfied by ¢,, namely, Eq. (58) for I;=0, we are led
to the ansatz

HOEYGEAGE (B16)

Inserting this into Eq. (B12) and using the evolution equation
for ¢, as well as Eq. (B13), we find that A(z) obeys the
differential equation

b ofin e e

IIRYEAS
== (k T ) (2 ) C326, (B17)
B eff
which is satisfied, provided
. 1 1 % 1
A+ —A=-—— C3(Pz (B18)

R.C 3C2e (kpTo)?
When the ansatz (B16) is plugged into Eq. (B15), we obtain
a term proportional to A¢,$,, which under the integral can

be replaced by —%Agb%. Accordingly, we find

[ dt{ 1( ﬁ)z Lo
S\ 50 ) o 2W3®
3T e Teff —oo 2 2€ (kB Teff)2 32

{h il ]
CA+——A .
26 2€R”

Finally, in the integrand, the expression between squared
brackets can be transformed by means of Eq. (B18) to yield
for A5 the compact result

A kB( i ) ! C; fc dt@
= - —_— (P .
’ 3 (kgTe)® °) .7 72

(B19)
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