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Density functional perturbation theory calculations have been utilized to characterize the carrier density
dependent phonon dispersion of InSb. Similar to prior theoretical studies of Si, these calculations predict that
a shear instability develops in the crystal at a carrier density of 3.7% of the valence electron density and the
entire transverse acoustic phonon branch becomes unstable over a narrow carrier density range of roughly 1%.
Unlike calculations for Si, the shear instability appears first at the X point, rather than the L point. We utilize
these calculations to interpret recent ultrafast x-ray diffraction measurements of laser-induced disordering in
InSb and find that the time scale and laser fluence dependence of the measured disordering dynamics are
consistent with these theoretical predictions. The calculations, however, do not reproduce the experimental
anisotropy in the root-mean-square displacement.
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I. INTRODUCTION

Ultrafast laser excitation above the electronic band gap
can deposit substantial amounts of energy per unit cell in a
time short compared to the time required for energy equili-
bration between the electronic and vibrational degrees of
freedom. Such excitation processes present the opportunity
to investigate the influence of electronic excitation on the
topology of interatomic potential energy surfaces prior to
energy dissipation to the lattice.

Extensive experimental studies with intense femtosecond
duration laser pulses have investigated the operative mecha-
nism for crystal melting under different excitation condi-
tions. Intense femtosecond pulse excitation of the tetrahe-
drally bonded semiconductors C,1,2 GaAs,3–12 InSb,13 and
Si,3,14,15 leads to large changes in the linear and second har-
monic reflectivity that develop on a subpicosecond time
scale. Although absorption of the laser generates an in-
creased reflectivity due to the direct excitation of carriers, the
magnitude of the observed change cannot be explained by
this effect alone, which leads to the conclusion that intense
laser excitation causes a semiconductor to metal transition.
Since Si, Ge, GaAs, and InSb form metallic liquids, metallic
reflectivities have been attributed to crystal melting.16 The
rate of this purported phase transition exceeds the expected
rate for energy transfer from the excited electrons to the crys-
tal vibrations, which leads to the supposition that the melting
occurs nonthermally. Despite these extensive investigations,
uncertainty about the melting mechanism persists largely be-
cause an optical probe interrogates the electronic structure,
and information about the atomic structure must be indirectly
inferred.

An extensive variety of theoretical methods has also been
utilized to investigate the properties of semiconductor crys-
tals with electronic temperatures orders of magnitude larger
than the vibrational temperatures. Multiple theoretical stud-
ies have predicted that a shear instability develops in tetra-
hedrally bonded semiconductors at extreme electronic tem-

peratures, which could lead to spontaneous crystal
disordering and melting without the need for vibrational ex-
citation. Biswas and Ambegaokar, using a bond charge
model, demonstrated that the transverse acoustic phonon
modes in Si significantly soften with excitation of a few
percent of the valence electron density into the conduction
band.17 This softening eventually leads to a shear instability,
with the transverse acoustic phonon frequency at the L point
becoming imaginary at a carrier density of 4.5%. Further
increases in carrier density lead to destabilization of the
transverse acoustic modes over the entire Brillouin zone.
Stampfli and Bennemann performed a series of theoretical
investigations on silicon by using a tight binding formalism
that also predicted a carrier driven shear instability.18–20

While stimulating and provocative, the applicability of these
calculations to the conditions generated by intense femtosec-
ond duration pulses has been difficult to determine.21 Re-
coules et al.22 recently performed calculations on lattice sta-
bility within the density functional framework and achieved
results consistent with the work outlined above. Molecular
dynamics simulations by Dumitrica et al.23,24 implicated
electronic excitation to destabilization of covalent bonds,
leading to loss of order in the material and a laser-induced
phase transition. On the other hand, the quantum molecular
dynamics simulations of Silvistrelli et al.25,26 showed that
silicon melts on the subpicosecond time scale without an
electronically generated mechanical instability, even when
the initial electronic temperature exceeds the vibrational tem-
perature by nearly 2 orders of magnitude.

This puzzling situation made nonthermal melting a natu-
ral phenomenon to investigate with ultrafast x-ray diffraction
due to its sensitivity to atomic structure.27,28 Initial studies
performed with laser plasma generated femtosecond x-ray
pulses observed a large amplitude subpicosecond decay of
the �111� Bragg peak for both InSb �Ref. 29� and Ge.30 These
measurements provided the first direct experimental evi-
dence that large scale atomic disordering proceeds concur-
rently with the large increase in optical reflectivity, but the
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subpicosecond time scale alone does not confirm that disor-
dering occurs via a carrier generated shear instability due to
the conflicting simulation results of Silvistrelli et al.25,26

The Sub-Picosecond Pulse Source �SPPS� collaboration at
the Stanford Linear Accelerator Center �SLAC� used the
SLAC linear electron accelerator to generate a femtosecond
x-ray source that is significantly brighter than laser plasma
based sources. The superior characteristics of the SPPS x-ray
source allowed laser initiated disordering dynamics to be
studied with unprecedented detail. The experiments at the
SPPS produced a series of unexpected observations, which
we will briefly summarize. The first of these studies, reported
by Lindenberg et al.,31 extracted a time-dependent root-
mean-square �rms� displacement from the time-resolved dif-
fraction intensity. Under intense laser excitation conditions,
they observed that the rms displacement increases linearly
for many hundreds of femtoseconds for both the �111� and
the �220� Bragg peaks. The average velocity of the atoms
extracted from the slope of the time-dependent rms displace-
ment projected onto the �111� and �110� directions is equal to
the room temperature rms velocity of InSb, which is indica-
tive of constant velocity, inertial dynamics. The observation
of angstrom length scale increases in the rms displacements
without a significant increase in the atomic velocities repre-
sents definitive experimental evidence that electronic excita-
tion significantly modifies the shape of the interatomic po-
tential energy surface prior to large scale phonon excitation.
The subsequent study reported by Gaffney et al.32 showed
that after the first half picosecond, the rms displacement in-
creases faster for projections in the �111� direction than in the
�110� direction. While anisotropy had been predicted for Si
and GaAs,17,20 these theories predicted faster disordering in
the �110� direction, in direct opposition to the findings of
Gaffney et al.32 The third set of measurements performed by
Hillyard et al.33 at the SPPS measured the disordering dy-
namics over a large carrier density range and observed the
onset of lattice softening and the appearance of accelerated
atomic displacements. This provided experimental evidence
of accelerated disordering on an unstable potential energy
surface, which had been predicted by theory. However, the
predominance of inertial dynamics over a wide range of laser
fluence appears in conflict with the theoretically predicted
sensitivity of the interatomic potential of similar materials to
small increases in carrier density once a carrier density suf-
ficient for significant lattice softening has been achieved.

Transforming these experimental observations into a de-
tailed atomic scale understanding of the mechanism for melt-
ing in the presence of a dense electron-hole plasma has been
impeded by the apparent discrepancies between theory and
experiment. The previous theoretical studies did not include
InSb and were not able to benefit from modern advances in
theoretical methods with the exception of the study by Re-
coules et al. However, this study was limited to studying the
lattice stability of silicon at two carrier density points.22

These advances present other opportunities for ab initio in-
vestigations and the opportunity to better characterize experi-
ment and potentially alleviate the discrepancies between
theory and experiment previously discussed. We calculate
the carrier density dependent phonon dispersion curves by
using ab initio density functional perturbation theory34–36

�DFPT� to clarify the impact of electronic excitation on InSb
lattice stability. A method for determining the time-
dependent rms displacements and diffraction intensities from
the calculated carrier-dependent lattice dynamics has been
developed to assist comparison between calculation and ex-
periment. This paper presents the results of these calculations
and their comparison to experimental findings previously
published.

II. CALCULATIONAL METHODS

Electronic structure and lattice dynamics calculations
are performed by using density functional perturbation
theory34–36 as implemented in the ABINIT code,37 which is a
common project of the Université Catholique de Louvain,
Corning Incorporated, and other contributors.37,63 Excited
carriers are generated by applying a finite temperature to a
Fermi–Dirac distribution for the electronic system with the
lattice constant fixed, establishing thermal equilibrium be-
tween the electrons and holes, but not with the lattice. These
calculations utilize a single chemical potential for both elec-
trons and holes,22,38,39 unlike the work of Fahy and co-
workers for Te �Ref. 40� and Bi,41 where independent chemi-
cal potentials are used for electrons and holes. The use of a
single chemical potential reflects the expected ultrafast rate
of impact ionization and Auger recombination in a dense
electron-hole plasma. Exchange and correlation are included
through the use of the local density approximation in the
formulation of Perdew and Wang.42 Wave functions are
treated as an expansion of plane waves up to an energy cutoff
of 30 Hartree. Pseudopotentials are of the Troullier–Martins
type,43 with 4d, 5s, and 5p electrons being treated as valence
for In, and 5s and 5p electrons being treated as valence for
Sb. Calculations are performed for the two atom irreducible
unit cell. For all calculations except where otherwise speci-
fied, Brillouin zone sampling is performed on a set of four
shifted 6�6�6 Monkhorst–Pack k� point grids.44 Optimiza-
tion of the lattice parameter at T=0 K leads to a calculated
equilibrium value of 6.425 Å, whereas the experimental
value is 6.479 Å.45 Electronic density of states for use in
determining carrier densities is performed on a set of four
shifted 16�16�16 Monkhorst–Pack k� point grids. The cal-
culated electronic density of states are in good agreement
with those of Chelikowsky and Cohen.46,47 Carrier densities
for a given electronic temperature are calculated as an inte-
gral over the conduction band density of states with the as-
sumption of a Fermi–Dirac distribution.48 Dynamical matri-
ces are calculated at 16 unique q� vectors in the irreducible
Brillouin zone and are interpolated to obtain lattice dynami-
cal information. Lattice dynamics information is calculated
on an 88�88�88 grid of evenly spaced points in the Bril-
louin zone. Due to symmetry considerations, these points can
be reduced to a unique set of 8119 q� points.

III. RESULTS

A. Phonon dispersion

The phonon dispersion relation for three high symmetry
directions in reciprocal space was calculated at 15 different
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electronic temperatures, corresponding to 15 carrier density
values to determine the effects of carrier density on lattice
stability. The ground state phonon dispersion calculated at
T=0 K is displayed in Fig. 1, corresponding to 0% carrier
density. Figure 1 also shows neutron49 and Raman50 scatter-
ing data collected at �300 K.

Increasing the carrier density from the unexcited ground
state by increasing the electronic temperature leads to soft-
ening of all phonon modes. Eventually, the transverse acous-
tic �TA� phonon at the zone boundary in the �100� direction
�X point� becomes unstable around a carrier density of 3.7%,
as shown in Fig. 4. The onset of the instability at the X point
differs from calculations on silicon, where the instability de-
velops first at the L point.17,20,22 Figure 2 shows the phonon
dispersion curves for a carrier density of 4.0%. Note that the
TA phonon at the X point is strongly destabilized, while the
other principal direction zone boundary TA phonon frequen-
cies remain real valued. Exciting even higher numbers of
carriers leads to a destabilization of the TA modes over the
entire Brillouin zone. The phonon dispersion for such an

instance is depicted in Fig. 3, which is calculated at 6.6%
carrier density.

Figure 4 presents the carrier density dependent TA phonon
frequencies at three different high symmetry points to indi-
cate the directionality of the lattice instability. Consistent
with previous theory on Si,17,18 the instability develops over
a narrow carrier density range for all high symmetry direc-
tions.

B. Diffraction model

To compare the calculations with experimental x-ray dif-
fraction data, we develop a model for predicting the time-
dependent diffraction intensity from the lattice dynamics cal-
culations. A time-dependent Debye–Waller model is
employed, similar to that used in prior analysis of time-
resolved x-ray diffraction data.31–33 In formulating this
model, we begin by expressing the diffraction intensity from
a perfect polyatomic lattice as the square modulus of the
structure factor, F,51
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FIG. 1. Phonon dispersion and phonon density of states calcu-
lated at an electronic temperature of T=0 K, corresponding to 0%
carrier density. Also shown are data obtained by neutron ��, Ref.
49� and Raman ��, Ref. 50� scattering at room temperature.
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FIG. 2. Phonon dispersion and phonon density of states calcu-
lated at an electronic temperature of T=9450 K, corresponding to
4.0% carrier density �solid�. Also shown are T=0 K data for refer-
ence �dashed�. The TA phonon at the X point is strongly destabi-
lized, with an imaginary frequency, while other zone boundary TA
phonons are softened, but not unstable.
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FIG. 3. Phonon dispersion and phonon density of states calcu-
lated at an electronic temperature of T=12 500 K, corresponding to
6.6% carrier density. Also shown are T=0 K data for reference
�dashed�. The entire TA branch is now unstable, indicating a loss of
shear restoring forces.
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FIG. 4. �Color online� TA phonon frequencies at zone bound-
aries in the �100� direction �X point� ���, �111� direction �L point�
���, and lowest energy phonon in the �110� direction �K point� ���
as a function of carrier density. Lines are provided to guide the eye.
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F = �
�

f�eiQ� ·r��. �1�

In Eq. �1�, the sum is performed over �, all the atoms in the

unit cell, f� represents the atomic scattering factor, Q� the
scattering vector, and r�� the position of the atom in the unit
cell. Conventional diffraction theory then introduces a
Debye–Waller factor, e−M�, to account for thermal vibrational
motion of the atoms around their equilibrium positions.51 In
the model presented here, the Debye–Waller factor is modi-
fied to account for time-dependent disordering, producing a
time-dependent structure factor,

F�t� = �
�

f�e−M��t�eiQ� ·r��. �2�

Preliminary calculations indicate that promoting free carriers
does not displace the equilibrium position of the atoms in the
unit cell and, therefore, r�� is not a time-dependent quantity.
For the diatomic primitive unit cell of InSb, the time-
dependent diffraction intensity in the kinematic limit is pro-
portional to

I�t� � �f Ine
−MIn�t� + fSbe

−MSb�t�eiQ� ·r�Sb�2. �3�

To use this expression for predicting x-ray diffraction pro-
files, the time-dependent Debye–Waller factors must be pro-
duced from the lattice dynamical information. Equation �4�
presents the results of the well established procedure for cal-
culating thermal Debye–Waller factors,51

M� = �
l,q�

�

2Nm��
�nl,q� +

1

2
	�Q� · �l,q�

� �2. �4�

The summation in Eq. �4� is over all wave vectors q� and
modes l, and N is the number of q� points, m� the mass of the
ion, � the phonon frequency, nl,q� the thermal occupation, and
��l,q� the phonon polarization vector. This thermal Debye–
Waller factor can be modified to include the effects of time-
dependent impulsive softening of phonon frequencies as fol-
lows:

M��t�=�
l,q�

W�q��
�q�W�q��� kBT

4m�l,q�
i �l,q�

f 	�Q� · ��l,q�
f �2

�
�l,q�
f

�l,q�
i �1+cos�2�l,q�

f t�� +
�l,q�

i

�l,q�
f �1−cos�2�l,q�

f t��
 . �5�

In deriving this expression, the high temperature approxima-
tion for the phonon occupation has been made �InSb has a
Debye temperature of 175 K52�. Furthermore, kB is Boltz-
mann’s constant, �l,q�

i the initial phonon frequency for a given
mode and q� point, �l,q�

f the corresponding softened phonon
frequency, and �l,q�

f the phonon polarization vector for the
softened phonon. The initial term in Eq. �5� is inserted so
that the expression can be used with the q� point sampling in
the DFPT calculations. The value of W�q�� corresponds to the
number of symmetrically equivalent q� points that each
unique q� point corresponds to in the calculation. Therefore,
the initial term represents a weighting scheme to account for
the symmetry of the system.62

The system is initially assumed to be in thermal
equilibrium at room temperature by using �l,q�

i calculated at
T=0 K. Phonon frequencies calculated at the other electronic
temperatures are used for �l,q�

f with the phonon occupation
remaining the same for each band and q� point. Following the
increase in the electronic temperature and the resultant
changes in the phonon dispersion, the unchanged phonon
population no longer corresponds to a well-defined vibra-
tional temperature. This formulation will be used in Sec. IV
to calculate time-dependent diffraction intensities for com-
parison with experiment.

The theoretical calculations and the Debye–Waller model
presume a harmonic interatomic potential or small displace-
ments from the average position. While clearly an over-
simplification of the true potential, a harmonic description
provides an accurate representation of structural dynamics
for times short compared to the phonon-phonon and
electron-phonon scattering times. Instantaneous normal
mode descriptions of the dynamics in liquids demonstrate
the validity of using a harmonic potential to describe the
ultrafast structural dynamics of inherently anharmonic
systems.53,54 For the case of room temperature InSb, such a
model should be applicable for at most a half of a picosec-
ond, which is the time required to move half the nearest
neighbor distance with a room temperature rms velocity.

C. Carrier density estimation

Hillyard et al.33 developed a simple method for estimating
the carrier density to facilitate the qualitative comparison of
theory and experiment. As we demonstrate in Sec. IV, this
method for estimating the carrier density leads to large dis-
crepancies between the calculated and experimental carrier
density dependence of the structural dynamics. This devia-
tion between theory and experiment appears to result prima-
rily from inaccuracies in the carrier density estimation. We
have modified the method for estimating the carrier density
to account for time-dependent changes in the reflectivity,
which results in qualitative agreement between theory and
experiment. This method will be briefly discussed before ad-
dressing the calculations in the context of experimental mea-
surement.

Hillyard et al.33 used the parameters of Rousse et al.29 to
determine the absorbed laser energy density in a volume de-
fined by the 95% x-ray penetration depth. For the data of
Hillyard et al., the x-ray probe depth was absorption limited
and determined by the x-ray incidence angles of 0.3°, 0.35°,
and 0.4°, which correspond to 95% penetration depths of 50,
100, and 140 nm, respectively.55 The authors then used the
InSb electronic density of states and a Fermi–Dirac distribu-
tion to determine the electronic temperature and resultant
carrier density needed to create an equivalent electronic en-
ergy density.48 The method does not account for the change
in optical reflectivity induced by laser absorption. This leads
to an overestimation of the carrier density, particularly at
high laser fluences where the leading edge of the pulse has
the potential to modify the optical properties of the crystal
prior to the arrival of later portions of the laser pulse.

Sokolowski-Tinten et al. measured these effects for sili-
con and determined that the enhancement of the material’s
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reflectivity on an ultrafast time scale results predominantly
from the laser excited free carriers and demonstrated that
this response can be accurately approximated by the Drude
model. Following this prescription, we use the Drude model
to estimate the influence of transient reflectivity on the ab-
sorbed laser fluence. The complex dielectric function is
equal56 to

�mod = �g −
Ne−he2

�0m
opt
* me�

2

1

1 + i
1

��D

. �6�

In this expression, �g is the dielectric constant in the absence
of photoexcitation, which is 19.105+ i5.683 at 1.5 eV for
InSb.57 Ne-h is the photoexcited carrier density, e the charge
of an electron, �0 the permittivity of free space, and � the
frequency of light used in the photoexcitation process. The
optical effective mass of the carriers m

opt
* , as defined by

Sokolowski-Tinten et al.,56 is calculated by using published
values of effective mass parameters.58 The Drude damping
time �D is taken to be 1 fs.56 By using Eq. �6�, the modified
reflectivity for InSb and Si are calculated and appear in Fig.
5 for the experimental conditions of Hillyard et al. �p polar-
ization and 65° incidence with respect to the surface normal�.

As is evident upon examination of the figure, the InSb
curve is shifted to lower carrier densities than the Si curve
due to its smaller band gap and lower effective masses. A
qualitative interpretation suggests that time-dependent in-
creases in the reflectivity will be stronger in InSb than in Si,
as the onset of reflectivity enhancement occurs at much
lower carrier density. The electron-hole plasma generated by
the leading edge of the laser pulse will increase the reflec-
tivity for the trailing edge of the pulse, reducing the absorbed
laser energy. This analysis assumes that the electronic exci-
tations equilibrate much faster than the duration of the laser
pulse. This assumption is reasonable, given that a significant
fraction of the electronic equilibration will occur on a

sub-10-fs time scale,59 and also consistent with the use of a
single chemical potential in the theoretical calculations.

To apply this model to the data, we calculate carrier den-
sities for two limiting conditions. First, we assume a constant
reflectivity of 0.1, which is consistent with prior analysis. In
the second analysis, we assume that electronic relaxation oc-
curs much faster than the laser pulse duration. For this case,
the electronic system is instantly equilibrated to the Fermi–
Dirac distribution consistent with the absorbed energy, and
then this time-dependent carrier density is used to calculate a
time-dependent reflectivity. Figure 6 shows the laser fluence
dependence of the mean carrier density for these limiting
conditions. The pulse profile is depicted in arbitrary units in
the inset of Fig. 6. These calculations show that the reflec-
tivity rapidly increases in the same carrier density range that
the phonon dispersion curves rapidly soften. This will have
the effect of decreasing the number of carriers excited for a
given increase in laser fluence in the range where the lattice
stability is most sensitive to carrier density. This result is
relevant to the experimental measurements independent of
the detailed electron dynamics as long as this critical carrier
density range is created during the laser pulse duration.

Before calculations and experiment can be compared, the
validity and limitations of this comparison should be ad-
dressed. The nonuniformity of the experimentally generated
and probed carrier density distinguishes experiment from
theoretical calculation. The nonlinear absorption of the laser
pulse results in a large carrier density gradient within the
first hundred nanometers of InSb, though ambipolar carrier
diffusion will greatly reduce this gradient before significant
atomic motion has occurred.60,61 For x-ray probe depths
comparable to or deeper than the laser penetration depth,
x-ray diffraction will measure the crystal response for a
range of carrier densities. This carrier density averaging that
occurs for a given laser fluence and x-ray incidence angle
makes an accurate quantitative comparison between experi-
ment and theory impossible. Nonetheless, trends can be es-
tablished and average carrier densities estimated so that
qualitative comparisons can be achieved.
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FIG. 5. �Color online� Reflectivity �p-polarized and 65° inci-
dence with respect to the surface normal� as a function of carrier
density, calculated as described in the text. The solid line represents
InSb and the dashed line represents Si. The lower band gap and
optical effective mass move the InSb curve to lower carrier densi-
ties and will cause increases in reflectivity at lower carrier densities
as compared with Si.
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FIG. 6. �Color online� Carrier density as a function of incident
laser fluence, using the Drude model for reflectivity �dot� and a
constant reflectivity of 0.1 �dash�. Carrier densities are calculated
over the 140 nm x-ray probe depth for 0.4° x-ray incidence and 65°
laser incidence with respect to the surface normal. The inset dis-
plays the generated carrier density as a function of time for a
150 mJ /cm2, 50 fs FWHM pulse, overlayed with the pulse profile
in arbitrary units �solid�.
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IV. DISCUSSION

Section III A presents density functional perturbation
theory calculations of the phonon dispersion curves of InSb
as a function of electronic temperature. In Sec. III B, a for-
mulation to transform these quasiequilibrium lattice dynam-
ics calculations into time-dependent diffraction intensities
has been presented. The information contained in the calcu-
lations of Sec. III A can now be used with Eqs. �3� and �5� to
produce temporal diffraction profiles, which can be com-
pared to the experimentally measured diffraction transients
initiated by an intense laser excitation.

Predicted time-dependent diffraction intensities are calcu-
lated by using the phonon frequencies and polarization vec-
tors obtained from the DFPT lattice dynamics results. Figure
7�a� presents the temporal diffraction profiles for 3.7%,
5.5%, and 9.0% carrier densities, probing at the �111� Bragg
peak. Also shown for comparison purposes are data collected
at 130 mJ /cm2 ��5% carrier density� excitation fluence
from Gaffney et al.32 and a 410 fs full width at half maxi-
mum �FWHM� Gaussian, representing constant rms velocity
disordering. Figure 7�b� shows the same curves and data for
the �220� Bragg peak. In this case, the Gaussian representing
inertial dynamics is a 250 fs Gaussian. All curves shown are
convolved with a 180 fs FWHM Gaussian to account for the
temporal instrument response of the experimental data.33

The predicted diffraction intensities for lower carrier den-
sities show a decrease in intensity due to phonon softening
followed by a partial recovery, with recurrences in the dif-
fracted intensity extending beyond the 1 ps time delay
shown. This effect will not be present in the experimental
data due to effects that have not been considered in the
model presented above, such as atomic collisions, carrier dif-
fusion and recombination, vibrational heating, and phonon-
phonon scattering. Upon increasing the carrier density, the
destabilization of the potential energy surface becomes evi-
dent as the disordering times become increasingly shorter.
For both the �111� and �220� Bragg peaks, the calculated
diffraction profiles at 5.5% carrier density are consistent at
early times with the 130 mJ /cm2 ��5% carrier density�
time-dependent diffraction data from Gaffney et al.32 These
calculated diffraction curves show nearly constant velocity
dynamics for time delays less than 500 fs, which is consis-
tent with experimental observations. Deviations between ex-
periment and theory at later times are attributed to the effects
mentioned above that are not included in this model.

A uniformly softened Debye model for the phonon disper-
sion of laser-excited InSb also provides similar time-
dependent diffraction curves to those presented in Fig. 7.33

Despite the significantly different phonon dispersions used in
the models, we obtain similar results due to the integration
over all phonon modes in Eq. �5�. This integration makes the
time-dependent Debye–Waller insensitive to the details of
the phonon dispersion. While the Debye model generates
qualitatively similar results, they cannot be directly com-
pared to experiment because they cannot be correlated with
carrier density or laser fluence. This represents a significant
advantage for the more thorough theoretical approach pre-
sented in this paper.

As noted in the Introduction, previous theoretical work
indicated that the lattice instability in Si should first develop

for acoustic phonons transverse at the L point, leading to an
anisotropy in the disordering, with motion in directions
transverse to the �111� occurring faster than motion in the
�111� direction.17,20 This prediction is at odds with the ex-
perimental finding of Gaffney et al. for InSb, where rms
displacements increase faster when projected along the �111�
direction than along the �110� direction.32 To compare the
present work with earlier theory and experiment, time-
dependent rms displacements projected on a specific lattice
vector are obtained as urms

Q �t�=�−ln�I�t�� /Q2, where I�t� is
the normalized time-dependent diffraction intensity. Time-
dependent changes in rms displacements projected along the
�111� and �110� directions, 	urms

Q �t�, are extracted for InSb
and found to be isotropic. Figure 8 displays this predicted
rms displacement, along with data from Gaffney et al. col-
lected at an excitation fluence of 130 mJ /cm2 ��5% carrier
density�.32

As noted above, the calculated displacement curves are
not able to reproduce the anisotropy observed by Gaffney et
al. after constant velocity disordering.32 This is most likely
due to the fact that the model presented here only accounts
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FIG. 7. �Color online� �a� Predicted time-dependent �111� dif-
fraction intensity for InSb at carrier densities of 3.7% �dash�,
5.5% �dot�, and 9.0% �dash-dot�, shown with data collected at
130 mJ /cm2 ��5% carrier density� fluence from Gaffney et al.
�Ref. 32� ��� and a 410 fs FWHM Gaussian �solid�, representing
the time scale for inertial dynamics probed at the �111� Bragg peak
at room temperature �Ref. 31�. �b� Predicted time-dependent �220�
diffraction intensity for carrier densities of 3.7% �dash�, 5.5% �dot�,
and 9.0% �dash-dot�, shown with data collected at 130 mJ /cm2

��5% carrier density� fluence from Gaffney et al. �Ref. 32� ��� and
a 250 fs FWHM Gaussian �solid�, representing the time scale for
inertial dynamics probed at the �220� Bragg peak at room tempera-
ture �Ref. 31�. All curves have been convolved with a 180 fs
FWHM Gaussian representing the instrument response.
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for electronically induced softening of the potential energy
surface. It does not account for structural dynamics after the
onset of collisional dynamics or deviations from a Gaussian
distribution of atomic displacements, which would invalidate
the assumptions underlying both the experimental and theo-
retical analysis. Based on the disagreement between data and
theory, it can be postulated that the anisotropy observed by
Gaffney et al. does not arise from the directionality of the
electronically induced softening.

The insensitivity of disordering dynamics over a large flu-
ence range was interpreted by Hillyard et al. to indicate a
potential energy surface that was insensitive to large carrier
density changes, a conclusion in contradiction to earlier the-
oretical work on Si.33 To compare the experimental data and
theory contained in this paper, carrier densities associated
with each experimental data point are calculated for the two
limiting cases presented in Sec. III C. To facilitate the com-
parison of theory and experiment, we parameterize the dy-
namics with a single time constant, �1/e, the time required for
the normalized �111� diffraction intensity to reach a value of
1 /e. In Fig. 9, the �1/e values for both the experimental and
theoretical data points are plotted for comparison. In the
main portion of the figure, the experimental fluences are con-
verted to carrier densities by using the transient reflectivity
Drude model. The inset displays the experimental data points
plotted versus a carrier density calculated by using the con-
stant reflectivity model.

As seen in Fig. 9, the transient reflectivity model allevi-
ates the large discrepancy between theory and experiment.
This improved agreement reflects an idiosyncrasy of InSb;
the rate of change in the reflectivity appears to be greatest in
the same carrier density range where the crystal dynamics
have the greatest carrier density dependence. Hence, the in-
sensitivity of the measured dynamics to large changes in la-
ser fluence appears to result from an inability to couple laser
energy into the crystal once a critical carrier density has been
achieved. There still exists a regime where the disordering is
insensitive to carrier density, though it is much narrower than
previously estimated by Hillyard et al. It is also evident that

the sharp decrease in disordering times occurs at a higher
carrier density in the theory as compared to experiment.
These effects likely reflect the continued uncertainty about
the estimated average carrier density.

V. SUMMATION

Density functional perturbation theory calculations of lat-
tice dynamics as a function of carrier excitation have been
performed to assist in the interpretation of ultrafast x-ray
diffraction measurements of laser-induced disordering in
InSb.31–33 The calculations qualitatively resemble previous
work done on Si, but the lattice instability develops with a
directionality distinct from that seen in Si. The anisotropy
seen in the calculated phonon dispersion curves does not
generate any substantial directional dependence on the time-
dependent rms displacement. The summation over all wave
vectors q� that occurs in the calculation of the Debye–Waller
factor makes diffraction insensitive to anisotropy in the pho-
non softening, at least for highly symmetric crystal struc-
tures. Time-resolved diffuse scattering would allow one to
probe changes in the phonon dispersion at a particular wave
vector and could, therefore, be critical in elucidating the pre-
cise disordering dynamics. The carrier density dependence of
the calculated time-dependent rms displacements also re-
semble the experimental laser fluence dependence of the dis-
ordering dynamics, once the time-dependent optical reflec-
tivity of InSb has been taken into account. The dynamics
extracted from these theoretical calculations only account for
the impact of electronically driven lattice softening on the
time dependent x-ray diffraction intensity, yet they still result
in a strong qualitative agreement between theory and experi-
ment. This represents convincing evidence that the initial
disordering dynamics generated in InSb by intense laser ex-
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FIG. 8. �Color online� Time-dependent root-mean-square dis-
placement �solid� for a carrier density of 5.5% calculated as de-
scribed in the text, convolved with a 180 fs FWHM Gaussian rep-
resenting the instrument response. Displacements were found to be
isotropic in the �111� and �110� directions. Symbols represent ex-
perimental data collected at 130 mJ /cm2 ��5% carrier density�
from Ref. 32 for the �111� ��� and �110� ��� directions.
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FIG. 9. �Color online� Time for the normalized diffraction in-
tensity to drop to 1 /e is displayed as a function of the carrier den-
sity. The theoretical data points are calculated within the time-
dependent Debye–Waller model by using the DFPT lattice
dynamical data and are displayed as a solid line. The experimental
data points are from Hillyard et al. �Ref. 33�, with carrier densities
calculated by using the Drude transient reflectivity model ���. The
inset displays the same solid line, representing the theoretical data
points. However, it is compared with the experimental data points
plotted with carrier densities calculated by using the constant reflec-
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citation results predominantly from electronically induced
modifications of the potential energy surface.
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