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To elucidate the intrinsic nature of anomalous Hall effect in d-electron systems, we study the ac anomalous
Hall conductivity �AHC� in a tight-binding model with �dxz ,dyz� orbitals. We drive an analytical expression for
the ac AHC �xy���, which is valid for finite quasiparticle damping rate �=� /2�, and find that the ac AHC is
strongly dependent on �. When �= +0, the ac AHC shows a spiky peak at finite energy � that originates from
the interband particle-hole excitation, where � represents the minimum band splitting measured from the Fermi
level. In contrast, we find that this spiky peak is quickly suppressed when � is finite. By using a realistic value
of ���� at �=� /2 in d-electron systems, the spiky peak is considerably suppressed. In the present model, the
obtained results also represent the ac spin Hall conductivity in a paramagnetic state.
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I. INTRODUCTION

In usual metals, the ordinary Hall effect due to Lorentz
force is widely observed. In this case, the Hall resistivity is
proportional to the applied magnetic field. In ferromagnets,
in addition, the Hall resistivity that is proportional to the
magnetization is observed, which is called the anomalous
Hall effect �AHE�. Therefore, the conventional expression
for the Hall resistivity �H is given by �H=RH

0 B+4	RH
a M,

where RH
0 and RH

a are the ordinary and anomalous Hall coef-
ficients, B is the magnetic field, and M is the magnetization.
The mechanism of the AHE has been intensively studied for
a long time.

The study by Karplus and Luttinger1 �KL� in 1954 was
the first theoretical approach to the AHE, and it was refined
by Luttinger2 in 1958. They pointed out that the anomalous
Hall conductivity �AHC� �xy

a �=RH
a M /�2� is finite and dissi-

pationless ��xy
a 
�0� when M �0 in multiband systems with

the spin-orbit interaction �SOI�. This KL term is called the
“intrinsic AHE” because it is due to the interband particle-
hole excitation, and it exists even in systems without impu-
rities. On the other hand, alternative mechanism due to im-
purities was proposed as the “extrinsic AHE.” Smit3 showed
that extrinsic AHC due to the impurity skew scattering fol-
lows �xy

sk
�−13. Later, Berger4 found that another extrinsic
mechanism, i.e., the side jump mechanism, gives �xy

sj 
�−24.
Recently, AHE due to skew scattering and side jump mecha-
nism has been studied based on linear response theory and
semiclassical Boltzmann equation approach.5–7

After KL, intrinsic AHE has been studied by several spe-
cific theoretical models.6–16 Recently, AHE in the Rashba
two-dimensional �2D� electron systems has been intensively
studied.17–22 In Refs. 20–22, they have reported that the AHC
vanishes in the Rashba model due to the cancellation by the
current vertex correction �CVC� due to impurities unless the
lifetime is spin dependent. In graphene system, the appear-
ance of large quantum spin Hall effect has been predicted
when the Fermi level lies inside the gap.23–25

In general, intrinsic AHC is composed of the “Fermi sur-
face term” and the “Fermi sea term.”26 Recently, Sundaram
and Niu12 and Onoda and Nagaosa13 reported that KL’s
AHC, which is a part of the Fermi sea term, is expressed in

terms of the “Berry curvature” in the case of �= +0, where �
is the quasiparticle damping rate. In several simple
models,12,13,16,23 the Berry curvature term gives the correct
AHC since another Fermi sea term exactly cancels with the
Fermi surface term. However, it presents erroneous result in
the high resistive regime since the cancellation of other terms
becomes imperfect.16,27,28

ac transport phenomena have been attracting much inter-
est for a long time since they can provide detailed and deci-
sive information on the magnetic properties and the elec-
tronic structure of magnetic materials. For example, the ac
AHE have been studied as the well-known magneto-optical
effect �MOE�. In transition metal ferromagnets, theoretical
studies of MOE had been reported in Refs. 29–31. Therein,
the overall behavior of the experimental ac AHCs at high
frequencies are reproduced in many transition metals. More-
over, in high-TC superconductors �HTSCs�, ac Hall effects
have been intensively studied by Drew and co-workers.32–38

They found that the Hall coefficient RH��� in HTSCs shows
a prominent � dependence, which cannot be reproduced by
the extended-Drude form. This anomalous ac transport phe-
nomena can be explained by the fluctuation-exchange ap-
proximation by considering the CVC.39–41 These studies on
ac transport phenomena showed the significance of the
strong antiferromagnetic fluctuation in HTSCs. In similar, ac
AHE at low frequencies will be a fruitful study to understand
the intrinsic nature of AHE.

Recently, ac AHEs in SrRuO3 and Fe were calculated
based on the local density approximation �LDA� band
calculations.14,15 According to the ab initio calculation,42 the
ac spin Hall effect �SHE� for p-type semiconductors was also
studied. In Ref. 14, they predicted that ac AHC has a sharp
and spiky peak at low frequencies that originate from the
interband transition under the assumption that �= +0. How-
ever, in metallic systems, the damping rate ���� should be
finite for ��0 even at zero temperature because of inelastic
scattering: In a Fermi liquid, the quasiparticle damping rate
is given as ����
 ��	T�2+�2�, where T represents the tem-
perature. Therefore, a reliable calculation on the ac AHC for
finite � is highly required.

The aim of this paper is to obtain the reliable expression
for the ac AHC for finite � based on the �dxz ,dyz�-orbital
tight-binding model. For this purpose, we derive an analyti-
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cal expression for the ac AHC including both the Fermi sur-
face and Fermi sea terms based on the linear response theory.
This expression is valid for finite � if the CVC is negligible.
Using this expression, the ac AHC at low frequencies, where
��4000 K, is studied in detail. We find that the intrinsic ac
AHC shows a non Drude-type behavior. In the case of �=
+0, it has a sharp and spiky peak at �=�. Here, � is the
minimum band splitting measured from the Fermi level and
��1000 K in usual transition metals. However, this spiky
peak is easily suppressed by finite �. By using a realistic
value of ���� at �=� /2 in usual metals, the spiky peak is
almost smeared out. We also find that the overall behavior of
the ac AHC is reproduced well by the Fermi surface term,
whereas the Berry curvature term reproduces the correct ac
AHC only when ��. Since this condition is not satisfied in
usual metals for ���, the Berry curvature term gives erro-
neous ac AHC in the real metallic systems.

Now, we explain that ac AHE at low frequencies can pro-
vide important information on the mechanism of the AHE.
For a long time, the origin of AHE �intrinsic or extrinsic� in
real systems has been unsettled problem. In clean heavy fer-
mion systems, �xy

a is independent of � �i.e., RH
�
2� suffi-

ciently below the coherent temperature T0, whereas �xy
a


�−2�RH
�
0� above T0.43–46 This fact indicates that the in-

trinsic AHE is dominant in clean samples.9 Also, recent ex-
periments for several transition metal complexes have re-
ported that �xy

a is independent of � in the low resistive
regime,47,48 whereas �xy

a decreases in proportion to �−2 in the
high resistive regime.48 Based on the intrinsic AHE in
�dxz ,dyz�-orbital tight-binding model, Kontani et al.16 ex-
plained this experimental result in transition metal ferromag-
nets. However, in dc AHE, it is not easy to distinguish ex-
perimentally, which mechanism �intrinsic or extrinsic� is
dominant since the introduction of randomness, by which
both the resistivity � and the skew scattering increase, makes
the analysis of experimental results difficult. In contrast, ac
AHE may be useful to solve this problem by measuring the
disorder-free samples: Since the AHC due to the skew-
scattering mechanism is proportional to �−1 if elastic scatter-
ing is dominant, the ac AHC due to this mechanism shows a
sensitive � dependence like the Drude-type behavior:
�xy

sk���
 ��− i��−1 for small �. On the other hand, ac AHC
due to the intrinsic mechanism is independent of � for �
�, as shown in this paper. Therefore, ac AHE will be use-
ful to resolve the controversy over the origin of the AHE
without necessity to introduce disorders.

Finally, we comment on the ac SHE: SHE is the phenom-
enon that an applied electric field induces a spin current in a
transverse direction. Recently, Yamada and co-workers27,28,49

found that the huge SHE is ubiquitous in multiorbital
d-electron systems. The origin of the huge SHE is the “ef-
fective Aharonov–Bohm �AB� phase” induced by the atomic
SOI with the aid of interorbital hopping integrals. Since
sz-spin current operator jx

z is given by jx
z =−�e �jx↑− jx↓� in the

present model, the relation �xy
z =−�e�xy holds. Here, jx↑�jx↓� is

the charge current operator for ↑�↓� spin and �xy
z � jx

z /Ey.
Therefore, interesting � dependence of ac AHC derived in
the present study is also expected to be realized in ac spin
Hall conductivity �SHC�.

II. MODEL AND HAMILTONIAN

In this paper, we study a square lattice tight-binding
model with dxz and dyz orbitals, which is a simplified model
of a famous triplet superconductor in Sr2RuO4.50 The
�dxz ,dyz�-orbital tight-binding model is one of the simplest
models for studying the AHE in transition metal
ferromagnets.16 Using this model, we derive explicit expres-
sions for ac AHC that is valid for finite quasiparticle damp-
ing rate.

To realize the AHE in ferromagnets, the SOI is indispens-
able. In a perfect ferromagnetic metal with �=0.1, the

atomic SOI �l̂ · ŝ is replaced with −��M /�B�l̂z, where � is the
coupling constant. The intrinsic AHE is caused by the inter-
band transition of quasiparticles due to the off-diagonal ele-

ments of l̂z .1 In the d-electron systems, the matrix element of

l̂z is finite only for �yz�lz�zx	=−�zx�lz�yz	= i and �xy�lz�x2

−y2	=−�x2−y2�lz�xy	=2i. Note that �zx	 and �yz	 are given by
the linear combination of lz=�1, and �xy	 and �x2−y2	 are
given by the linear combination of lz=�2. In pure transition
metals, since the energy splitting between t2g and eg orbitals
is smaller than the bandwidth, the interband transition of the
quasiparticle between dxy orbital �in t2g� and dx2−y2 orbital �in
eg� should be taken into account correctly. In fact, we have
found that the SHE is mainly caused by �dxy ,dx2−y2� orbital in
pure transition metals.28 On the other hand, in ruthenates,
since the energy splitting between t2g and eg orbitals are
large, AHE is mainly caused by �dxz ,dyz� orbital. In fact,
�dxz ,dyz�-orbital tight-binding model can explain important
experimental fact, as reported in Ref. 48. We note that the
mechanisms of large AHEs arises from �dxz ,dyz� orbitals and
�dxy ,dx2−y2� orbitals are the same: The effective AB phase
factor of conduction electrons due to d-atomic angular mo-
mentum with the aid of the atomic SOI and the interorbital
hoppings.27,28,49

Here, we represent the creation operator of an electron on
dxz �dyz� orbital as ĉk

x† �ĉk
y†�. The Hamiltonian without SOI is

given by H0=
kĉk
†ĥk

0ĉk, where16

ĥk
0 = � �k

x �k
xy

�k
xy �k

y � , �1�

and ĉk
†= �ĉk

x† , ĉk
y†�. �k

x =−2t cos kx, �k
y =−2t cos ky, and �k

xy

=4t� sin kx sin ky, where −t and �t� are the hopping inte-
grals between nearest-neighbors and next-nearest-neighbors,
respectively. They are shown in Fig. 1.

In the present model, the velocity matrix v̂�=�ĥk
0 /�k�

��=x ,y� is given by

v̂x = � 2t sin kx 4t � cos kx sin ky

4t � cos kx sin ky 0
� , �2�

v̂y = � 0 4t � sin kx cos ky

4t � sin kx cos ky 2t sin ky
� . �3�

We should stress that the off-diagonal elements of v̂x,
vx

xy =vx
yx, are odd functions of ky. In the same way, vy

xy =vy
yx

are odd functions of kx. They are called the “anomalous ve-
locity.” In Secs. II and V, we will see that AHC �xy

a is pro-
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portional to ��vx
xxvy

xy	. This implies that sizable AHC is
caused by anomalous velocity with the aid of atomic SOI.
Consequently, the atomic d-orbital degree of freedom gives
rise to the huge AHC in transition metal ferromagnets.

Next, the atomic SOI, which is indispensable for AHE, is

given by H�=
kĉk
†ĥ�ĉk. Here, ĥ� in the present bases is

given by16

ĥ� = − sgn�sz���̂y , �4�

where �̂y represents the Pauli matrix for the orbital space.
Hereafter, we set �B=1 for the simplicity of the calculation.

The Green’s function in the presence of atomic SOI is

given by Ĝk���= ��+�− ĥk
0− ĥ��−1, which is expressed in the

present model as follows:16

Ĝ��� = �Gxx��� Gxy���
Gyx��� Gyy���

� , �5�

=
1

d����� + � − �k
y �k

�k
� � + � − �k

x � , �6�

where �k=�k
xy − i� sgn�sz� and d���= ��+�−�k

x���+�−�k
y�

− ��k�2, which is expressed as

d��� = �� + � − Ek
+��� + � − Ek

−� , �7�

Ek
� =

1

2
��k

x + �k
y� ��k

x − �k
y�2 + 4��k�2� . �8�

Here, Ek
� represents the quasiparticle dispersion. Figures 2�a�

and 2�b� show the Fermi surface and the band structure ob-
tained in the present model for �t , t��= �1,0.1�, which is re-
alized in Sr2RuO4 .51 The electron density per spin n is set as
0.4. The energy splitting �� represents the minimum band
splitting ��Ek

+−Ek
−�� measured from the Fermi surface of the

Ek
� band. In Fig. 2, ��= �Ek

+−Ek
−� at k�

� , and k� represents the
position of the minimum band splitting ��min��+ ,�−�.

Here, we consider the quasiparticle damping rate �̂���.
Microscopically, it is given by the imaginary part of the self-

energy, �̂k���. For simplicity, we assume that �̂��� is diag-
onal with respect to orbitals and is independent of the mo-
mentum: ������=�������, where � and � are orbital
indices. This assumption is justified in the case of the elastic

scattering due to local impurities since the local Green’s
function g��=
kG�� is small for ��� in the case of �
Wband, where Wband is the bandwidth.16 This fact is also
justified in the case of inelastic scattering due to on-site Cou-
lomb interaction in the dynamical mean field approximation,
where the self-energy is composed of the local Green’s func-
tions. Using Eq. �6�, the retarded and advanced Green’s func-
tions are given by

G���
R ��� = G����� + i����� , �9�

G���
A ��� = G����� − i����� , �10�

respectively. Hereafter, we assume that the renormalization

factor ẑk��1−��̂ /���−1=1 since it cancels out in the final
expression of the AHE.16

III. ac HALL CONDUCTIVITY

In this section, we derive an analytical expression for the
ac Hall conductivity �xy��� and the ac longitudinal conduc-
tivity �xx��� based on the linear response theory by dropping
all the CVC. The other approach to the AHE, which is the
semiclassical Boltzmann equation approach, is also

FIG. 1. �Color online� �a� Hopping integrals between the same
orbitals. �b� Hopping integrals between the different orbitals, which
is given by the nearest neighbor hopping. Note that the sign of the
interorbital hopping integrals change by 	 /2 rotation. This fact
gives rise to the anomalous velocity.
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FIG. 2. �Color online� �a� Fermi surface for n=0.4. Here, we set
�t , t��= �1,0.1�, which corresponds to Sr2Ru04. Here, �= �0,0�, M
= �	 ,	�, and X= �0,	�. �b� Band structure in the present model.
Here, we set n=0.4, �=0.2, and t / t�=0.1.

THEORY OF AC ANOMALOUS HALL CONDUCTIVITY IN… PHYSICAL REVIEW B 77, 195129 �2008�

195129-3



useful:6,7,12 In Ref. 6, the equivalence of these two methods
has been shown in the 2D Dirac-band graphene system.

Until Sec. V, we assume that the elastic scattering due to
the impurity potential is dominant over the inelastic scatter-
ing due to electron-electron interaction. In this case, the qua-
siparticle damping rate is given by �imp���=nimp	I2N��� /1
−	IN���, where N��� is the density of states per orbital,
nimp is the impurity concentration, and I is the impurity po-
tential. Since the � dependence of N��� is small in the
present model, we omit the � dependence of �imp. In Sec. V,
we study the ac Hall conductivity in systems where inelastic
scattering is dominant. In this case, we have to take account
of � dependence of the damping rate.

Here, we comment on the CVC due to the local impurity
potential. In the Born approximation, the lowest order CVC

is given by . In the d-orbital tight-binding models, Ĝ has an

even parity with respect to k↔−k. Therefore, �Ĵ�=0 since

�� /�k��Ĝ= ĜĴ�Ĝ is an odd function.16,28,49 In contrast, the
CVC plays an essential role in the Rashba models.20–22

According to linear response theory, the ac Hall conduc-
tivity is given by

������ =
1

i�
�K��

R ��� − K��
R �0�� , �11�

where K��
R ��� is the retarded correlation function, which is

given by the analytic continuations of the following thermal
Green’s function:

K����n� = e2 

k,k�,�,��,�,��

vk�
���vk��

���Qkk���n� , �12�

where

vk,� =
��k

�k�
, �13�

and

Qkk���n� = �
0

�

d�ei�n��T��ak��
† ���ak����ak���

† �0�ak���0��� .

�14�

If we drop the CVC, Qk,k� is given by

Qkk���n� = − �kk��
−1


n1

G�����n1
�G�����n + �n1

� , �15�

The diagrammatic expression of �����n� is shown in Fig. 3.
Performing the analytic continuation carefully, the expres-

sion for the ac Hall conductivity �xy��� is given by

�xy��� = 

k,��,�,��,�

� d�

2	

− 1

�
vx
���vy

�����f�� + �/2�

− f�� − �/2��G���
R �� + �/2�G���

A �� − �/2�

+ f�� + �/2�G���
R �� + �/2�G���

R �� − �/2�

− f�� − �/2�G���
A �� + �/2�G���

A �� − �/2�� ,

�16�

where f��� is the Fermi distribution function. Here, we di-
vided �xy��� into two terms, where the first term in the
square bracket corresponds to the Fermi surface term �I�, and
the second and third terms correspond to the Fermi sea term
�II�. Since I term consist of GRGA, whereas II term consist of
GRGR and GAGA, the division of �xy��� into these two terms
is unique. Hereafter, we drop the factor e2 /� in ������ to
simplify the expressions. Note that Kxy

R �0�=0 since it is pro-
portional to GRGR−GAGA .16

Now, we first take the summation over �� ,� ,�� ,� in Eq.
�16�. In the present model, the terms ��� ,� ,�� ,��
= �x ,x ,x ,y� , �x ,x ,y ,x� , �x ,y ,x ,x� and �y ,x ,x ,x� remain finite
after k summation, just like the calculation of dc AHC in
Ref. 16. Considering the square lattice symmetry of the
present model, we obtain the following expression:

�xy��� = 

k

i�

	�
� d�vx

xxvy
xy��f�� + �/2�

− f�� − �/2��
� + 2i�

dR�� + �/2�dA�� − �/2�

+ f�� − �/2�
�

dR�� + �/2�dR�� − �/2�

− f�� + �/2�
�

dA�� + �/2�dA�� − �/2�� , �17�

This integration by � can be calculated analytically, and the
final result for the ac Hall conductivity �xy��� at T=0 is
given by

�xy��� = �xy
I ��� + �xy

IIa��� + �xy
IIb��� , �18�

�xy
I ��� =

i�

	�



k
vx

xxvy
xy 1

Ek
+ − Ek

−� 1

Ek
+ − Ek

− − � − 2i�
�ln�� + � − Ek

+ + i�

� − Ek
− − i�

� − ln� � − Ek
+ + i�

� − � − Ek
+ − i�

��
−

1

Ek
+ − Ek

− + � + 2i�
�ln� � − Ek

+ − i�

� + � − Ek
− + i�

� − ln�� − � − Ek
+ − i�

� − Ek
− + i�

��� , �19�

�

�

� �

�

�

�

�

�

�

�

�

�

�

�

�

�

�

	




	




FIG. 3. Diagrammatic expression for �xy��n�.

T. TANAKA AND H. KONTANI PHYSICAL REVIEW B 77, 195129 �2008�

195129-4



�xy
IIb��� =

2i�

	�



k
vx

xxvy
xy 1

Ek
+ − Ek

−� 1

Ek
+ − Ek

− + �
�ln�� − Ek

+ + i�� + ln�� − Ek
− − i��� +

1

Ek
+ − Ek

− − �
�ln�� − Ek

− + i��

+ ln�� − Ek
+ − i���� , �20�

�xy
IIa��� =

− i�

	�



k
vx

xxvy
xy 1

Ek
+ − Ek

−� 1

Ek
+ − Ek

− + �
�ln�� + � − Ek

− + i�� + ln�� − � − Ek
+ − i��� +

1

Ek
+ − Ek

− − �
�ln�� + � − Ek

+ + i��

+ ln�� − � − Ek
− − i���� −

1

2
�Eq . �20�� , �21�

If we set �=0, the obtained expression reproduces the dc
AHC given in Ref. 16 In the above equations, we divided the
Fermi sea term into two terms, which are �xy

IIa��� and
�xy

IIb���: �xy
IIb is called the Berry curvature term.12,13,42,52 Here,

we analyze Eqs. �19�–�21� in the clean limit nimp→0
��→0� and show that the real part of �xy

IIb��� in Eq. �20�
corresponds to the expression, which are frequently used to
calculate �xy���. In the band-diagonal representation �Ek

� ;�
=��, we can show that the off-diagonal velocity is given
by16

vx
��̄vy

�̄� = − i�
vx

xxvy
xy + vx

xyvy
yy

Ek
� − Ek

�̄

+ �terms which vanish with k summation� .

�22�

Since Im�ln�x�� i��=�	��x� for �→ +0, Eq. �20� is re-
written in the band-diagonal representation as follows:

�xy
IIb��� = − i 


k,m�n

�m�v̂x�n	�n�v̂y�m	
�

f�Ek
n� − f�Ek

m�
� + Ek

n − Ek
m + i�

,

�23�

where m ,n are the band indices, and an infinitesimal imagi-
nary part i� is included to maintain the analytic property of
the Hall conductivity. The obtained expression of �xy

IIb��� in
Eq. �23� corresponds to the expression that is used to calcu-
late �xy��� in Refs. 29–31, 42, and 52.

In literatures, Eq. �23� has been frequently used since
�xy

I ���+�xy
IIa=0 for �= +0. However, this condition for �

will not be satisfied in the real metallic systems since � in-
creases with � due to inelastic scattering. For this reason,
�xy�����xy

IIb��� in usual metals. Therefore, for reliable cal-
culation, we have to analyze I, IIa, and IIb terms on the same
footing.

Here, we comment on the physical meaning of the three
terms: �xy

I and �xy
IIa are finite only when the Fermi surface

exists, whereas �xy
IIb is finite even if the Fermi surface is

absent.16 �xy
IIb term is the origin of the quantum Hall effect

and the quantum spin Hall effect.23–25,53–55

According to Eq. �11�, the expression for the ac longitu-
dinal conductivity �xx��� is given by

�xx��� = 

k,��,�,��,�

� d�

2	

− 1

�
vx
���vx

��� � �f�� − �/2�G���
R

��� + �/2��G���
R �� − �/2� − G���

A �� − �/2��

+ f�� + �/2��G���
R �� + �/2� − G���

A �� + �/2��G���
A

��� − �/2� − f����G���
R ���G���

R ���

− G���
A ���G���

A ����� . �24�

In the same way as �xy���, we can calculate �xx��� analyti-
cally. By dropping the terms that vanish after k summation,
�xx��� is given by

�xx��� = 

k

− 1

2	�
��vx

xx�2A��� + 4vx
xxvx

xyB��� + 2�vx
xy�2C���� ,

�25�

where

A��� = I12 − 2��k
y − i��I11 − ���/2�2 − ��k

y − i��2�I10 − �I32

− 2��k
y + i��I31 − ���/2�2 − ��k

y + i��2�I30� − �I22

− 2�k
yI21 − ���/2 + i��2 − ��k

y�2�I20� − 2i

� Im�K2 − 2��k
y − i��K1 + ��k

y − i��2K0� , �26�

B��� = �k
xyI11 − �k

xy��k
y − i��I10 − ��k

xyI31 − �k
xy��k

y + i��I30�

− ��k
xyI21 − �k

xy�k
yI20� − 2i�k

xy Im�K1 − ��k
y − i��K0� ,

�27�

C��� = I12 − ��k
x + �k

y − 2i��I11 + ���k
xy�2 − �2 + ��k

x − i��

���k
y − i�� − ��/2�2�I10 − �I32 − ��k

x + �k
y + 2i��I31

+ ���k
xy�2 − �2 + ��k

x + i����k
y + i�� − ��/2�2�I30�

− �I22 − ��k
x + �k

y�I21 + ���k
xy�2 − �2 + �k

x�k
y

− ��/2 + i��2�I20� − 2i Im�K2 − ��k
x + �k

y − 2i��K1

+ ���k
xy�2 − �2 + ��k

x − i����k
y − i���K0� , �28�

and
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I1n = �
−�

+�/2

d�
�n

dR�� + �/2�dR�� − �/2�
,

I2n = �
−�/2

+�/2

d�
�n

dR�� + �/2�dA�� − �/2�
,

I3n = �
−�

−�/2

d�
�n

dA�� + �/2�dA�� − �/2�
,

Kn = �
−�

0

d�
�n

dR���dR���
�n = 0,1,2� .

These integrals can be performed analytically. As a result, we
obtain the expression for the ac longitudinal conductivity
�xx��� at T=0. We can verify analytically that this expres-
sion reproduces the longitudinal conductivity �xx at �=0,
which is given in Ref. 16.

IV. NUMERICAL STUDY

In this section, we perform the numerical study for both
�xy��� and �xx��� at T=0, assuming a perfect ferromagnetic
state, where n↓=n and n↑=0. In this case, mz=�Bn. Hereaf-
ter, we set �B=1. Also, we put the coupling constant of SOI
as �=0.2. It corresponds to 800 K if we assume t=4000 K,
which is a realistic value in ruthenates. The main purpose of
this section is to elucidate the frequency ��� dependence and
the damping rate ��� dependence of the ac Hall conductivity.
We perform the k summations in Eq. �18� for �xy and in Eq.
�25� for �xx numerically, dividing the Brillouin zone into
5000�5000 meshes. By using the obtained results for
�xy��� and �xx���, we also present the � and � dependences
of the Hall coefficient RH���=�xy��� /�xx

2 ��� and the Hall
angle �H���=�xy��� /�xx���. The unit of conductivity in this
section is e2 /ha, where h is the Plank constant and a is the
unit cell length. If we assume the length of unit cell a is 4 Å,
then e2 /ha�103 �−1 cm−1.

Figure 4 shows the � dependence of Re �xy��� for �
=0.001, 0.1, and 1. When �=0.001, Re �xy��� has a sharp
peak at ���, as shown in Fig. 4�a�. In this case, Re �xy

IIb���
�Berry curvature term� reproduces the total AHC Re �xy���
well. On the other hand, we see from Figs. 4�b� and 4�c� that
the spiky peak of Re �xy��� is significantly suppressed when
� is large. This fact is well reproduced by the Fermi surface
term �xy

I ���, whereas a sharp peak remains in the Berry cur-
vature term �xy

IIb��� against large �. Therefore, �xy
IIb��� gives

incorrect result of AHC when � is finite. We note that an-
other Fermi sea term �xy

IIa��� is not shown in Figs. 4�b� and
4�c� since two Fermi sea terms satisfy the relationship
�xy

IIa����−�xy
IIb��� for any value of �. As a result, the Fermi

sea term is small in magnitude, and �xy
I ��� gives a main

contribution to �xy���. Thus, �xy
I ��� reproduces the total ac

AHC well for wide range of �,

�xy��� � �xy
I ��� �Fermi surface term� . �29�

This is one of the most important results in the present paper.
Recently, the LDA calculations of AHC and SHC in real

systems were performed by considering finite �.56–58 How-
ever, the effect of � is underestimated in their calculations
since only �xy

IIb is calculated.
We have checked the reliability of the numerical study in

two ways: First, we verified that the ac conductivities �all
�xx���, �xy���, �xy

I ���, �xy
IIa���, and �xy

IIb���� reproduces the
dc conductivities ��=0� derived in Ref. 16. Second, we cal-
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FIG. 4. �Color online� � dependence of Re �xy���, Re �xy
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IIb��� for �=0.001 in �a�, for �=0.1 in �b�, and for �=1 in

�c�. In �b� and �c�, a sharp peak at ��� in Re �xy
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culated the sum rule for �xy��� numerically. The sum rule for
�xy��� is given by

�
0

�

d� Re �xy��� = 0. �30�

Equation �30� is easily recognized from facts that �xy���
����−2 as ���→�, and it is analytic in the upper-half plane
of the complex � space. Here, we performed the numerical �
integration of r��0

Xd� Re �xy��� /�0
Xd��Re �xy����, where

we put X=100. It should vanish identically when X=� ac-
cording to the sum rule. We have verified that r�10−3,
which suggests the high reliability of the present numerical
study.

Hereafter, we show the numerical results of ac AHC in
more detail. We first discuss the �-dependence of the ac Hall
conductivity �xy���. Re �xy��� for various values of � is
shown in Fig. 5�a�. When � is very small, Re �xy��� has a
sharp peak at finite energy �. After reaching the peak at �
��, Re �xy��� decreases drastically and changes its sign.
According to Eqs. �18�–�21�, the main contribution for
Re �xy��� comes from area near k� in Fig. 2. When � be-
comes large, however, Re �xy��� becomes almost constant

for 0����, and the peak at ��� vanishes. In Fig. 5�b�,
we show the � dependence of Im �xy��� for various �. For
�=0.001 and 0.01, Im �xy��� starts to increase drastically
around �=�, and it takes a maximum value at ��0.5,
which is slightly larger than �. We see that this peak is
suppressed as � increases.

Now, we discuss the difference of the � dependences be-
tween dc AHC and Re �xy���. It is a well-known property
that dc AHC �xy is independent of � in the low resistive
regime, where ��.1,9,16 This property can be recognized in
Fig. 5�a� at �=0. In contrast, at finite frequencies, Re �xy���
for �=0.001, 0.01, and 0.05 in Fig. 5�a� behaves quite dif-
ferent from each other, especially around ���. Thus, the �
dependence of the ac AHC is much more sensitive to the
value of � compared to the dc AHC.

We also discuss the � dependence of Re �xx���. Figure 6
shows that Re �xx has the Drude peak at �=0. It also shows
a shoulder-type peak at ���, which originates from the
interband transition.

Here, we examine the � dependence of the Hall coeffi-
cient RH���=�xy��� / ��xx����2 and the Hall angle �H���
=�xy��� /�xx���. The real and imaginary parts of RH��� are
shown in Figs. 7�a� and 7�b�, respectively. From Figs. 7�a�
and 7�b�, we see that both Re RH��� and Im RH��� changes
significantly at ��� for small �. After reaching a peak at
���, Re RH��� changes its sign, whereas Im RH��� re-
mains negative. However, this sharp peak at ��� can be
easily suppressed as � increases, and Re RH��� for �=0.1
and 0.5 remains negative. As for the Hall angle, its � depen-
dence is shown in Fig. 8. When � is small, Im �H��� shows
a peak at ���, and it changes its sign for ���.

Here, we briefly discuss the � dependence of RH��� and
�H��� based on the simple Drude model. In the case of �
�, �xy

a �����xy
a �0�, and �xx�����xx�0� /1− i��, where �

=1 /2�. Then, RH����RH�0��1− i���2
 �4�2−�2�−4i��
and �H�����H�0��1− i���
2�− i�. This analysis well ex-
plain the numerical results in Figs. 7 and 8 for ��.

V. CALCULATION OF ac HALL CONDUCTIVITY WHEN �
IS ENERGY DEPENDENT

In Sec. IV, we calculated the ac AHC in the constant �
approximation, assuming that the inelastic scattering due to
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local impurities is dominant. However, in usual metals, in-
elastic scattering due to electron-electron interaction will be
dominant since the quasiparticle damping rate increases with
�: In a Fermi liquid, the imaginary part of self-energy
Im ���� is given by

���� = − Im ���� = ���	T�2 + �2� + ��0� , �31�

when T and � are not large, where � is a constant and T
represents the temperature. ��0� represents the damping rate
at the Fermi level due to elastic scattering. Here, we study
the ac AHE when the quasiparticle damping rate ���� is
given by Eq. �31� by setting ��0�=0.005.

When the damping rate ���� depends on �, we cannot
use Eqs. �18�–�20�. Therefore, we perform the numerical cal-
culations in Eq. �16� for �xy���. To perform this, we decom-
pose Eq. �16� in the difference of integral interval as follows:

�xy��� = �xy
A ��� + �xy

B ��� , �32�

�xy
A ��� = − 


k,�,��,�,��
�

−�/2

�/2 d�

2	�
vx
���vy

���G���
R �� + �/2�

��G���
R �� − �/2� − G���

A �� − �/2�� , �33�

�xy
B ��� = − 


k,�,��,�,��
�

−�

−�/2 d�

2	�
vx
���vy

���

��G���
R �� + �/2�G���

R �� − �/2� − �R ↔ A	� .

�34�

Here, we remind the readers that only the terms
��� ,� ,�� ,��= �x ,x ,x ,y�, �x ,x ,y ,x�, �x ,y ,x ,x�, and
�y ,x ,x ,x� remain finite after the k summation. Therefore,
Eqs. �33� and �34� are rewritten as follows:

�xy
A ��� = 


k

i�

	�
�

−�/2

�/2

d�vx
xxvy

xy�� + i��� + �/2� − i��� − �/2�
dR�� + �/2�dR�� − �/2�

−
� + i��� + �/2� + i��� − �/2�

dR�� + �/2�dA�� − �/2� � , �35�
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�xy
B ��� = −

2�

	�



k
�

−�

−�/2

d�vx
xxvy

xy�� Im� 1

dR�� + �/2�dR�� − �/2�� + ���� + �/2� − ��� − �/2��Re� 1

dR�� + �/2�dR�� − �/2��� .

�36�

We perform the k summations in Eqs. �35� and �36� nu-
merically, dividing the Brilliouin zone into 1000�1000
meshes. As for the numerical � integration, we perform
�X

−�/2d� in Eq. �36�, by setting X=500. Since the domain of �
integration in Eq. �36� is about 100 times larger than that in
Eq. �35�, � integration is performed by dividing it into
50 000 meshes for the former integration and 500 meshes for
the latter integration.

Now, we show the numerical results. Figure 9 shows the
� dependence of the ac Hall conductivity for �=0.1, 0.5, and
1, which corresponds to ��� /2�=0.0094, 0.027, and 0.049.
The result of Re �xy��� for constant � ��=0.03 and 0.05� are
shown for comparison. We see that the obtained Re �xy���
using Eq. �31� is well reproduced by the constant � approxi-
mation for ��� by setting �=��� /2�. To explain this fact
analytically, we derive an analytical expression for
Re �xy��� when ���� is � dependent. At zero temperature,
�xy��� is mainly given by,

�xy��� 
 �
−�

0

d�

k
��Ek

+ − ����� − Ek
−�

�� 1

� + � + � − Ek
+ + i��� + ��

1

� + � − Ek
− − i����

+
1

� + � + � − Ek
− + i��� + ��

1

� + � − Ek
+ − i����� .

�37�

We note that the first term represents the interband tran-
sition at ��Ek

+−Ek
−, and the second term corresponds to

−��Ek
+−Ek

−. Hereafter, we neglect the second term since we
study ��0 in the present study. By taking the pole of first
term in Eq. �37�, �xy��� can be estimated as

�xy��� 
 i�
−�

0

d�

k
��Ek

+ − ����� − Ek
−�

�� − 	��� + � + � − Ek
+�

Ek
+ − Ek

− − � − i��� + �� − i����

+
	��� + � − Ek

−�
− Ek

+ + Ek
− + � + i��� + �� + i����� . �38�

Therefore, �xy��� for ��Ek
+−Ek

− is given as

�xy��� 
 i

k

��Ek
+ − ����� − Ek

−�
� − �Ek

+ − Ek
−� + i��Ek

+ − �� + i��Ek
− − ��

.

�39�

In the case of ���, the k summation in Eq. �39� is re-
stricted around k�

� . Then, we approximate as Ek
+��+� /2

and Ek
−��−� /2.39,40 As a result, we obtain the following

extended-Drude �ED� expression for ���:

�xy��� 

i

� − � + 2i�ED���
, �40�

where �ED��� is approximately given by

�ED��� =
1

2
����/2� + ��− �/2�� = ���/2� , �41�

For example, when �=1 and ��0�=0.005, the damping rate
at ��� is estimated as ��� /2��0.049. We also verified
that Re �xy��� is mainly given by the Fermi surface term
when the damping rate ���� depends on �.

Here, we remark that Eq. �31� is appropriate only for
small �. According to the perturbation theory with respect to
Coulomb interaction, ���� will increase drastically for ���
�� due to the interband excitation. This fact will suppress
�xy��� for ��2� further. Therefore, for a more reliable
study, we have to calculate the � dependence of ���� micro-
scopically.

Finally, we comment on two important future problems.
The first one is the detailed study of the Coulomb interaction
effect on the ac AHE. According to the microscopic Fermi
liquid theory, the effect of Coulomb interaction is exactly
renormalized to the self-energy correction and the CVC. As
we have shown, the imaginary part of the self-energy tends
to suppress the ac AHC. As discussed in Ref. 16 the renor-
malization factor due to the real part of the self-energy, z
= �1− � �����

�� ��=0�−1, exactly cancels in the formula of the ac
AHC given by Eq. �18�. On the other hand, it is well-known
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fact that the CVC due to Coulomb interaction causes various
anomalous transport phenomena in the vicinity of the mag-
netic quantum critical points �QCP�.59–63 This fact suggest
that the CVC may cause novel temperature dependence of
the ac AHC near the magnetic QCP. This is an important
future problem.

Another future problem is to perform a more reliable cal-
culation on ac AHC based on a realistic tight-binding �TB�
model. Recently, we have calculated SHC in 4d- and
5d-transition metals based on the Naval Research Laboratory
tight-binding model.27,28 This model enables us to construct
nine-orbital �s+ p+d� TB models for each transition
metal.64,65 In the future, we will study ac AHC based on this
model to obtain more reliable results for ac AHC.

VI. DISCUSSIONS

A. Comments on experiments

In Secs. IV and V we have discussed the � dependence of
ac AHC. We found that the spiky peak at � exists when � is
very small, whereas it is easily suppressed as � increases.
The value of the damping rate ���� at ��� /2 determines
the characteristic behavior of the ac AHC. Here, we show
that the spiky peak may vanish in d-electron systems by
using the experimental value of ����: Černe et al.66 reported
the damping rate ���� in Au and Cu. As for Cu �Au�, the
damping rate ���� is obtained as �600�700� cm−1 when the
frequency is �900�1000� cm−1. This means that �
�600 K�0.15 at ��900 K�0.25 in the present unit of
energy. Since ��1000 K in usual transition metals,27,28 the
observed damping rate is large enough to suppress the spiky
peak of the ac Hall conductivity. Furthermore, the damping
rate in the strongly correlated systems will be larger than
those in Au and Cu. Therefore, we conclude that the peak of
�xy��� at ��� will be tiny or absent in usual transition
metal ferromagnets.

As shown in Figs. 4 and 5, the intrinsic ac AHC shows
prominent deviation from the Drude-type behavior. On the
other hand, the ac AHC due to the skew-scattering mecha-
nism is expected to follow the Drude-type behavior �xy

 ��− i��−1 for small �. Therefore, ac AHC measurements
will be quite useful to distinguish between the AHE due to
intrinsic effect and that due to extrinsic effect, without ne-
cessity to introduce disorders.

B. Summary of the present study

In this paper, we studied the intrinsic ac AHE in transition
metal ferromagnets based on �dxz ,dyz�-orbital tight-binding

model. We derived an analytical expression for the ac AHC
that is valid for any quasiparticle damping rate � without
CVC by performing the analytic continuation carefully. We
find that the intrinsic ac AHC does not follow the Drude-type
behavior. When � is very small, ac AHC has a spiky peak at
���, which arises from the interband transition, as ex-
plained in Fig. 4�a�. This behavior corresponds to the previ-
ously reported results by Fang et al.14 When � is finite, how-
ever, the spiky peak is easily suppressed to be small or
absent. In this case, the magnitude of ac AHC remains al-
most unchanged in the region 0 ���. We also calculated
�xx���, the Hall coefficient RH���, and the Hall angle �H���:
RH��� and �H��� show a sharp peak at �=� for small �,
whereas this peak is easily suppressed as � increases, as
shown in Figs. 7 and 8.

The overall behavior of the ac AHC �xy��� is reproduced
by the Fermi surface term �I�, as in the case with the dc
AHC. The Fermi surface term strongly depends on �,
whereas the Berry curvature term �IIb� has a weak depen-
dence of �. Although the relation �xy�����xy

IIb��� holds in
the present model when � is very small, the relation �xy���
��xy

I ��� is well satisfied for a wide range of �. Therefore,
prominent � dependence of ac AHC is well reproduced by
the Fermi surface term. We stress that �xy�����xy

IIb��� even
if �= +0 in general multiorbital systems.16,49 For a quantita-
tive study of the intrinsic AHC, however, we have to calcu-
late both the Fermi surface term and the Fermi sea terms on
the same footing.

Finally, we comment on the ac SHE. Recently Kontani et
al.49 studied the intrinsic SHE in d-electron systems.
Therein, they have found that the present �dxz ,dyz� tight-
binding model shows huge SHE. In the present model, SHC
�xy

z is given by �−� /e� times the AHC �xy: �xy
z =−�e�xy since

the spin of the conduction electron is conserved. Therefore,
interesting � dependence of ac AHC derived in the present
study is also expected to be realized in ac SHC in various
transition metal complexes.
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