PHYSICAL REVIEW B 77, 155109 (2008)

Embedded-cluster self-consistent partial-wave method: Extending the spatial scale
of electronic structure calculations

Frank W. Averill'? and Gayle S. Painter*
Materials Science and Technology Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831-6114, USA
2Center Jfor Materials Processing, University of Tennessee, Knoxville, Tennessee 37996-0750, USA
(Received 19 November 2007; published 8 April 2008)

An efficient approach to extending the spatial scale of electronic structure calculations is described in this
work. The method is formulated as a combination of the “interacting fragments” concept of Harris [Phys. Rev.
B 31, 1770 (1985)] and the divide and conquer (D&C) method of Yang [Phys. Rev. Lett. 66, 1438 (1991);
Phys. Rev. A 44, 7823 (1991)], which recognizes the intrinsic locality of electron bonding and is devised to
optimize the total electron charge density within an approximate representation of partitioned components.
Beginning with a brief review of D&C concepts, we report results from this method using the D&C as an
“embedding” method for coupling an atomic cluster to its extended environment. The convergence properties
as implemented within the self-consistent partial-wave (SCPW) linear variational method are illustrated
through various applications. In particular, results from a study of the adsorption of La atoms at the prism plane
of 3-SizN, demonstrate the practicality of the SCPW using D&C as an embedding technique.
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I. INTRODUCTION

In his original paper,' Yang introduced the divide and con-
quer (D&C) method as a way of overcoming the order N3
problem that makes the ab initio and first-principles solution
of the wave equation for large molecules increasingly costly
as the number of atoms, N, increases. Essentially, Yang’s
method “partitions” a large molecule into {2 smaller molecu-
lar fragments (with fragment i having ~N; atoms where N;
<N). In the local density approximation (LDA) the one-
electron equation of each partition is then solved self-
consistently in the potential field of all the fragments. In this
way, the order N* problem of the larger molecule is reduced
to a sum over {) order —N> problems, where =N <N3. The
accuracy of the D&C method is only limited by how well the
electronic density within each partition or fragment repro-
duces the true self-consistent density of the larger molecule
in that partition.

At the lowest level approximation, which we label
D&C(0), the one-electron equation for each fragment is
solved [e.g., within the linear combination of atomic orbitals
(LCAO) method] using only basis functions corresponding
to the atoms in that fragment. In general, D&C(0) would not
be very accurate since in such an approximation atoms in a
given partition would interact with atoms in another only
through their classical Coulomb fields. (Of course, when the
two partitions in question are widely separated the atoms in
separate partitions would indeed interact only classically.)
The D&C(0) approximation may be improved upon by
supplementing the basis set in each partition with basis func-
tions associated with atoms (called buffer atoms') outside of,
but adjacent to, the given partition. After calculating the elec-
tronic density of each “buffered” atom cluster, the densities
of the buffer atoms lying outside the original fragments are
effectively truncated by multiplying the density of each «
fragment by a partition function, P“. In principle, a precise
result within the LCAO approximation is obtained if each
fragment is buffered with all the atoms outside the fragment.
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However, this would defeat the purpose of the method in that
as much work would go into solving the wave equation for
each fragment as would be expended in solving that for the
original large molecule directly. The usefulness of D&C de-
pends upon obtaining sufficient accuracy for a specific prob-
lem with a modest amount of buffering. This approach is
supported by the now widely recognized concept of the
“nearsightedness” of electrons? which suggests that the spa-
tial range of quantum interactions of electrons is usually lim-
ited. Numerous successful applications of D&C*!7 in the
literature, as well as the success of subsequent order-N
methodologies,'® give further credence to the D&C concept.

In a recent paper,'® the authors used the self-consistent
partial-wave (SCPW) method? in a study of the convergence
of ground state properties and equilibrium structures of mol-
ecules as approximate representations of the electron charge
density were systematically improved. By its construct, the
SCPW method treats atomic clusters with precision that can
be controlled within specified regions. Thus an “active re-
gion” of a cluster can be treated with high precision, whereas
certain approximations can be evoked for the remainder. In
this sequel work, we investigate the potential of D&C as an
embedding scheme within the SCPW framework. Our ap-
proach is in the spirit of the embedded-cluster method of
Zhu, et al.;’ however, it differs in some details. Within D&C
embedding, a finite atom cluster is used to simulate the local
effect of an impurity or defect within a solid or at a solid
surface. In order to reduce the computational effort, the im-
purity and its first few shells of neighboring atoms are cho-
sen as one of the D&C partitions and the remaining atoms,
representing the so called “external” environment, are parti-
tioned into one or more additional fragments. Besides the
reduction in the N°> computational effort afforded by D&C,
this approach also provides a simple way of computationally
separating the two physical regions (impurity region and ex-
ternal environment).?! It is commonly assumed?? that a mini-
mal number of approximations and an extensive basis set
should be used in the impurity region, while less precise
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models can be used elsewhere. The D&C method provides
the means for a smooth transition from one spatial region
and level of approximation to another.

Many of the constructs used in the original D&C method
(e.g., density partitioning, numerical integration, and atom-
centered partial-wave expansions for densities and poten-
tials) are already components of the SCPW method, such that
D&C is straightforward to implement in a controlled way.
Sections IT A and II B give some of the details of this imple-
mentation, including a discussion in Sec. II C of the compu-
tation of the kinetic and potential energies within D&C. In
Sec. II D the problem of computing forces on atoms in the
D&C approximation is considered by deriving an analytical
expression for the force as the derivative of the D&C energy.
Zhao and Yang> heuristically obtained a different expression
for the D&C force by applying D&C concepts to the rigor-
ous analytical expression for the gradient force associated
with the Harris energy. They showed that their expression
converges to the gradient of the D&C energy, but only if they
buffered each D&C fragment with many shells of neighbor-
ing atoms. In Sec. II D, an expression for the D&C force is
given which accurately gives the gradient of the D&C energy
independent of the level of buffering.

Section III begins with a brief review of computational
details (Sec. IIT A) followed by three applications of D&C,
including the N, molecule (Sec. III B) where it is shown that
the new expression for the gradient force accurately tracks
the numerical derivative of the D&C energy. For purposes of
illustrating the effect of buffering on the equilibrium geom-
etry of a molecule, a trivial application of D&C to the for-
mamide molecule (HCONH,) is given in Sec. III C. Divide
and conquer as an embedding technique is covered in Sec.
I D where we examine a model of the adsorption of La
atoms on the prism plane surface of B-SizN, grains as an
illustration. Section IV provides a summary with conclu-
sions.

II. COMBINED DIVIDE AND CONQUER SELF-
CONSISTENT PARTIAL-WAVE METHOD

A. Relationship between divide and conquer and the Harris
total energy expression

Yang’s elegant development! of D&C was based upon
approximating the Kohn—Sham (KS) energy; here we present
a different approach that views D&C as an approximation to
the total energy expression in Harris’s treatment®>>* of inter-
acting fragments. Although the final result will be the same
as Yang’s, some insights are gained along the way. It should
be pointed out that in his initial introduction of D&C,' Yang
used a real space function to partition the electronic density,
and we adopt that here. Later, Yang and Lee® introduced a
form of partitioning using the density matrix that is now
widely implemented in various modified forms. In the
present work, only the original real space form of D&C will
be discussed.

Within the formulation of Harris, the total energy of an
assembly of atoms is written in the Born—Oppenheimer
approximation® as?3-2426
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M
Ey= E ng;— f p(7) { %d’[(;) + /wic(?)]dﬂ E. [p/]+ Enys
(1)

where the sum is over M occupied one-electron states with
energies {g;} and occupation numbers {n;} that are solutions
of the associated one-electron equation,

lﬁi(;) = gi‘;bi(’_:)- ()

I D+ VAP + D)

Here p; is the “input” electronic density used to construct the
associated Coulomb potential, ¢,;, the exchange-correlation
potential, /Li(,, and the total exchange-correlation energy, E,..
The contributions of the atomic nuclei to the Coulomb po-
tential and total energies are, respectively, Vy and Eyy. In the
original Harris procedure,” Eq. (2) is not iterated to self-
consistency and the total energy in Eq. (1) is solely depen-
dent upon the basis set and the choice of input density, p;.
The advantage of Eq. (1) over the standard Kohn—-Sham en-
ergy, which explicitly includes the electronic kinetic energy
but not the one-electron energies {¢,}, is that first-order errors
in the input density, p;, produce only second-order errors in
the total energy, Ey.

Yang' introduced the concept of D&C with an expression
similar to Eq. (1), which is derived from the KS total
energy,”’ where at self-consistency the input density, p;, is
assumed to equal the output density p, generated by the sum
over all one-electron states,

M
PO(F) = E ni|¢i(;)|2- (3)

The D&C is thus a self-consistent method generating the
input density; in contrast, Harris’s input density is an ap-
proximation to the output density. Yang later introduced ap-
proximations for the input density by defining a partitioning
operator,P“, for each molecular fragment defined such that
the total density is represented by a sum over {) molecular
fragment densities p;* determined by the M* states of each
fragment as follows:

9] M

Q
P1(’7) = E P;I = E P“(F)z ”ﬂ‘%a(mz (4)

The specifics of the partition function P* are somewhat ar-
bitrary, but it must have the property of being close to unity
near atoms in fragment «, while falling off rapidly to zero
near atoms outside the fragment. Its purpose is to smoothly
join the densities of adjacent fragments, while limiting the
overlap of their densities. Yang introduced a fragment parti-
tion function in terms of the spherically averaged free atom
densities, {plz} of the atoms composing the fragment. For a
given fragment «,

pei) = S0 (s)

>¢P(F)
B

where
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atoms in 3

gfN= 2

k

[o(r 12, (6)

and r,=|r—R;|. The k sum runs over atoms in positions {R,}
within the given fragment, 8. The sum over eigenvalues of
the M-state system can be obtained in approximate form
from those of the () fragments, with partition « having M*
states. This is done by weighting the eigenvalue sum of frag-
ment « according to the occupancy and partitioned charge
integral of each state in the fragment,

Q M«

M
2 nie; = 2, E "fsf(f P“(7)|¢?(7)|2d7)- 7

This expression reflects the major advantage of the D&C
approach, i.e., replacing the eigenvalue problem for the
M-state system by a number ({)) of smaller M“ state systems
(M ,<M). The M one-electron eigenfunctions {¢{'} of the «
molecular fragment are solutions to the one-electron equa-
tion

=3 )+ V) + DR = . (8)

Solutions in partition « are expanded in basis functions
primarily associated with atoms belonging to the & molecu-
lar fragment. However, the orbitals on “buffer atoms” can
also be chosen to supplement a given fragment’s LCAO ex-
pansion, although they are defined on atoms that lie outside
the partition. The one-electron potentials ¢; and ,u,fm in Eq.
(8) are calculated from the D&C total density p; defined in
Eq. (4) and the nuclear potential V,, includes all sites in the
total system. Self-consistent solutions to Eq. (8) are found
iteratively and simultaneously for all ) fragments of the
original molecule. Following usual procedures, at the end of
each iteration, a new input density p; is obtained from Eq. (4)
and the one-electron potentials from this density are deter-
mined for the next iteration of Eq. (8) for each fragment a.

The occupation numbers for a fragment {n{'} can in prin-
ciple be determined by usual zero-temperature Fermi statis-
tics such that n=1 for those levels with one-electron ener-
gies {&'} below the Fermi energy e and n=0 for levels
above it. However, with the density partitioning described in
Eq. (4), occupied valence states no longer necessarily con-
tribute a full electron to the total charge. In D&C such states
contribute a reduced charge, 7, given by

wr=n [ POl ©

to the total input charge of the system, where 7<n". That
is, the fragment occupation numbers {n{'} are essentially
scaled by the partition operator to the amount of charge in-
side the given fragment. Therefore the one-electron levels
must be filled in order of increasing energy until the total
number of the electrons N, in the system is reached in which
case the {7} satisfy
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Q mMe

22 7 =N.

(10)

In zero-temperature Fermi statistics, the Fermi energy &p
is the same as (or slightly above) that of the last occupied
level. However, as a result of partitioning [see Eq. (9) and
the condition of Eq. (10)], the occupation number n;* of a
level near & can range between 0 and 1. In iterative calcu-
lations, where two or more levels fall at the Fermi energy,
the levels can be partially occupied at &g, such that a local
minimum in the total energy is obtained. Achieving stability
of the system as occupation numbers change can be rather
challenging in some cases. A rather elaborate method”® based
upon “steepest descent” treats the comparable problem in
traditional KS calculations. However, in this work we follow
the simpler approach used by Yang for dealing with cases of
competing levels at or near the Fermi energy in his develop-
ment of D&C. In this method,' based upon finite temperature
Fermi statistics, an inverse temperature B is chosen and oc-
cupation numbers are evaluated using the Fermi function, f,
according to the separation of the corresponding eigenvalues
from e as follows:

1

pT—

(1

ni'=fglep—e) =

For a selected B the Fermi energy must yield {7} satis-
fying Eq. (10). For a given temperature and Fermi energy,
the contribution of each eigenfunction to the total charge
[i.e., Eq. (9)] can be evaluated by a simple matrix multipli-
cation involving the raw basis functions (or symmetry orbit-
als) {¢;} and eigenvectors {cj} of a given iteration as

ME e
7= n,‘yz % czac,‘»}‘{sﬁ(, (12)
j
where
si= | P8 Da (13

These “partitioned-overlap integrals” {s%} can be evaluated
initially and then used through all iterative cycles to find 7"
for a given &f. In each cycle, the Fermi energy is determined
by variation to enforce charge conservation [Eq. (10)]. The
evaluation of the Fermi energy, even at finite temperature, is
therefore straightforward. Selection of the inverse tempera-
ture B is arbitrary; however, it suffices to choose a large
enough B that still ensures that the occupation numbers in
Eq. (11) and the #{" that depend upon them vary smoothly
with the Fermi energy. This inverse temperature is retained
throughout any series of related calculations.
In summary, the D&C total energy can be written as

Q mM*

Epec=2 2 ’7?8?‘fPI(F)B%(;HMM(F)]W

+E, [p/]+ Eyy, (14)

where the one-electron energies, {8?}, correspond to the self-
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consistent solutions of Eq. (8), the input density p; is ob-
tained from Eq. (4), and the partitioned-occupation numbers,
{7}, are given by Eq. (12).

B. Solving Poisson’s equation in the self-consistent-partial-
wave method

For each iteration in the self-consistent solution of Eq.
(8), the Coulomb potential due to the input charge density p;
[Eq. (4)] must be evaluated. In the SCPW %2 method, this is
accomplished by first subtracting from p; the sum of the
spherically averaged densities p; of the constituent atoms to
yield a difference density

all atoms

AP =p(D- 2 pulry). (15)

k

The advantage of this subtraction process is that it largely
removes the rapidly changing core density from the total
density, and thereby allows use of fewer points in the radial
partial-wave grids. The remaining difference density [Eqg.
(15)] is in turn written as a sum of atom-centered partial
waves?*30 using a projection technique described in detail in
Refs. 20 and 29. The result is that the input density p; [Eq.
(4)] can be approximated with controlled accuracy by the

quantity
all atoms Imax(k) 1
51(;) = E pk(rk) + E E p;(m(rk)yfm(fk) >
k =0 m=—I

(16)

where k) 18 the largest [ value of the partial-wave expan-
sion on atom site k. This approximate density is, along with
all dependent potentials and energies, denoted with a tilde in
subsequent expressions. In principle, this approximation for
p; can be made arbitrarily accurate by increasing ). In
Ref. 19, the authors showed that within the SCPW, [,
=2 gives bond distances in a particular set of molecules to
within +0.01 A.

The Coulomb potentials v, and v}, are directly calculated
from the atom density p, and the partial-wave density pfm,
respectively. The potential of p; can then be exactly ex-
pressed as

all atoms Imax(k) 1
<7’I('7)= 2 [Uk(’”k)+ 2 E vfm(rk)ylm(fk):|~

k =0 m=-1
(17)
Introducing p; as an approximation to p;, the D&C total en-

ergy [Eq. (14)] and the one-electron equation [Eq. (8)] are
given by

Q Mm@ {
Fosc= 2 3 e - [ 50| 107 + .09 |0
+E, [P+ Eny (18)

and
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1 ~
=S VEH (D) + V(D) + B (AP =279 (). (19)

The only difference between the potential sets {¢;, i’} and
{¢;, !} is that the first set is evaluated from p; and the
second from p;.

C. Kinetic and potential energies

It is possible to obtain compatible D&C expressions for
kinetic and potential energies by solving Eq. (19) for the
one-electron energy e and substituting that expression into

Eq. (18), giving a new but equivalent expression for E p&C as
follows:

Q m*

Epec=2 2 k' + f Po(NLBY(F) + Vy(F) + B (PdF

- f pir) { %551(;) + ﬁxc(;):|d7+ E. [p]+ Eyy,

(20)
where
= | wf‘*[— %V} e e
and
O M*
AGEPIPITAIAG] (22)

The above sum of fragment densities, p,, will also be re-
ferred to as an “output” density in that it is formed from the
solutions of Eq. (19). It is interesting to compare this new
output density, p,, with the input density p; given in Eq. (16).
They are both approximations to the KS density p, in Eq.
(3), but differ in how D&C partitioning is accomplished. For
p, [Eq. (22)], partitioning comes from the partitioned-
occupation numbers {7} as defined in Egs. (10)—(13). Parti-
tioning enters p; through Eq. (16) and p; in Eq. (4).

Equation (20) can be transformed into a simpler expres-
sion by adding and subtracting the term 1/2 [ p/(7)[ ¢,(7)]dr
and introducing the difference density

Ap(F) = p,(r) = pi(r), (23)
giving

Q m*

Epec=2 2 k' + J ALV + 5 &P Jar + . [ 7]

B+ f AFDIVAD + B + B PIF. (24)

The first term in Eq. (24),
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o M@
KOpec= 2 E 7k, (25)

is the D&C approximation to the KS kinetic energy of the
noninteracting electron gas of density p, given in Eq. (3).
Furthermore, both Egs. (20) and (24) can be viewed as
approximations®® for the Kohn-Sham energy of the elec-
tronic density p,, accurate to first order in Ap (although p, is
approximated by p, in computing Ap). Similarly, the last
term of Eq. (24) yields the first-order corrections to the
electron-nuclear, electron-electron, and exchange-correlation
energies.

From Eq. (24), it is easily shown that Ep 4 becomes sta-

tionary (i.e., SEpgc=0) when i satisfies the one-electron
equation, Eq. (19). This relationship between Egs. (18) and
(19) ensures that first-order errors in ;" will produce at most

second-order errors in ED&C.

Equation (25) can be used to derive a D&C expression for
the kinetic energy of the interacting electron system. It has
been shown that within the LDA, the exchange-correlation
contribution to the kinetic energy density can be expressed in
terms of the exchange-correlation potential w,. and energy
density e, as’1*?

txc(;) = SMXL(;) - 48)&'(':)) . (26)
This relationship and Eq. (18) suggest that appropriate ex-
pressions for the D&C kinetic and potential energies in the

LDA are, respectively,

Q m*

KEpec= 2 2 nik{ +3 f AL (D]dF ~ 4E [71]
(27)
and
PEpgc=Epgc—KEpgc- (28)

Comparable expressions can in principle be obtained in the
generalized gradient approximation®’ (GGA); however, the
GGA exchange-correlation contribution to the kinetic energy
density involves additional terms** beyond those given in
Eq. (26).

D. Evaluation of the divide and conquer gradient force

The x coordinate of the force on the pth nucleus can be
formally obtained by computing the derivative of the total
energy ED&C with respect to the pth nuclear coordinate,

8ED&C/ dX,,. In computing the derivative of one-electron en-
ergies, it will be useful to make use of the following equiva-
lent expressions:

&= f y (AHYdr, (29)
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SV2+ V() + () + B (D g (Ddr.
(30)

&= f NGE

Using Epgc as given in Eq. (18),

Q M«

&ED&C 22‘9’” EOME]

p

[ i vl

lj *aﬁ(VN+¢1+M1) “d]
X

9pr 3%1 Iy
—f X [ ¢1+M1]d" fpllz&X oX, }dr

P
dp; . OE
+ | g gy SN 31)
X
p p

The second term in Eq. (31), involving basis derivatives, is
the basis set correction, or Pulay® force, arising from the
incompleteness in the basis set {¢y}. More will be said about
this term later. After combining terms and using the defini-
tion of p, given in Eq. (22), which is equivalently

Q m*

=2 2 7 (DY, (32)

Eq. (31) can be written as

Q mMe Q M«

&ED&C 225’7’ S5

TS

f lCWN &d), f7M1:|dr J~@d;
X, X Prox

p

f {(7#1] . OEyy (33)
X,

Reordering and combining terms, the D&C gradient force
simplifies to

aED&C=fp |:‘9VN:|d; JENN E E 577, o
X, X X, =< ax,”
QO M ko
. v OU
+ “ ! “dr + H—dr
%2”[ ox, f¢' X, r]
5'¢1 (7,“1
. 34
f (Po— P1)|: X, ax dr (34)

The first two terms in Eq. (34) are easily recognized as the
traditional Hellmann-Feynman®® force terms, although the
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use of the output density p, instead of p; might be a little
surprising. The third term is unique to D&C and we will call
it the partition force, F’ f; . The fourth and fifth terms are the
well known Pulay® and the density-fit correction?®? force
terms, respectively. Clearly, the fifth term becomes zero if
and when the input and output densities become equal. Simi-
larly, the Pulay force will approach zero as the LCAO basis
set {¢;} becomes more nearly complete.
Evaluation of the partition force,

Q M«

an’
P _ N«
FXP - g 2 &Xp o (35)

requires first finding the derivatives of the partitioned-
occupation numbers,{7;}. In principle, these derivatives
could be determined numerically by carrying out self-
consistent calculations at two slightly different values of
each coordinate for each atom and then approximating the
derivatives as ratios of the finite changes A#;"/AX),. Such a
computationally intensive procedure, however, is not very

efficient since one could just as easily approximate the com-

ponent forces in a similar way as —AED&C/ AX,,. Neverthe-
less, this procedure can and will be used in Sec. III B in
order to demonstrate the validity of the formalism in an ap-
plication to N,. To the authors’ knowledge a more efficient
way of computing the set of derivatives, {d7;"/ dX,}, and con-
sequently evaluating the D&C gradient force [Eq. (34)] has
not been given for the general case.

It should be pointed out that the sum of terms in Eq. (34),
excluding the partition force, takes the form of the gradient
force within the Harris energy (i.e., traditional “unparti-
tioned”) model under certain conditions. This results by re-
placing the partitioned-occupation numbers {7} with the
usual occupation numbers {n;} and restricting the partition
sum to the single total system. With the usual filling of states,
the occupation numbers {n;} under atom displacements can
only change at the Fermi energy, and conservation of the
number of electrons guarantees that the sum in Eq. (35) will
always be zero or at least small. In contrast, this term will not
in general be zero in the D&C method, as will be shown in
Sec. III B.

II1. APPLICATIONS
A. Methodology

In a recent paper'? results for a number of molecular sys-
tems were given using the full SCPW method to assess both
the self-consistent atom fragment (SCAF) and the non-self-
consistent atom fragment (NSCAF) models, as used with
simplified charge density models. The purpose of that work
was to assess possible embedding approximations. The D&C
results reported here use the same framework of numerical
methods and approximations. In particular, basis functions in
the present LCAO calculations are numerical atomic orbitals
supplemented by diffuse s, p, and d Gaussian functions re-
sulting in basis sets that are of approximate double-zeta qual-
ity. The LDA exchange-correlation approximation is that of
Vosko, Wilk, and Nusair.>’ All integrations are carried out
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numerically using the three-dimensional Gaussian quadrature
technique discussed in Ref. 20.

The energy in the NSCAF method without D&C (essen-
tially the original form of the Harris energy?®) reduces to a
form with the input density formed from the superposition of
spherically symmetrical atomic densities {p,(r)} in Eq. (16),
omitting the sums over partial waves. This model'® can be
easily generalized to encompass the D&C approximation for
the sum of one-electron energies [Eq. (5)]. The D&C-
NSCAF method, like the original Harris energy (i.e.,
NSCAF), is non-self-consistent; however, it has been
shown®# to be a useful approximation for very large atomic
clusters.

Forces on atoms in this work were evaluated in one of the
two ways depending upon the energy models being used and
the comparisons being made. In SCPW and NSCAF calcula-
tions, the forces can be determined using the well known
analytical gradient formalism?®?® with numerical integra-
tions. However, as discussed in Sec. II D, evaluation of the
analytical expression for the D&C gradient force is as yet
numerically impractical and, thus, except for validation of
the gradient force expression, D&C forces are found numeri-
cally by computing the total energy at two points on either
side of the coordinate value of interest and evaluating
AE/Ax.

B. Divide and conquer force: N,

Evaluation of the D&C gradient force [Eq. (34)] is com-
plicated by the partition force term [Eq. (35)]. Although the
partition force can be computed numerically, it is just as
efficient to compute the total force directly as a numerical
derivative of the D&C energy. However, for simple illustra-
tive purposes, the gradient force and its components were
calculated for the case of N, in the D&C(0) NSCAF model.

In Fig. 1(a), the N, binding energy is plotted as a function
of bond distance for the D&C(0) NSCAF method as well as
for several other related models.?® No buffering is used in the
D&C(0) approximation and therefore each of the two
D&C(0) fragments consists of just a single N atom. The
D&C(0)-SCPW and D&C(0)-NSCAF energy curves track
one another rather closely, implying that except at small
separations the contribution of self-consistency and higher
(1>0) partial waves to the D&C(0) model density is rela-
tively small. This unusually good agreement of the D&C(0)
energies is likely due to the large degree of spherical sym-
metry of the contributions of the N atoms in the D&C(0)
models, since the non-D&C models, SCPW and NSCAF,
produce considerably different curves. The close agreement
of D&C(0) model energies is also reflected in their respec-
tive force curves [Fig. 1(b)] where the D&C(0)-SCPW and
D&C(0)-NSCAF forces are close to one another except at
small bond distances. The two D&C(0) force curves are also
to a lesser extent close to the NSCAF force curve which
again probably reflects the sphericity of their atomic contri-
butions to their respective model electron densities.

A comparison of the D&C(0) NSCAF gradient force with
the force calculated directly as the numerical derivative of
the D&C(0) NSCAF energy is presented in Table I. The good
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FIG. 1. N, (a) binding energy and (b) atom force curves for four
different models discussed in the text. Bond distances are in a.u.
(bohr) and binding energies are in hartrees. Forces are in units of
hartrees/bohr.

agreement of these two independent evaluations of the force
provides validation of the gradient force expression given in
Eq. (34). The gradient force is further analyzed in terms of
the contributions of the so called partition (P) force (Eq.
(35)) and all other terms in Eq. (34), which we have chosen
to call collectively the Harris (H) force. An interesting prop-
erty of these two terms is that they are of about the same
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magnitude but are opposite in sign. Thus the gradient force
has its zero at the bond distance (1.948 a.u.) where partition
and Harris forces exactly cancel one another as Eq. (34)
requires.

C. Divide and conquer example: Formamide molecule

The formamide molecule (HCONH,, see Fig. 2) is a
trivial case for D&C; nevertheless, its small size makes it
simple to compare various levels of the D&C approximation
(i.e., with or without buffering) with accurate KS results.?
Computation of the differences within a single scheme has
obvious advantages. Furthermore, the planar geometry of
formamide simplifies illustration of various features of D&C
revealed in density contour plots.

In Table II, structural equilibrium results for three levels
of D&C approximation are given where in each case the
molecule has been partitioned into two fragments, HCO and
NH,. For reference, standard KS'? and experimental*? results
are also given. In all D&C calculations, zero-temperature
Fermi statistics were used to determine the occupation num-
bers {n{} defined by Eq. (11). For the partial-wave expan-
sions in Egs. (16) and (17), [,,,,=4 was chosen for each
atom.

The model labeled D&C(0) is the case of D&C with no
buffer atoms for the two fragments and represents the lowest
level of D&C approximation. Not surprisingly, D&C(0) pro-
duces large errors compared to the more accurate models,
D&C(1) and D&C(2), discussed below. As expected, the
C-N bond that connects the two fragments shows the largest
error (i.e., 7% too short) due to the lack of any quantum
interaction between the two atoms forming the bond. Some
bond angles also exhibit large errors. For example, the angles
C-N-H, and O-C-H are too small by 18° and 19°, respec-
tively.

Buffering each fragment with its nearest neighbor atom
yields the D&C(1) results in Table II. In the case of the NH,
fragment, the C atom and its basis set supplement the other
atoms of the fragment (see Fig. 3). Similarly, the N atom and
its basis set were added to those of the HCO fragment. As a
result of this minimum amount of buffering [D&C(1)], the C

TABLE 1. Binding energy (BE) (hartrees) of N, in the D&C(0) NSCAF model and a comparison of the
corresponding gradient force (total force) and numerical energy derivative (dE/dx) as functions of the bond
distance, R (bohr). Partition force (P force) and Harris force (H force) make up the total force (in hartrees/

bohr) of Eq. (34).

R BE P force H force Total force —dE/dx
1.70000 -0.30237 2.1794 —1.7884 0.3911 0.3904
1.80000 -0.33190 1.9944 -1.7879 0.2065 0.2066
1.90000 —0.34484 1.7618 -1.7040 0.0578 0.0580
1.94759 -0.34618 1.6461 -1.6461 0.0000 0.0001
2.00000 —0.34473 1.5212 -1.5749 -0.0537 —-0.0536
2.10000 —-0.33533 1.3037 —1.4326 -0.1289 —-0.1288
2.20000 -0.31997 1.1248 -1.2991 -0.1743 -0.1741
2.30000 -0.30111 0.9860 -1.1856 —-0.1996 -0.1996
2.40000 —-0.28037 0.8806 —1.0945 -0.2139 -0.2139
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(b) D&C(0)

Fragment2

FIG. 2. (a) Equilibrium structure of the formamide molecule in
the LDA. The cis and trans hydrogen atoms are labeled by sub-
scripts ¢ and 1, respectively. (b) The equilibrium structure at the
D&C(0) level (i.e., without any buffering), with partitioning into
two fragments, NH, and COH. Buffering each fragment with just
its nearest neighbor atom [i.e., D&C(1)] produces a structure which
is indistinguishable from the SCPW-LDA structure shown in (a).

and N atoms are now fully coordinated within their respec-
tive fragments and the errors of D&C(0) are dramatically
reduced (Table II). The C-N bond distance error of D&C(1)
is less than 1% and errors in bond angle are less than 3°.

PHYSICAL REVIEW B 77, 155109 (2008)

There are two ways to recapture standard KS results
within the D&C framework. The simplest approach is to treat
the entire cluster as a single D&C fragment. With no parti-
tioning, effectively no D&C approximation is made. The sec-
ond way is to buffer each of the ) fragments with all the
atoms outside each specific fragment. Of course this ap-
proach is the more inefficient, since one must solve the entire
problem () times. Nevertheless, for a small molecule such as
formamide, this second method can be easily carried out and
provides a useful cross check of the computational proce-
dures. The D&C(2) results in Table I were obtained in this
way and indeed agree with the standard KS results!® to
within the numerical precision of the calculations.

The charge density of the formamide molecule and the
effects of the partition functions are illustrated in Fig. 3. A
partition function can be seen to have the effect of projecting
a particular fragment’s density from the total electron den-
sity. In the formamide case, the partitioning operator, for the
NH, fragment, for example, effectively removes the density
contribution of the fragment’s buffer atoms [as seen in com-
paring Figs. 3(a) and 3(b)]. Similarly, it defines the NH,
fragment as part of the whole system, as seen by comparing
Figs. 3(b) and 3(e). This then minimizes the effect of trun-
cation error on the fragment’s contribution to the total den-
sity. The further out one buffers the contributing fragments,
the more accurate the total density although convergence is
not guaranteed to be uniform. When the partitioned densities
[Figs. 3(b) and 3(d)] of the two fragments in the D&C(1)
model are added together, the resulting density [Fig. 3(e)] is
indistinguishable from the standard self-consistent KS den-
sity, at least to the level of resolution of the figure.

The ground state total energies (E) and kinetic energies
(KEs) of formamide in the different models are tabulated in
Table III. The virial theorem, which is exactly satisfied in
density functional theory,? states that when the forces on the
atoms are zero, the total and kinetic energies are equal in
magnitude and opposite in sign. The fact that the calculated
relation meets the ideal one rather well for the KS formamide
results is indicative of the accuracy of the numerical integra-
tions and the high quality of the basis sets. Not surprisingly,
the virial theorem is less well satisfied by the D&C model
where the kinetic energies tend to be too small. For refer-
ence, the approximate kinetic energies of the noninteracting

TABLE 1I. Equilibrium bond distances (in A), bond angles (in deg), and binding energies (BEs) (in eV) for the formamide molecule
(HCONH,, see Fig. 2) using D&C with various levels of buffering. In each D&C model, the molecule was partitioned into the two
fragments: HCO and NH,. The D&C(0) notation denotes calculations without any buffering. D&C(1) indicates near neighbor buffering,
whereas D&C(2) is complete buffering to all neighbors. Kohn—Sham (KS) results from Ref. 19 using SCPW and microwave experimental

(Expt.) values from Ref. 40 are also given.

Bond lengths

Bond angles

Method c-0 C-N C-H N-H, N-H, O-C-N H-C-N C-N-H, C-N-H, BE
D&C(0) 1.178 1.255 1.112 1.046 1.016 105.7 113.4 100.3 123.3 35.39
D&C(1) 1.211 1.361 1.120 1.022 1.013 124.9 113.2 116.7 118.6 28.88
D&C(2) 1.214 1.349 1.119 1.019 1.015 124.7 112.2 118.4 1214 28.92
SCPW 1214 1.350 1.119 1.019 1.016 124.9 111.9 119.0 121.3 28.92
Expt. 1.219 1352 1.098 1.001 1.001 124.7 112.7 1185 120.0 NA
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FIG. 3. Contour plots of the D&C fragments for formamide in the D&C(1) model discussed in the text. (a) Density of the fragment, NH,,
and its C buffer atom. (b) Density of the C-buffered NH, fragment, but here multiplied by its partition function [see Eq. (5)]. (c) Fragment,
HCO, with its N buffer atom. (d) N-buffered HCO fragment density multiplied by its partition function. (e) Total density of formamide
obtained by adding the partitioned densities in (b) and (d).

electron gas (K;) are also given along with the differences As further confirmation of the D&C gradient force ex-
(KE-Kj). It is interesting to note that this difference remains pression [Eq. (34)], the components of forces on the atoms in
nearly constant across the different models, suggesting that ~ the formamide molecule are tabulated in Table IV near the
the kinetic energy error originates mainly from errors in K, ground state for the D&C(1) NSCAF model. In agreement
and the error is largely independent of the exchange- with the N, results (Sec. Il B), the partition and Harris
correlation terms of Eq. (26). forces at equilibrium are equal in magnitude and opposite in
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TABLE III. Ground state total energies (E), kinetic energies
(KEs), and approximate kinetic energies of the noninteracting elec-
tron gas (K,) for formamide using the different levels of D&C and
the full KS model. Differences between KE and K, appear in the
last column. All energies are in hartree at.u.

Model E KE K, (KE-K,)
D&C(0) ~168.8709  165.0586  164.0457 1.0129
D&C(1) ~168.6314  166.6905  165.6754 1.0151
D&C(2) ~168.6330  168.6401  167.6243 1.0158
KS ~168.6330  168.6333  167.6176 1.0157

sign. In addition, the components of the gradient force and
the energy derivatives are close to zero. The sum of compo-
nent forces is also nearly zero providing still more evidence
of internal consistency

D. Example of divide and conquer self-consistent-partial-wave
embedding: La bonding to -Si;N, crystal surface

It has been shown that D&C can describe structural fea-
tures of a molecule to arbitrary accuracy (within the limits of
the LDA) by including sufficient numbers of buffer atoms
outside each of the partitions.5 However, if the feature of
interest is sufficiently localized within the molecule, conver-
gence of D&C with respect to buffering may be optimized by
choosing the fragments so that the boundaries of the partition
in which the site is located are distant from the site. Never-
theless, it is proposed here that when D&C is being used as
an embedding scheme, buffering is limited to just near neigh-
bor atoms. Using the notation of previous sections, this lim-
ited form of D&C will be labeled D&C(1). In principle, if
D&C(1) embedding results obtained with a particular parti-
tioning scheme are shown to be sensitive to the degree of
buffering, one can choose to either (1) increase the size of

TABLE IV. For each atom in the planar formamide molecule, x
and y components of the partition force (P force), the Harris force
(H force), the total force, and the derivative of the D&C(1) NSCAF
total energy (dE/dx). Atoms are near their equilibrium positions.
Forces in units of hartrees/bohr.

Atom/axis P force H force Total force —dE/dX
N, 0.1193 -0.1192 0.0002 —-0.0006
N, 0.0487 -0.0486 0.0001 0.0003
C, -0.2837 0.2840 0.0002 0.0006
C, -0.2974 0.2976 0.0002 0.0006
fo -0.0162 0.0157 —-0.0005 -0.0006
H,;’ 0.2012 -0.2011 0.0001 0.0003
H;X 0.1712 -0.1712 0.0000 0.0009
HCy -0.0526 0.0520 —-0.0006 —-0.0011
o, -0.0164 0.0164 0.0000 —-0.0004
o, 0.1334 -0.1332 0.0002 0.0000
H, 0.0258 -0.0256 0.0002 0.0002
H —-0.0331 0.0330 —-0.0002 0.0000

<
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FIG. 4. Two perspective views of the LaSigN;; atomic cluster
model for the adsorption of La at the small hole site of the 8-Si3Ny
grain boundary prism plane. The dark atoms are N and the light
atoms are Si; the La atom is the larger ball. The x axis is horizontal
and runs from left to right with the origin at atom 2 and intersecting
atom 17. Atoms 1, 2, 11, 12, and 17 lie in the xy plane. (a) is a view
from approximately 60° above the xz plane. (b) is from above the xz
plane and looking down the y axis.

the central fragment containing the feature or (2) increase the
level of buffering beyond D&C(1). Our results suggest that
the first choice alone may often be satisfactory. In this sec-
tion, we apply the embedding scheme to a study of the bond-
ing of La atoms to a surface of the 3-Si;N, crystal, the prism
plane that defines smooth grain boundary interfaces with ma-
trix material in silicon nitride ceramics.

Recent first-principles studies*! of the segregation of rare-
earth (RE) atoms to the prism plane of 3-SisN, grain bound-
aries have used the 23-atom cluster model shown in Fig. 4.
Calculations on this and other similar small cluster models
led to the prediction that RE atoms would preferentially seg-
regate to the “small hole” absorption site on the prism plane.
These predictions were confirmed by high resolution trans-
mission electron microscopy experimental data which
showed that not only the relative numbers but also the bond
distances of the RE atoms were in good agreement with the
LDA atomic cluster calculations. The surprising success of
these small cluster models naturally leads to an interest in
determining the sensitivity of the results to model size. Not
only can much larger clusters be treated, if useful, but there
is also the usual question of size convergence. In addition,
there is the new interest in using D&C(1) as an embedding
method.

In order to address these issues, a series of model cluster
calculations have been performed (see Table V) using the
force on the La atom in each model to test the sensitivity of
the equilibrium location of the La atom at the adsorption site.
In all models described in Table V, the La atom is located at
the equilibrium position computed for the largest non-D&C
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TABLE V. Force components (La, and La,) on La atom located at the small hole absorption site of the
B-SizNy grain boundary prism plane (see Fig. 4) for different atom cluster models. For all force evaluations,
the La atom is located at the equilibrium position computed for it in the LaSigN;3; model with the full SCPW.
All other atoms are fixed at experimentally determined*? lattice positions. In the two D&C models, the two
fragments are LaSiyNg and SisN;. The column “Atom roster” gives the range of atoms, as numbered in Fig.
4, included in each cluster model. Forces are in units of hartrees/bohr. Cluster binding energies (BEs) (in eV)
are given in the last column. The last two rows give results for a model where basis sets on atoms of SisN-

fragment are restricted to minimum (M) basis size.

Method Model Atom roster La, La, BE

SCPW LaSiyNg 1-11 —-0.0030 —-0.0027 -50.56
SCPW LaSisNg 1-12 0.0035 0.0036 -55.98
SCPW LaSisNg 1-14 —-0.0026 —0.0068 -61.38
SCPW LaSi;Ng 1-17 —-0.0021 0.0004 -80.36
SCPW LaSigN; 1-23 0.0000 0.0000 -101.97
D&C(1) LaSiyNg-SisN 1-11 and 12-23 —-0.0004 —-0.0013 -106.32
SCPW min LaSiyNg-SisN, (M) 1-11 and 12-23 —0.0005 —0.0042 —-85.25
D&C(1) min LaSiyNg-SisN, (M) 1-11 and 12-23 —0.0004 —0.0040 —-88.31

model in the series; i.e., LaSigN;3. The locations of all other
atoms in the clusters are fixed at their experimentally
determined*? 3-Si;N, crystalline solid lattice positions. In all
calculations, the SCPW method was used with /,,=2. For
the D&C calculations, the atom fragments LaSiyN¢ and
SisN, are buffered, respectively, by their near neighbor at-
oms 12 and 11 shown in Fig. 4. The last two rows of Table V
give results where the basis sets on atoms within the SisN,
fragment have been restricted to minimum (M) basis set size.

All models described in Table V contain atoms which are
subsets of the atoms in the LaSigN,; cluster, and they were
chosen to systematically add atoms along the x direction.
This series critically tests the sensitivity of the La forces to
cluster size and should be even more demanding than adding
atoms in all three directions where force cancellations can
occur due to atoms located in opposite directions. However,
it is clear that even the smallest cluster (LaSiyNg) does re-
markably well compared to larger systems. To assess the
impact of small forces on the equilibrium position, the La
atom in LaSiyNg was allowed to relax, resulting in changes
in the x and y coordinates of only 0.020 and 0.002 A. As
expected, the model clusters approaching LaSigN 3 in size
have nearly zero force components, although the conver-
gence of the forces is not uniform, with the intermediate
cluster LaSisNg having the largest La force component
(0.0068 hartrees/bohr). In general, the accuracy of the forces
obtained in the D&C approximations are quite adequate for
most purposes.

The results indicate that the equilibrium location of the La
atom at the adsorption site of the first fragment is relatively
insensitive to the atoms in the second (SisN;) fragment. Nor
does increasing the cluster size from LaSi;Ng to LaSigN 3
significantly affect the results. Using minimum basis sets for
atoms in the SisN; fragment increases the La, force compo-
nent from near zero to only about —0.004 hartrees/bohr, and
this result is independent of the D&C(1) approximation.

IV. CONCLUSION

In a sequel to a previous paper' in which the authors used
the SCPW framework to study the convergence of molecular
bond distances and the Harris total energy with respect to
approximate representations of the input electronic charge
density, the present paper investigated the use of D&C as an
embedding method to extend the SCPW method to larger
atomic clusters. It has been shown that D&C can be easily
used as an efficient embedding technique when modeling, for
example, impurities in solids.

The discussion of D&C included derivation of the LDA
electronic kinetic energy as well as a new gradient force
expression that accurately determines the derivative of the
D&C total energy regardless of the level of buffering em-
ployed. In general systems, however, the computational ef-
fort required for its evaluation will restrict its usefulness.
Even so, the new force expression may prove useful in spe-
cial circumstances when forces calculated directly from the
total energy or by still other means need confirmation or
verification. The adaptation of SCPW to include D&C was
illustrated, and the new kinetic energy and gradient force
expressions were validated by applications of D&C to simple
cases of N, and formamide (COHNH,).

A study of adsorption of La atoms at the 3-Si3N, grain
boundary prism plane demonstrated that D&C incorporated
into the SCPW framework forms an efficient embedded clus-
ter technique, based on the sensitivity of results to fragment
size and to representation of the host electronic density. Re-
sults suggest that atomic clusters of only modest size, and
simple levels of embedding such as D&C(1)-SCPW are ca-
pable of determining relevant structural properties of local-
ized impurities. The rapid convergence of adsorption site
structural data for small and simple models of the host envi-
ronment further confirms the concept of the nearsightedness
of electronic matter” and the accuracy of atomic cluster mod-
els in systems with localized bonding.
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