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Fresnel diffractive imaging: Experimental study of coherence and curvature
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A Fresnel coherent diffractive imaging experiment is performed using a pinhole as a test object. The
experimental parameters of the beam curvature and coherence length of the illuminating radiation are varied to
investigate their effects on the reconstruction process. It is found that a sufficient amount of curvature across
the sample strongly ameliorates the effects of low coherence, even when the sample size exceeds the coherence

length.
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I. INTRODUCTION

Coherent diffractive imaging (CDI) seeks to recover an
image of a noncrystalline sample from its far-field diffraction
pattern. Iterative recovery methods, such as the Gerchberg-
Saxton algorithm,! as generalized by Fienup,? and other vari-
ants, are employed and the methods have produced striking
images of manufactured gold samples,>™ nanocrystals,® and
cellular samples.”® It has been suggested that in the future
the technique may be of use in imaging individual protein
molecules.’

A central assumption is that the illuminating radiation is
fully coherent. Although this is a good approximation for
lasers, it is less appropriate for current x-ray sources. While
full coherence is clearly desirable, it seems that a fully co-
herent beam is not strictly required for the iterative algo-
rithms to converge. It has been previously suggested that the
coherence length should be at least twice the lateral dimen-
sions of the object,'? spanning the extent of its autocorrela-
tion function.

CDI has typically been performed using plane-wave illu-
mination. Recent experiments, however, have successfully
applied the technique using a curved beam.'! This new ex-
tension, known as Fresnel coherent diffractive imaging
(FCDI), so called because the data are now a Fresnel—rather
than a Fraunhofer—diffraction pattern, is a powerful new
addition to the field. The curvature creates a unique solution
to the inversion of the diffraction pattern'? and stabilizes the
reconstruction algorithms, largely preventing the problem of
stagnation.

Although Fresnel coherent diffractive imaging makes use
of optics to introduce phase curvature to the illumination, the
resolution of the reconstruction is not optic limited. Instead,
as with plane-wave CDI, the resolution is limited by the
angle to which the diffraction pattern can be measured.

In this paper we first present a review of the relevant
theory of the propagation of partially coherent x rays. Then
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we describe an experiment examining the effects of both the
curvature and the partial coherence of the illumination on the
reconstruction of a 4-um-diam pinhole. Finally we show
that, although lower degrees of coherence in the beam enter-
ing the experiment have a detrimental effect on the recon-
structions, the effects of poorer coherence can be overcome
through an application of greater curvature in the illuminat-
ing field.

II. THEORY

The far-field intensity I(s) is related to the complex wave
field at the detector, F(s), by I(s)=F*(s)F(s), where s is a
two-dimensional vector in the detector plane. This wave field
is obtained by propagation from the exit surface of the ob-
ject, where the wave field is denoted by f(r) and r is a vector
in the object plane. In the far field, the wave field F(s) is

related to f(r) by a Fourier transform relation F (s)=F Lf(o)],

where F represents the Fourier transform operator. From ex-
periment, however, we know only |F(s)| =\I(s). A priori in-
formation about the sample, typically information about the
area over which the sample is nonzero (its support), is built
into the reconstruction algorithm. All of the missing informa-
tion is contained in the phase of F(s), so that the process of
forming the image of a diffracting object by coherent diffrac-
tive imaging is a form of phase retrieval. The iterative meth-
ods employed by coherent diffractive imaging use the fast-
Fourier-transform algorithm to propagate between the exit
surface and the far field to find a function that satisfies the
support constraint and whose Fourier transform predicts the
correct intensity distribution at the detector. These algorithms
rely on the fundamental assumption that the object is effec-
tively finite so that the far-field intensity distribution can be
sampled at or above its Nyquist frequency.

The simplest of these algorithms, proposed by Fienup and
known as error reduction (ER),? uses the dimensions and
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shape of the object as a constraint (the support constraint) in
the sample plane. The algorithm proceeds by taking an initial
guess of the complex wave at the object plane, propagating
to the far field, retaining the calculated phase information but
replacing the amplitude with the square root of the measured
diffraction pattern (the modulus constraint), propagating
back to the object plane, reapplying the support constraint,
propagating back to the detection plane, reapplying the
modulus constraint, and so on. This process is repeated until
a consistent solution is achieved.

ER often stagnates, and so a number of alternate algo-
rithms have been proposed that include some form of feed-
back parameter that allow the algorithm to break stagnation
and converge more readily.'?

The progress of these algorithms can be tracked by moni-
toring the error metric:

(Ei |A;'alc| _ \yl;neas')Z
Ei I;neas

where i is the pixel number, A5 is the calculated amplitude
in the far field of the current iterate, and I;"**" is the measured
intensity data. A lower metric indicates a better fit to the
far-field amplitude data, and it has been shown that in the
absence of noise an accurate fit to the data produces a faith-
ful reconstruction of the original object through back-
propagation of the wave field.'*

An interplay between the experimental parameters of cur-
vature and degree of coherence in Fresnel coherent diffrac-
tive imaging was suggested in an earlier work.!> There, it
was demonstrated that the presence of sufficient curvature in
the incoming beam reduced the negative effects of partially
coherent illumination. We review the relevant theory here.

The exit surface wave of a thin object illuminated by a
curved x-ray beam with wavelength A is

X = (1)

.2
W(r) = r(r)A(r)exp( _;; ) : 2)

where A(r) is the amplitude of the illumination, #(r) is the
(possibly complex) transmission function of the object, and
R is the radius of curvature of the wave field. In the experi-
ment described below, the object is a pinhole and so the
effective exit surface wave is the apertured illumination,
a(r)exp(—imr?/\R). For most x-ray experiments, the radius
of curvature can be approximated by the propagation dis-
tance from the focus of a lens, mirror, or zone plate.

The partially coherent far-field intensity is related to the
exit surface wave by means of the integral

I(s)=JJexp[— 2m@is - (ry— 1) J(ry,xy)drdr,.  (3)

We choose a coherence function of the form
J(ry,ry) =W(r)¥*(ryg(r; - ry), (4)

depending on two in-plane two-dimensional (2D) vectors r,
and r,, and
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=[r - 1'2|2>
g(ry—ry) = exp( 292 . (5)
We note that if g(r;—r,) is a constant, and hence o— ©, we
recover the expected result for coherent illumination. When
the coherence is not perfect (finite o), the intensity is blurred
by convolution with the Fourier transform of this function.
The parameter o is defined in the plane of the sample and is
referred to here as the coherence length of the incident ra-
diation.

To make explicit the connection of Eq. (3) to the expected
intensity distribution when the illumination is perfectly co-
herent, we perform a variable substitution p=r; and 7=r,
—-r,, giving

L
I(s) = f I'(#p)exp[ - 2mi(s - n)]exp[— 772(% " ;_;ﬂd’”
(6)

where we have introduced the modified autocorrelation func-
tion

I(y) = j a(p)a*(mp)exp(”;’R £ )dp. )
It is now obvious that in the case of perfectly coherent illu-
mination (o— ), I(s) describes a Fresnel far-field distribu-
tion. If the radius of curvature also approaches infinity (R
— ), we recover the Fraunhofer result; /(s) then describes
the Fourier transform of the unmodified autocorrelation.
The third term in the integrand of Eq. (6) is a Gaussian
function of complex argument, the real and imaginary parts
of which depend only on the coherence length and the cur-
vature, respectively, of the incident wave. It is the competi-
tion between these two quantities that provides Fresnel CDI
with its resilience to partial coherence: when R is small, the
function oscillates so rapidly that only components of the
autocorrelation for which =0 contribute to the far-field
intensity. This analysis can be developed into a heuristic for
estimating how much curvature is required to overcome the
adverse effects of partial coherence. A satisfactory estimate
of the amount of curvature required for a given o is

R <K 27 (8)
)\ b
and we will reference this relation in the context of our ex-
perimental results.

III. EXPERIMENT

The theoretical discussion reviewed in the previous sec-
tion assumed an isotropic coherence length. The experimen-
tal arrangement described in this section does not allow for
the vertical coherence length to be adjusted, and so all the
results here concern a change in the coherence length in the
horizontal direction. However, we note that the conclusions
of the previous section also obtain where the coherence
length varies only in one direction. Accordingly, for the re-
mainder of this paper, the term coherence length will refer to
the horizontal coherence length.
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The experimental setup is shown in Fig. 1. The experi-
ment was performed at beamline 2-ID-B at the Advanced
Photon Source. After emerging from the undulator the beam
is focused onto an entrance slit by means of a spherical mir-
ror. A spherical grating monochromator selected the desired
wavelength and projects the image of the entrance slit onto
its exit slit.'® The image of the source at the exit slit of the
monochromator then becomes our effective source.

The beam propagated 8 m after emerging from the exit
slit, whereupon it was focused using an 80-um-diam Fresnel
zone plate (FZP). Photons with an energy of 1.83 keV were
used, resulting in a focal length of 6 mm. A 28-um-diam
central stop was placed on a silicon nitride window approxi-
mately 3 mm upstream of the FZP, and an order-sorting ap-
erture was placed at the focal plane to select only the first-
order beam. The sample was a pinhole with a nominal
diameter of 4 um. To explore the effects of curvature R, the
sample was placed at one of two positions, either 1.75 or
6.75 mm, from the focus.

The detector was a 1024 X 1024 square pixel CCD detec-
tor with a pixel size of 24 wm. The x rays propagate 0.5 m
from the sample to the detector under vacuum. The require-
ment that the scattering be sampled at or above its Nyquist
frequency means that the sample must be less than 7 um
across, a condition satisfied here. Two of the data sets are
shown in Fig. 2.

Table I shows the approximate horizontal coherence
lengths of the illuminating field at the sample for each of the
four data sets. The values of o were extrapolated from pre-
vious measurements on the 2-ID-B beamline!”-'® and have an
uncertainty of =20%. Also shown are the values of R and
% for each data set, which are related via Eq. (8). The data
sets are labeled according to their relative curvatures and
coherence values. The uppercase letters refer to the curva-
tures (high for the 1.75-mm sample-focus distance and low
for the 6.75-mm sample-focus distance) while the lowercase
letters refer to the relative coherence lengths (long or short).
For example, HC-1 is high curvature with the longer coher-
ence length, which was obtained when the sample was at a
point closer to the focus and the exit slit was at the smaller
setting.

FIG. 1. (Color online) Diagram of experimen-
tal setup. The conditioned beam emerges from
the left, is brought to a focus by the Fresnel zone
plate, and propagated to the charge-coupled-
device (CCD) detector. The sample was placed at
a variable distance from the focus, allowing us to
vary the amount of phase curvature incident upon
it, while the coherence length in the conditioned
beams is altered by adjusting the horizontal exit
slit.

CCD
Detector

IV. ANALYSIS

The data were analyzed using the error-reduction algo-
rithm. The modulus constraint was applied in the detector
plane and the support constraint applied in the sample plane.

FIG. 2. High coherence data sets of diffraction from a 4-um
pinhole, cropped to 256 X 256 pixels and log scaled, centered on the
optical axis. (a) is the low-curvature data set, c=63 um. (b) is the
high-curvature set, c=16 um.

104112-3



WHITEHEAD et al.

TABLE 1. When referring to specific data sets we use the labels
outlined here. The uppercase letters refer to the curvature (high or
low) and the lowercase letters indicate the relative coherence length
(long or short). The value of the curvature constraint is set by the
experimental parameter R.

Label  Description R [mm] o [um] % [m]
HC-1  High curvature, long ¢ 1.75 ~16 0.75
HC-s  High curvature, short ¢ 1.75 ~(.88 0.0023

LC-1  Low curvature, long o 6.75 ~63 12
LC-s Low Curvature, short o 6.75 =34 0.034

A support was chosen to have straight sides and right angles
and be slightly larger than the pinhole.

The sample can be treated as a real positive object and the
wave leaving the sample as the product of this object with
the complex spherically curved incident wave field. The in-
cident field was not precisely known and was assumed to
have a perfectly uniform amplitude distribution and a curva-
ture given by the nominal sample-focus distance. This is
known not to be correct, and so the reconstructed exit wave
field is expected to reproduce amplitude modulations present
in the incident field.

The solution for the sample was constrained to be real and
positive for the first 500 iterations, after which this constraint
on the curvature of the incident field was removed; a com-
plex sample implicitly allows for inaccuracies in the initial
estimate of the curvature of the incident field to be compen-
sated by the algorithm. The ER algorithm was then allowed
to run for a further 1500 iterations. Upon the constraint re-
moval, the error metric was found to drop rapidly, but the
curvature estimate did not vary greatly from that enforced
during the first 500 iterations, indicating that the initial esti-
mate of the curvature of the incident field was consistent
with both the known pinhole diameter and the experimental
parameters used in the propagator employed in ER.

Each data set was reconstructed 100 times with each re-
construction using a different random complex array as the
starting point.

V. RESULTS

Typical reconstructions from all four data sets are shown
in Fig. 3. Figure 4 shows an image of the amplitude of the
detected field, scaled to the correct size in the sample plane,
with the low-curvature-high-coherence (LC-1) reconstruction
superimposed. It can be seen that the reconstruction has re-
produced details in the variation of the illuminating field as
well as the hard edges of the sample. The direct comparison
with the zone plate data is possible in this instance because
the sample is more than twice the focal distance from the
zone plate, so that, to an excellent approximation, the illumi-
nating field can be represented by a geometric scaling of the
field at the detector. This approximation is much less appro-
priate for the higher-curvature data, but the comparison in
Fig. 4 confirms that the reconstructions are being obtained
correctly and, as expected, retain some of the features of the
illuminating field.
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FIG. 3. Amplitude reconstructions from a 4-um-diam pinhole.
The support takes up approximately one-third of the array. These
images have been cropped to a region of interest of 128 X 128 pix-
els. (a) is the HC-1 reconstruction, (b) HC-s, (c) LC-1, and (d) LC-s.
The LC-s reconstruction (d) appears to be deformed slightly along
the diagonal, which is not consistent with reconstructions from the
other data sets. This represents a lack of reproducibility at low
curvature which is not present with high curvature.

The reconstructions return an object of the approximate
size and shape of the sample. We note, however, that the
low-curvature—short-coherence-length (LC-s) reconstruction
does not reproduce the circular shape of the sample.

A comparison of the values and distribution of the final
value of the error metric was used to assess the reliability of
the reconstruction. Figure 5 shows the trajectory of the error
metric for the four data sets. The large drop in the error
metric at iteration 500 corresponds to the relaxation of the
requirement that the sample be real and positive, and so al-
lows the algorithm to effective adjust the estimate of the
incident wave curvature. It is apparent that the high-
curvature-long-coherence-length data set (HC-1) always con-
verged to essentially the same error metric and therefore the
same solution. The high-curvature—short-coherence-length

FIG. 4. Illumination with overlay. The inset shows the recon-
structed intensity structure of the LC-1 data and agrees well with the
variations of intensity due to the zone plate. Note that the intensity
has been scaled to the maximum amplitude of the zone plate, rather
thanthe maximum amplitude of the reconstruction as in Fig. 3.
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FIG. 5. Trajectory of error metrics. The significant drop in error at iteration 500 is where the curvature constraint was removed and a
standard support constraint was applied. This phenomenon is often seen when changing constraint or algorithms. (a) is the error metric of
HC-1, (b) HC-s, (¢) LC-1, and (d) LC-s. The HC-I set (a) far outperforms all others in terms of both minimizing the metric and reproducing

the same value.

(HC-s) data set also converges to a comparable error metric
in most cases, though the consistency is far poorer than for
the case with higher curvature. The low-curvature recon-
structions are of comparable overall error metric but the
shorter-coherence-length data (LC-s) showed a relatively
even distribution of final error metrics over a band, while the
longer-coherence-length reconstructions (LC-1) displayed a
clustering around two end points.

The reproducibility of the four data sets was measured by
comparing all 100 reconstructions of each data set with the
mean of selected successful reconstructions. The reproduc-
ibility is defined as the normalized sum of the squares of the
differences between the reconstruction and the mean recon-
struction, where the mean reconstruction was the average
over the 20 reconstructions with the lowest x> value. Figure
6 shows the average reproducibility of each data set on
the abscissa and the y* values on the ordinate. The origin of
Fig. 6 therefore represents an ideal in which all reconstruc-
tions are entirely reproducible and agree with the measured
data. By this measure the high-curvature sets are consider-
ably more reproducible for both coherence settings, attain-
ing a reproducibility error value a factor of 2 less than that of

0.0035
0.003 -
0.0025
5
a
S 0.002
s
w
5 0.0015 -
&
0.001 - ¢ HC-l
M HC-s
0.0005 - LC-l
* LC-s
0 ‘ ;
0 0.05 0.1 0.15

Error from Mean

FIG. 6. Combination error metrics. The origin represents an
ideal reconstruction that perfectly fits the data and is entirely repro-
ducible. The distance from the origin is therefore a good estimate of
the ranking of the data sets from most to least trustworthy. Error
bars are the standard deviation values for each set; the key refers to
Table 1.
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(a) =

FIG. 7. 2D standard deviations. Both the high-curvature sets [(a)
HC-1 and (b) HC-s] show an essentially random distribution,
whereas the low-curvature sets [(c) LC-1 and (d) LC-s] show sig-
nificant structure, indicating they are reconstructing different por-
tions of the solution in a way that is not consistent. The amplitudes
have been normalized and can therefore be directly compared.

the low-curvature sets (0.04 for HC-s compared to 0.098 for
LC-s).

Figure 7 shows the average two-dimensional variation of
each reconstruction from the mean, normalized to the aver-
age pixel value. Both low-curvature sets, panels (c) and (d),
show significant structure, indicating that the algorithms con-
sistently introduce artifacts into the image, such as errors in
the reconstruction of the sample shape. The high-curvature
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reconstructions (a) and (b) show what appears to be an en-
tirely random deviation from the mean, indicating less ten-
dency to introduce artifacts.

VI. CONCLUSION

This paper has explored the role of curvature and coher-
ence on coherent diffractive imaging. The reconstruction al-
gorithms published so far all implicitly assume perfect spa-
tial and temporal coherence. We have found that
experimental departures from this limit have a detrimental
effect on the reliability of the reconstructions and on the
ability of the iterative reconstruction algorithms to success-
fully converge to a solution.

We have also shown that the introduction of curvature
into the illumination significantly increases the reliability of
the reconstruction and gives rise to an experimental configu-
ration that is able to tolerate significantly lower levels of
spatial coherence.
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