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In electronic structure calculations of magnetic nanostructures, a commonly used definition of the degree of
spin polarization �DSP� employs only the density of states �DOS� at the Fermi level. However, the Fermi
velocity can also play a crucial role in the DSP in ballistic and diffusive transports. We illustrate this by
investigating the spin-dependent electronic structure of freestanding cylindrical hcp Co nanowires with diam-
eters of up to 11.6 Å. Using density functional theory, the energy bands and DOS are calculated. For all but the
monowire, we find that there is stark disagreement between the DOS, ballistic, and diffusive DSPs: they are
highly negative, small, and highly positive, respectively. This is shown to result from the nature of d and s
bands together with hybridization effects and bond formation.
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I. INTRODUCTION

Spintronics is an exciting area in nanoscience.1–4 Its aim
is to transport, manipulate, and store information by utilizing
the spin degree of freedom of charge carriers. Perhaps the
most exotic prospect is quantum computation5 which relies
on the coherent evolution of individual entangled qubits to
perform fundamentally new operations. However, the use of
spin �instead of, or in combination with, charge� is also likely
to have a major impact on the implementation of classical
algorithms. When advances in conventional silicon processor
technologies start to hit elementary physical limits,6 further
significant improvements in performance could still be
achieved by encoding information in the average spin of an
ensemble of particles. Being governed by the time-reversible
Schrödinger equation, spin rotation is a thermodynamically
reversible process. Therefore, using spin states to process
information is one route to nondissipative computation
which could permit chip densities that are otherwise inacces-
sible due to heating malfunctions. Radical “chameleon” spin-
tronic processors have even been conceived 7,8 which could,
in principle, be reconfigured in nanoseconds to perform the
logical functions optimal for a given calculation and thus
yield further dramatic increases in computational speed.
Other important possible payoffs are increased memory
capacity9 and the nonvolatility of output, a property already
employed in magnetic random access memory devices.

The success of these efforts requires the theoretical and
practical resolution of several technical problems. One pri-
mary issue is that of generating and detecting currents of
highly spin-polarized electrons.

If a net current I exists in a system, then its degree of spin
polarization �DSP� PI is given by the generic definition

PI =
I↑ − I↓
I↑ + I↓

, �1�

where I↑�↓� is the current of spin-up �down� electrons. I↑�↓�
are not directly measurable, but several effects are observed,

which imply the existence of a nonzero DSP whose value
can be either directly measured or inferred.10 One of the
most important such effects is spin-dependent tunneling. No-
table studies of this were first presented by Tedrow and
Meservey11–13 whose discoveries were an antecedent of the
groundbreaking observations of tunneling magnetoresistance
�TMR� in magnetic tunnel junctions made by Julliere14 in
1975. Other important phenomena revealing a DSP include
spin-polarized photoemission15 and the Andreev reflection.16

These experiments buy their spintronic functionality through
a probing of the spin-dependent �Fermi-level� electronic
structure of the constituent materials. This often entails relat-
ing the polarization to the measured quantities through a the-
oretical model that employs the relevant features of the elec-
tronic structure. Several expressions for the DSP arise in
such models; in this paper, we illustrate three key examples.

The arrival of these observations, along with remarkable
recent advances in fabrication techniques, has ignited an ex-
plosion in theoretical papers presenting electronic structure
calculations with the aim of characterizing nanostructures for
use in spintronics: a high DSP in the electronic structure
automatically endows the system with some spintronic po-
tential. Many are concerned with quasi-one-dimensional sys-
tems involving transition metals17–31 �TMs� which are likely
to play a central role in the quest for spin-polarized currents
because of their large exchange energies. In this endeavor,
perhaps the most commonly cited expression for the DSP is
the so-called “N” or “density of states �DOS�,” definition
given by

PN =
N↑�EF� − N↓�EF�
N↑�EF� + N↓�EF�

, �2�

where N↑�↓��EF� denotes the density of spin-up �down� states
at the Fermi energy EF. This equation is obtained from a
classical Drude model of conduction32 and provides a mea-
sure of the relative number of carriers available for each
spin. It also appears in—or is usually assumed to be the DSP
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appearing in—Julliere’s elegant and very often successful
model of TMR,14 which may explain its prevalence.

However, the relevance of Eq. �2� to Eq. �1� is limited by
the fact that it is obtained entirely from the DOS at the Fermi
level, when in reality, Fermi group velocities can also play an
important role in electronic conduction. Indeed, as Mazin33

first pointed out in the context of the Andreev reflection, the
extent to which the Fermi velocities affect PI depends cru-
cially on the type of conduction present in the experiment,
which is itself largely determined by the physical length
scales of the system. In particular, he highlighted the distinc-
tion between ballistic and diffusive transports.

The ballistic conduction regime is that in which the phase
coherence length l� and mean free path Lm are both much
longer than the size of the specimen L. In this limit, the
formalism of Landauer and co-workers34–36 can be applied to
show that the conductance, or equivalently current, associ-
ated with a Bloch state k is proportional to the product Nkvk
of its Fermi-level DOS and group velocity. Since the electron
velocity and DOS are inversely proportional, they cancel
each other and the total spin-up �down� conductance is just a
constant multiple of the number X↑�↓� of spin-up �down�
bands crossing the Fermi level in the direction of the trans-
port. This yields the Nv definition of spin polarization appli-
cable in the ballistic regime,

PNv =
�N↑�v↑�� − �N↓�v↓��
�N↑�v↑�� + �N↓�v↓��

=
X↑ − X↓

X↑ + X↓
, �3�

where �Ni�vi�� �i= ↑ ↓ � is the integral of Ni�vi� over the Fermi
energy.72

The diffusive regime is characterized by a phase coher-
ence length that is considerably longer than the mean free
path so that �elastic� scattering becomes important and quan-
tum interference effects are averaged out. In general, l� is
also considered shorter than L, but this is not the important
point. Transport in this limit is described by the classical
Boltzmann theory.37 Assuming spin-independent relaxation
times, the current is now proportional to the product Nkvk

2

and the overall conductance is obtained by integrating this
over the Fermi energy. Again, one power of the velocity
cancels with the density of states and thus the result is pro-
portional to the sum of the gradients of the Fermi-level band
crossings. Hence, the Nv2 spin polarization, which applies in
the diffusive regime, is given by

PNv2 =
�N↑v↑

2� − �N↓v↓
2�

�N↑v↑
2� + �N↓v↓

2�
=

��v↑��EF� − ��v↓��EF�
��v↑��EF� + ��v↓��EF�

, �4�

where � ��� is a band index running over the up �down�
bands that cross the Fermi level.

The Nv and Nv2 definitions are often not considered. For
example, Yang et al.17 and Kang et al.28 simulated nanowires
of Co and Fe, respectively, both in the freestanding state and
encased in single-walled carbon nanotubes. It is found that
these structures exhibit a high degree of spin polarization as
defined by Eq. �2�, but no mention is made of any other DSP.
Since the three polarizations can assume wildly different val-
ues in a single crystal, this may lead to an incomplete pic-
ture. Moreover, given the important techniques, such as the

point contact Andreev reflection spectroscopy,38–42 for which
PNv and PNv2 are the appropriate scales, such omissions
could limit the range of applications to which the results can
be applied.

It should be noted that the expressions given above are
not comprehensive; even the DSP definitions that incorporate
Fermi velocity have their limitations in specific experimental
scenarios and further expressions have been developed as a
result. In the diffusive regime, for example, if the scattering
rates are spin dependent, or spin-flipping mechanisms are
present, the expression for the DSP �Eq. �4�� becomes more
complicated33 with the possibility of another spin-projected
DOS factor.43 This emphasizes the need to be careful about
the nature of the scattering in the system under consider-
ation. Furthermore, in tunneling experiments, the physical
and electronic structure of the barrier and the nature of the
bonding at the interfaces can be important. Indeed, as Soulen
et al.44 noted, the results of Tedrow and Meservey are more
accurately described by incorporating tunneling matrix ele-
ments into the DSP equation. These are determined by the
overlap of wave functions at the interface and are, in general,
spin dependent. The same factors, along with exchange-
induced wave-vector discrepancies between states on either
side of the barrier, also place limits on the success and va-
lidity of the Julliere model, as highlighted by more sophisti-
cated theoretical approaches to the phenomenon.45–49 Further
complications can arise when dealing with additional param-
eters such as temperature.50 Despite these qualifications, a
wide range of behavior can be demonstrated using the mod-
els most often considered; specific cases may require addi-
tional models, but compared to PN alone, the three main
definitions given above provide a much clearer picture of the
spin dependence of an electronic structure, and one that is
sufficient for our purposes.

That Eqs. �2�–�4� are not necessarily correlated in a
simple way becomes clear when we consider the effect of
varying the DOS, velocities, and number of crossings at the
Fermi energy. Recall that group velocities are directly and
inversely proportional to band gradients and DOS, respec-
tively. In the limit in which gradients are identical at all
crossings, the three expressions all agree. Therefore spin-
dependent Fermi velocities are necessary for differing
DSPs—discrepancies in the number of crossings only act to
amplify or suppress differences created by the slopes. When
the spin-projected Fermi velocities do differ, a range of re-
sults is possible. The qualitatively distinct cases, under the
assumption of the constant Fermi velocity for each spin, are
summarized in Table I. If velocity is allowed to vary within
spins, then there are even more cases. Note that if the spin
dependence is large enough, there could even be sign
changes in going from PN to PNv2. The key point is that the
relative weight of the DOS and the velocity is different in
each definition, and this will reflect spin-dependent Fermi
gradients.

A special class of material for which all three DSP defi-
nitions concur is the half-metal �HM�. These are character-
ized by a nonzero number of crossings for one carrier and
zero for the other. The corresponding DOS vanishes in a gap
around the Fermi energy for one spin only, and the result is
100% spin polarization in all regimes. While this is the case
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for a perfect HM, from the above discussion, it is conceiv-
able that a structure might approximate to a HM—with a
very high DSP—in one conduction regime, but reach no-
where near it in others. We give an example of such a struc-
ture later.

The conduction bands of magnetic transition metal nano-
wires comprise both high-speed low-density s electrons and
low-speed high-density d electrons. This makes them ideal
candidates not only for investigating high polarization for
spintronic applications but also for illustrating the different
DSPs. In Sec. III, we present the results of a systematic study
of the spin-dependent electronic structure of freestanding cy-
lindrical hcp Co nanowires, in the ferromagnetic state, up to
a diameter of 11.6 Å �14.3 Å if atomic radii are included�.
With the exception of the monatomic wire �monowire�, we
do indeed find a notable disagreement between the DSP ex-
pressions. The DOS and diffusive DSPs are large in magni-
tude and opposite in sign, while the ballistic DSP is small.
The underlying reasons are discussed in detail, including the
effects of hybridization and bonding. Computational details
are given in Sec. II B.

II. MODEL

A. Nanowire structures

Apart from the monatomic chain, the nanowires consid-
ered in this paper are formed by cutting cylinders from hcp
cobalt. Taking an atom at the origin and the wire axis in the
z direction, coincident with the �001� axis of Co, we increase
the cylinder diameter up to 11.6 Å to encompass increasing
numbers of atoms. This yields a total of eight distinct unit
cells, each with threefold rotational symmetry about the z
axis. These are illustrated in Fig. 1 along with the monowire.
The cells consist of two �001� planes—plane A and plane
B—containing Co atoms arranged at each point of a triangu-
lar Bravais lattice with the two layers offset such that they
get stacked in an ABABAB¯ configuration along the z axis.
The cell dimensions are taken from Ref. 51: the cell length
�one dimensional �1D� lattice constant� is c=4.070 Å with
plane B a perpendicular distance c /2 from plane A and, prior

to relaxation, the Co-Co nearest neighbor distance is
2.507 Å. We adopt the notation Con to denote the Co wire
with n atoms in the unit cell.

TABLE I. The effect on PN, PNv, and PNv2 of varying the number of Fermi-level crossings X�EF� and the Fermi velocity vF for each spin.
These are the distinct cases, up to an overall change in sign, assuming Fermi velocity is roughly constant for each spin. There are more cases
if velocity is allowed to vary for individual spins. “�” indicates the sign of the DSP is negative while “low” could be either sign. “Depends”
means that any value is possible with some specific example. Cases 1 and 5 are the most important for this paper. In case 1, there is a large
discrepancy in the number of spin-up and spin-down bands yet similar slopes throughout which gives a high PNv and a high PN. In case 5,
the numbers of spin-up and spin-down bands roughly equate and yet a large difference in their gradients at EF, in favor of spin up, results
in a large negative PN and a vanishing PNv.

X�EF� vF

PN PNv PNv2X↑ X↓ ↑ ↓

1 Small Large Roughly equal �High �High Moderate changes possible but sign change unlikely

2 Small Large Depends �High �High

3 Large Small �Very High �High Possibly big differences including sign change

4 Roughly equal Roughly equal Low Low Low

5 Large Small �High Low Possibly big differences including sign change

(b) Co4 (c) Co10

(d) Co13 (e) Co19 (f) Co25

(g) Co31 (h) Co37 (i) Co 40

(monowire)
(a) Co1

plane−A
plane−B

x

y

z

FIG. 1. Unit cells of Co nanowires. �a� The monatomic chain
which has a relaxed lattice constant of 2.17 Å. ��b�–�i�� The poly-
atomic wires which are cut from hcp Co with the axis in the z
direction �out of the paper� coincident with the �001� axis of Co.
Each cell consists of two planes of atoms �planes A and B�, sepa-
rated by a perpendicular distance c /2, where c is the length of the
lattice vector. We take c=4.070 Å and, prior to relaxation, the
Co-Co nearest neighbor distance is 2.507 Å. A wire with n atoms in
the unit cell is denoted Con.

CONTRASTING SPIN-POLARIZATION REGIMES IN Co… PHYSICAL REVIEW B 77, 094442 �2008�

094442-3



For the calculations outlined below, each nanowire unit
cell from Fig. 1 is placed into an otherwise empty supercell
to which periodic boundary conditions are applied. This cre-
ates an infinite array of nanowires, but the supercell is made
large enough to leave a vacuum radius of 6.0 Å around each
which prevents any unwanted interactions between neighbor-
ing wires.

B. Computational details

All our calculations have been implemented by the Vi-
enna ab initio simulation package �VASP� using the projector
augmented wave method and generalized gradient approxi-
mation of density functional theory. The plane-wave basis set
used had a cutoff energy of 348.36 eV. The Gaussian smear-
ing was employed with a width of 0.05 eV, and the self-
consistent iterations were allowed to converge to within
10−5 eV.

A �-centered k-point mesh was used throughout, and
energy-convergence tests were done to decide on an appro-
priate axial mesh density nk for sampling the first Brillouin
zone. A mesh density of 30 k points was found to be suffi-
cient. Since the three DSPs were calculated �using Eqs.
�2�–�4�� from the DOS and energy bands produced by VASP,
we also checked the convergence of the Fermi velocities and
DOS. Using Co1 and Co4 as test cases, these properties were
remarkably insensitive to k-point density: between nk=10
and nk=60, the resulting DSPs did not vary by more than a
single percentage point.

For the polyatomic �n�1, polywire� simulations, the at-
oms were allowed to relax inside the cell with an energy-
convergence threshold of 10−4 eV. In doing this, the super-
cell dimensions were fixed, but we did compute total energy
as a function of cell length for Co4, with the A-B interlayer
distance held constant at 2.03 Å. This confirmed that the
atoms are stable against clustering. For the monatomic chain,
Co1, we relaxed the structure by minimizing the energy with
respect to the lattice constant. This gave a bond length of
2.17 Å, in good agreement with previous authors.22,52,53

Throughout, only ferromagnetic input configurations were
considered with all initial magnetic moments set at 4.0�B.
The spin-orbit and dipole-dipole interactions were both ne-
glected.

III. RESULTS

For the polywire cells, the ionic relaxation process results
in some movement of the atoms, but it is minor; essentially,
the wires constrict a little while the symmetries remain
largely unbroken. Typically, the outer atoms undergo a dis-
placement toward the core of about 0.17 Å. The outermost
atoms of Co25 and Co40 move a little further inward �with
displacements of 0.25 and 0.29 Å, respectively� because they
lack the bonds—they have coordination number, z=4—to
hold them in position from many directions. Moreover, there
is more charge available, per bond, to fill the bonding states
and provide a stronger hold toward the wire axis. The atoms
closer to the core move a lot less and there is no movement
parallel to the axis.

Figure 2 shows the d- and sp-projected DOSs for the
�relaxed� freestanding ferromagnetic Co nanowires and also
for bulk hcp Co. Each figure has the familiar transition metal
feature of narrow d bands superimposed onto wide free-
electron-like sp bands.54 With increasing n, the DOS be-
comes more bulklike. In all cases, significant magnetization
is apparent: the spin-projected densities of states are offset
such that a much greater proportion of one set of states,
relative to the other, is left unoccupied above the Fermi
energy. The majority and minority spin electrons are those
whose spin is, respectively, parallel and antiparallel to the
magnetization of the material; we take the majority to be
spin up.

The d bands are almost fully occupied for the majority
electrons leaving a very small density at the Fermi energy. In
contrast, for the minority spins, the Fermi energy is located
where the DOS is still high. Thus, the exchange splitting of
the d bands is also responsible for a large negative PN in all
structures. The density is, however, nonzero for majority spin
states at the Fermi level, and furthermore some of these con-
duction electrons are in the sp bands. It is at this point that
the DOS alone does not provide sufficient information since,
although they do not contribute much to the density, these
carriers move fast and so have important implications for the
polarizability of ballistic and diffusive currents. To quantify
this, Table II shows PNv and PNv2, calculated from the band
structures corresponding to the densities of states of Fig. 2,
along with the figures for PN obtained directly from the
DOS. The DOS DSP for bulk hcp Co and the crossing counts
X, used to obtain PNv, are also included. Figure 3 offers a
graphic illustration of these results with each DSP plotted
against the number of atoms in the cell.

A. Degree of spin polarization in the monowire

It is clear that, with all three DSPs agreeing in sign, the
monochain is something of an exception. To elucidate this,
we examine its band structure around the Fermi energy
which is shown in Fig. 4�b�. From the five d orbitals on each
atom, just three types of bond may be formed, which pre-
serve angular momentum about the bond axis.54 These are
depicted in Fig. 4�a� and are labeled dd	, dd
, and dd�
because they are formed from orbitals which have angular
momentum z components m of 0, �1, and �2, respectively.
By projecting the band structure onto these orbitals, it is
possible to identify which bands they generate. The results
are given by the band labels in Fig. 4�b�. The magnitude of
the hopping integrals grows as the overlap between the
atomic orbitals increases. Looking at the bonds �Figure 4�a��,
the lobes in dd	 overlap the most and the lobes in dd� over-
lap the least. It is therefore consistent that we find the dd	
band to be the widest �fastest� and the dd� band to be the
narrowest �slowest�. As indicated, there is some hybridiza-
tion with the sp-dominated band. While this has little quali-
tative impact for the monowire, we will see that the effect is
more significant in the polyatomic wires.

The exchange splitting causes a highly spin-dependent
conduction channel count of six to one in favor of the mi-
nority carriers �the dd
 and dd� bands are doubly degener-
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ate�. We essentially have case 1 from Table I: there is a large
difference in the number of bands at EF but an ineffective
spin dependence in the Fermi velocity. The single sp-like
majority band is balanced by a corresponding minority one
leaving the rest of the minority bands free to influence the
DSPs. It is this difference in crossing number, rather than
extreme differences in Fermi velocity, that gives the
monochain its characteristic polarization properties. It has, in
magnitude, the largest N DSP of −92%, it is the only one of

the structures to have a considerable ballistic DSP at −71%,
and its single spin-up term in Eq. �4� has little impact so that
the diffusive DSP is also negative. Hence, all three DSP
expressions agree in sign and the only thing preventing half
metalicity is the single sp majority crossing.

Monatomic Co nanowires have been investigated several
times already both theoretically22,30,52,53,55–57 and
experimentally.58–61 Nautiyal et al.22 provided an exception
to the consensus by claiming complete spin polarization,
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FIG. 2. The DOS projected
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the freestanding ferromagnetic
hcp Co nanowires and �j� bulk hcp
Co. The top �bottom� panel in
each represents the majority �mi-
nority� spin. The vertical dashed
lines run through the Fermi en-
ergy which is set to zero.
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with only minority carriers available for conduction. There is
otherwise broad agreement throughout the literature and our
results largely concur.

B. Degree of spin polarization in the polywires

In stark contrast to the monowire, all the polywires reveal
strong disagreement between the DSP expressions. Referring
to Fig. 3, the ballistic DSP, PNv, is small for all n�1, oscil-
lating about zero as n increases. In contrast, the DOS and
diffusive DSPs are large in magnitude and opposite in sign,

with PN negative and PNv2 positive. Their slight oscillatory
variation with n is synchronized so that they appear as ap-
proximate mirror images about the zero line. This is a direct
consequence of the inverse weighting of velocity in their
respective definitions, combined with the similarity between
the two spins, in the number of bands crossing EF.

The polyatomic wires are examples of case 5 from Table
I with the number of majority and minority crossings roughly
equal and yet a considerable difference in gradient at the
Fermi energy consistently favoring the majority carriers.
This is observable in the spin-resolved band structures
which, for Co4 and Co10, are shown in Figs. 5�a� and 5�b�,
respectively. Note how shallow the minority d conduction
bands are �right panels� compared with the majority bands
�left panels� which projection confirms are predominantly sp.
To illustrate this further, Figs. 5�c� and 5�d� depict the corre-
sponding electron charge-density distributions, on slices
through the unit cells at a distance half way between the two
layers, for electrons with energy near the Fermi level. The
spin-up density �left panels� shows considerable delocaliza-
tion, in contrast to the relative constriction of the spin-down
d orbitals �right panels�, a pattern repeated at all slice posi-
tions throughout the unit cells of the polywires. Compared
with the sp states, the highly localized d orbitals do not over-
lap very much with the orbitals on neighboring atoms and
hence hopping integrals between these d orbitals are rela-
tively small. This is consistent with the intuitive picture of a
few “light” or fast-traveling spin-up electrons balancing
large quantities of “heavy” or slow spin-down electrons to
produce equal currents in the ballistic limit. Nadgorny et
al.38 and Panguluri et al.42 obtained similar results for sys-
tems of NixFe1−x and Mn5Ge3, respectively.

C. Why the difference?

It remains to explain why the band structure at the Fermi
energy has this character for all n�1. In particular, we need

TABLE II. The degree of spin polarization �DSP� in freestanding ferromagnetic hcp Co nanowires. The
DOS �PN�, ballistic �PNv�, and diffusive �PNv2� DSPs are calculated using Eqs. �2�–�4�, respectively. All DSPs
are quoted in % and are allowed, by definition, to assume negative values. X↑�↓� denotes the number of
spin-up �down� bands crossing the Fermi energy, used to compute PNv, and Xtot is the sum of these to give the
total number of conduction channels.

Structure

X

PN PNv PNv2Xtot X↑ X↓

Co1 7 1 6 −92 −71 −43

Co4 6 3 3 −87 0 95

Co10 7 4 3 −62 14 47

Co13 12 6 6 −76 0 74

Co19 13 6 7 −61 −8 48

Co25 18 9 9 −78 0 64

Co31 20 11 9 −67 10 80

Co37 25 14 11 −43 12 56

Co40 29 15 14 −65 3 67

Bulk – – – −72 – –
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FIG. 3. The DSP in freestanding ferromagnetic hcp Co nano-
wires as a function of the number n of atoms in the unit cell.
Crosses, triangles, and circles denote the DOS �PN�, ballistic �PNv�,
and diffusive �PNv2� spin polarizations, respectively.
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to know why there is such a sharp reduction in the ratio of
minority to majority crossings, why the sp crossings are not
vastly outnumbered by the d channels, as they are in the
monochain, and why there are not roughly equal numbers of
up and down sp-dominated bands given that exchange split-
ting is much less effective for such states. To answer these
questions, we need to explore two effects.

The first is a suppression of the increase in minority d
crossings as n increases. We might expect the number of
minority d-dominated bands crossing the Fermi energy to be
directly proportional to n, but this is not the case. As shown
in column 4 of Table II, there is instead a decrease in going
from Co1 to Co4, followed by a gradual and sporadic in-
crease with n. Of course, X↓ is the total number of minority
bands, so it could include sp-dominated bands or at least
bands with a significant sp contribution. As it happens, X↓
does not involve any such contributions but even if it did, it
would only reinforce this point.

This suppression in the increase of minority d crossings
results from lateral bond formation, which is the creation of
bonds with, and between, off-axis atoms, which occurs as
soon as n�1. In the monowire, there are no off-axis atoms;
the bonds are all lined up along the axis so that the electrons
can hop easily down the chain. Bonding and antibonding
states exist, but they are within individual bands which cross
the Fermi level. The polyatomic wires are, by comparison,
more akin to a series of clusters. Atoms are no longer aligned
along the z direction in such close proximity and bond axes
point in a larger variety of directions. Complete sets of mi-
nority channels become fully occupied bonding bands below
the Fermi energy, in effect removing conduction electrons for
use in structural stability. The bonding and antibonding states
now form separate peaks as is discernible in the DOS for
some n�1 �Fig. 2, especially �b� Co4�.

The effect is also seen graduated in the DOS projected
onto individual atoms in a wire. Figure 6, for example, de-
picts the d PDOS for the three distinct atomic classes of
nanowire Co10. Solid, dashed, and dotted lines represent pro-
jections onto the core, intermediate, and outermost atoms,
respectively. There is an increase in separation between the
bonding and antibonding peaks in going from outlying to
central atoms, in conjunction with an increase in coordina-
tion number and therefore off-axial hybridization of d orbit-
als. Kang et al.28 also highlighted this effect. The same to-
pological changes occur for the majority bands, but being
almost fully occupied with little weight at the Fermi energy,
this is not relevant to the present question.

Thus, while inevitably there are more minority d conduc-
tion channels open for larger n, there are fewer than we
would expect from an equivalent number of independent
monowires. The biggest increases in X↓ occur in forming
Co13 and Co40, the two occasions on which just three Co
atoms are added at the periphery of the previous cell. These
atoms have low coordination number, so it is similar to add-
ing independent chains.

The second effect is the apparent expulsion of sp bands
from the d-dominated regions, which results from sp-d hy-
bridization. Figure 7 shows the minority band structure for
Co10 near the Fermi energy. Points are marked by circles, the
size of which is proportional to the contribution from d states
and sp states in the left and right panels, respectively. The
hybridization of d and sp bands here causes states that would
otherwise be sp-like to assume a d character when close in
energy to the d bands. Consequently, the sp bands appear as
being deflected away from the d-dominated region. The same
occurs for the majority bands, but it does not affect X↑�EF� to
the same extent because the majority d-dominated region is
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FIG. 4. �a� The three fundamental hopping integrals between d
states on neighboring atoms and the orbitals from which they are
formed. �b� The energy-band structure of the freestanding Co mon-
atomic chain with the majority and minority spins shown in the left
and right panels, respectively �as opposite halves of the first Bril-
louin zone�. The labels denote the dominant bond with those in
brackets �on the left� indicating some significant contribution from
that bond, in that area, owing to hybridization. The dd
 and dd�
bands are doubly degenerate in accordance with the bonds dis-
played in �a�. The dashed line represents the Fermi level which is
set to zero.
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centered away from the Fermi energy. Thus, the sp bands are
excluded from the Fermi level for the minority spin only. It is
this effect, rather than the insignificant sp exchange splitting,
which results in Fermi-level polarization of the sp states.

The two effects described above give the underlying rea-
sons why PNv becomes very small: suppression of the in-
crease in minority d crossings and effective expulsion of
minority sp bands from the Fermi region result in numbers
of up and down bands at the Fermi energy that approxi-
mately equate. Furthermore, the effect of sp-d hybridization
at the Fermi energy shows why the wide majority sp bands
are not balanced by corresponding fast minority bands,
which leads to a large and positive PNv2.

D. Discussion

Perhaps the most remarkable of the structures is Co4.
With 95% polarization in the diffusive regime, it holds the
highest DSP across all definitions and all wires and yet it
attains zero spin polarization in the ballistic regime. It thus
exemplifies the structures, envisioned in Sec. I, which
closely approximate to a HM in one limit but behave as exact
opposite of the other. In principle, therefore, a complete
switch in behavior, from spin-blind transport to nearly HM,
could be achieved in such systems simply by inducing a
change in the type of conduction present, the most obvious
method for which being a change in length.
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FIG. 5. �Color online� The energy-band structures of nanowires �a� Co4 and �b� Co10. With k in opposite halves of the first Brillouin zone,
the majority and minority spins are shown in the left and right panels, respectively. The Fermi energy is set to zero. �c� and �d�, respectively,
show the corresponding charge-density distributions, on slices through the unit cells, for electrons whose energy lies within 0.03 eV of the
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-6 -5 -4 -3 -2 -1 0 1 2 3

Energy (eV)

5

4

3

2

1

0

1

2

3

4

D
O

S

�� ��

FIG. 6. The projected densities of states for d orbitals on the
three distinct atom classes of nanowire Co10. Solid, dashed, and
dotted lines denote the projections onto the core, intermediate, and
outermost atoms, respectively. The vertical dashed line runs through
the Fermi energy which is set to zero.

X Γ
k

-6

-4

-2

0

2

4

6

E
ne

rg
y

(e
V

)

X
k

FIG. 7. The minority band structure for nanowire Co10. The left
and right panels show opposite halves of the first Brillouin zone in
which the size of each circular symbol is proportional to the con-
tribution from d and sp states, respectively. The Fermi energy is set
to zero and the data-point density has been reduced for clarity.

BEN HOPE AND ANDREW HORSFIELD PHYSICAL REVIEW B 77, 094442 �2008�

094442-8



Co4 is also notable for the gap in the minority DOS which
occurs above the Fermi energy at approximately 0.5 eV. This
is visible in both Figs. 2�b� and 5�a�. If the Fermi energy was
somehow made to match this value, then Co4 would behave
as a HM, with perfect spin polarization, because the spin-
down conductance would vanish. A similar gap occurs at
about 0.7 eV below EF for the majority spin, and it is again
unmatched since there is a single minority band through this
window �see Fig. 5�a��. However, unlike some nanostruc-
tures investigated by other authors19,24,27,62 which exhibit un-
ambiguous gaps for one carrier at the Fermi energy, our cal-
culations do not predict any genuine half-metalicity. The best
the Con can offer alone is an approximation to half-metalicity
under particular definitions. Sabirianov et al.30 came to simi-
lar conclusions on this issue for fcc Co nanowires of square
cross section.

Given that the type of conduction in operation depends on
the sample length, it has nothing to do with, or cannot be
deduced from, the energy-band structure—they are separate
issues. It is therefore proper procedure to calculate all three
DSPs and then address the question of what to expect given
samples of different lengths. Yet, there may be a legitimate
concern over the characteristic transport lengths of transition
metals. For example, if the Co nanowires do not behave
ballistically, then observations concerning PNv become irrel-
evant. In magnetic transition metal structures, Ref. 63 gives a
mean free path and phase coherence length of 10–20 Å and
100–200 Å, respectively. If the Co nanowires exhibit such
values, then they are indeed not very conducive to ballistic
transport. However, given a device short enough, all con-
ducting materials can be made to satisfy the ballistic condi-
tion. For the Co monowire and polywires, this implies a
ration of less than nine and five unit cells, respectively.
Whether or not Co components of this length are likely to
feature strongly in spin-transport designs remains to be seen,
although TM nanocontacts are already the subject of much
research.64,65 Moreover, there are additional complications
for such systems because calculations based on wires that are
effectively infinite in length lose some applicability as the
energy bands start to resemble discrete energy levels instead.
Thus, we may be reduced to the qualified statement: for seg-
ments of Co nanowire short enough to support ballistic con-
duction, and to the extent that our results are then relevant,
the universally low PNv scores—monowire excepted—
suggest that severe limits are placed on their use in spin-
polarized transport. This only affects devices and compo-
nents relying on properties of the ballistic regime.
Applications designed to employ a high diffusive DSP, or
which rely only on a large polarization in the Fermi-level
DOS, are untouched.

The spin-orbit interaction plays an important role in sev-
eral nanoscale effects. For example, through magnetocrystal-
line anisotropy, there is considerable evidence to suggest that
it prevents superparamagnetism—in Co monowires, in
particular—by stabilizing the long-range order which can be-
come more susceptible to thermal disruption in conditions of
reduced dimensionality.55,58,60 This has important implica-
tions for high-density information-storage applications, and
given that a high Fermi-level DSP is a by-product of the
ferromagnetic state, magnetocrystalline anisotropy can, in

addition, be seen as supporting an electronic structure suit-
able for spin-polarized transport. The omission of spin orbit
from theoretical accounts of these effects is clearly a serious
flaw.

In the present case, there is the possibility of spin orbit
affecting the band structures at the Fermi energy—the num-
ber of crossings, the slopes, or both—in a way which would
change the DSP scores. With relevance to this and effects
such as ballistic anisotropic magnetoresistance, Mokrousov
et al.,29,66 Velev et al.,67 and Bihlmayer68 provided band
structures for various 1D TM systems which show the effect
of turning on spin-orbit coupling and varying the direction of
magnetization. Although there is visible shifting and separa-
tion of bands, which represent important phenomena in other
contexts, these studies show that the effects on both the
crossing count and the Fermi-level gradients are fairly minor.
There are instances of a change in the number of crossings,
such as one additional conduction channel in a Au
monowire,29 and one fewer for a perpendicular magnetiza-
tion of a Ni monowire,67 but nothing more significant than
this. Therefore, although our band structures should be con-
sidered a first approximation, awaiting the inclusion of spin
orbit, we maintain that this is unlikely to install a different
case from Table I or cause an enormous distortion of Fig. 3.
The broad conclusions regarding the computed DSP are
probably safe. The omission of the dipolar coupling is justi-
fied for similar reasons; indeed, interactions of dipolar ori-
gin, on these scales, tend to be significantly weaker even
than spin orbit.55,57,69

A further caveat is that the spin-orbit coupling may cause
spin-flip scattering and thus affect the measured DSP. The
likelihood of this declines with increasing spin-diffusion
length which in magnetic transition metals can be of the
order of 450–1000 Å.70,71 Moreover, as highlighted in Sec.
I, from a theoretical perspective, this would necessitate a
more complicated expression for the DSP, rather than—or in
addition to—the effects of any minor modification of the
band structure itself.

Another potential flaw in our results is the lack of relax-
ation in the polywire lattice constant.73 Given that the
monowire is the only structure relaxed in this manner, this
could be another reason why the DSP in the polywires is
immediately so different. However, since the wires become
more akin to the three-dimensional crystal with increasing n,
the thicker the nanowire, the lower the chances of a dramatic
change in lattice constant during relaxation. Therefore, we do
not expect a big effect, especially in the thicker wires which
still exhibit the interesting DSP discrepancies.

IV. CONCLUSIONS

We focused on three key definitions of the DSP: the DOS
or N DSP �Eq. �2��, the ballistic or Nv DSP �Eq. �3��, and the
diffusive or Nv2 DSP �Eq. �4��. With a detailed examination
of a set of feasible nanostructures, we have shown how the
commonly used PN is not necessarily a good indicator of PNv
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or PNv2. The paper thus acts as a reminder of the need to
choose carefully the definition most relevant for a proposed
application or calculates scores under many definitions to
maximize the predictive value of the study.
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