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Puzzling disagreement between photoemission and optical findings in magnetically doped GaN and ZnO is
explained within a generalized alloy theory. The strong coupling between valence-band holes and localized
spins gives rise to a midgap Zhang–Rice-like state, to a sign reversal of the apparent p-d exchange integral, and
to an increase of the band gap with the magnetic ion concentration.
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I. INTRODUCTION

Recent progress1,2 in the understanding of carrier-
controlled ferromagnetic semiconductors such as
Ga1−xMnxAs and p-type Cd1−xMnxTe relies to a large extend
on comprehensive magnetooptical, photoemission, and x-ray
absorption �XAS� studies, which provide mutually consistent
information on the exchange couplings between the band
states and the localized spins as well as on the positions of
the d bands with respect to the band edges. However, it be-
comes more and more apparent that this clear cut picture
breaks down entirely in the case of nitride diluted magnetic
semiconductors �DMSs� and diluted magnetic oxides. Here,
according to photoemission3,4 and XAS5 works, the relevant
Mn2+ /Mn3+ �d5 /d4� level resides in the valence band in both
GaN �Ref. 4� and ZnO �Refs. 3 and 5�, similar to the case of
arsenides, tellurides, and selenides. Furthermore, the evalu-
ated magnitude of the p-d exchange energy �N0 shows the
expected enhancement �due to a stronger p-d hybridization6

in nitrides and oxides� to the values of −1.6 eV in
Ga1−xMnxN �Ref. 4� and to −2.7 eV �Ref. 3� or −3 eV
�Ref. 5� in Zn1−xMnxO, significantly over the value of −1 eV,
typical for other DMS.3–5 By contrast, optical studies seem to
reveal the presence of a Mn2+ /Mn3+ level in the band gap of
both GaN �Refs. 7 and 8� and ZnO.9 Moreover, the deter-
mined values of �N0 show either opposite sign and/or much
reduced amplitude comparing to those stemming from
photoemission and XAS as well as expected from the
chemical trends. For instance, a detailed examination of the
giant spin splitting of free excitons in Ga1−xMnxN leads to
�N0= +1.4�0.3 eV.10 Similarly, the study of bound
excitons in Zn1−xMnxO implies ��N0��0.1 eV.11 The contra-
diction in question is not limited to Mn-based nitrides
and oxides—it is also evident for Zn1−xCoxO, where
�N0=−3.4 eV according to XAS and in agreement with the
chemical trends,6 while the investigation of the free exciton
splitting results in �N0�−0.6 or 1 eV, depending on the
assumed ordering of the valence band subbands.12

Here, we present arguments indicating that nitrides and
oxides belong to an original and unexplored class of DMS, in
which the conditions for the strong coupling between the
band hole and the localized spins are met. We then calculate
the spectral density A��� of the band-edge states and show
that in the strong coupling limit A��� exhibits two maxima

corresponding to the bonding and antibonding states, respec-
tively. Our model makes it possible to explain the reversed
sign and the reduced magnitude of the apparent �N0, as de-
termined by the free exciton splitting, as well as the depen-
dence of the energy gap on the magnetic ion concentration x.
In this way, we reconcile the results of photoemission, XAS,
optical, and magneto-optical studies and show their consis-
tency with the chemical trends. Furthermore, our findings
provide a new piece of evidence for the inverse order of the
valence subbands in ZnO as well as reconfirm that the local
spin density approximation �LSDA� results in too high ener-
getic positions of the localized d states.

Actually, the theory presented here has stimulated experi-
mental studies of exciton splittings in �Ga,Fe�N.13 The ad-
vantage of �Ga,Fe�N in the present context stems form the
fact that unlike Mn, Fe in GaN is an isoelectronic impurity
with the simple d5 configuration,14,15 allowing a straightfor-
ward interpretation of the data. Furthermore, since in GaN,
in contrast to ZnO, the actual ordering of valence subbands is
settled, the sign of the apparent exchange energy N0��app� can
be unambiguously determined from polarization-resolved
magnetooptical spectra. The determination of N0��app�

= +0.5�0.2 eV for �Ga,Fe�N,13 provides a strong experi-
mental support for the theory put forward in the present pa-
per.

II. THEORETICAL MODEL

The description of exciton splittings in the works referred
to above10–12 has been carried out within the time-honored
virtual-crystal approximation �VCA� and molecular-field ap-
proximation �MFA�, according to which the interaction of
carriers and localized spins leads to a bands’ splitting propor-
tional to the relevant bare exchange integral and magnetiza-
tion of the subsystem of magnetic ions. While this approach
describes very well the giant exciton splittings in tellurides,16

it has already been called into question in the case of
Cd1−xMnxS.17 In this system, unexpected dependencies of the
band gap and of the apparent exchange integral ��app� on x
have been explained by circumventing VCA and MFA either
employing a nonperturbative Wigner–Seitz-type model17 or
generalizing the alloy theory to DMS.18 It has been found
that the physics of the problem is governed by the ratio of a
characteristic magnitude of the total magnetic impurity po-
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tential U to its critical value Uc�0 at which a bound state
starts to form. In particular, the weak coupling regime, where
VCA and MFA apply, corresponds to U /Uc�1. By modeling
the total potential of the isoelectronic magnetic impurity with
a square well of radius b, one obtains17,18

U/Uc = 6m*�W − �S + 1��/2�/��3�2b� , �1�

where the bare valence band offset WN0=dEv�x� /dx, S is the
impurity spin, and m* is the effective mass of a particle with
the spin s=1 /2 assumed to reside in a simple parabolic band.

In order to evaluate U /Uc for specific materials, we adopt
�=−0.057 eV nm3, i.e., �N0�a0

−3, as implied by the chemi-
cal trends.6,19 The value of b lies presumably between the
anion-cation and cation-cation distances, �3a0 /4�b
�a0 /�2. Hence, for Cd1−xMnxTe, where S=5 /2, m* /m0
=0.65, and WN0=−0.63 eV �Ref. 20�, we obtain 0.20
�U /Uc�0.33, in agreement with the notion that VCA and
MFA can be applied to this system. In the case of
Cd1−xMnxS, where m* /m0=1.0 and WN0=0.5 eV,17 the cou-
pling strength increases to 0.77�U /Uc�1.25. Hence, in
agreement with experimental findings, Cd1−xMnxS represents
a marginal case, in which the local spin dependent potential
introduced by the magnetic ion is too weak to bind the hole,
but too strong to be described by VCA and MFA.17,18

We argue here that even greater magnitudes of U /Uc can
be expected for nitrides and oxides, as a0 is smaller, while
both m* and W tend to be larger comparing to compounds of
heavier anions. We assume m*=1.3m0, a value expected for
GaN,21 and recall that the valence band ordering is contro-
versial in ZnO.22 In order to estimate W, we note that if the
valence band offset is entirely determined by the p-d hybrid-
ization, W and � are related.17 In the case of Ga1−xMnxN, for
which the Hubbard energy for the d electrons
U�eff�=10.4 eV and the position of the d state with respect to
the top of the valence band, 	d

�eff�=−5.7 eV �determined
so far with an accuracy of about 1 eV�,4 we obtain
0.96�U /Uc�1.6. Similarly, for Zn1−xMnxO, where
U�eff�=9.2 eV and 	d

�eff�=−1.5 eV,5 we find 2.0�U /Uc�3.3.
Interestingly, the above evaluation of U /Uc remains approxi-
mately valid for other transition metal impurities, such as Fe
and Co, since as long as the number of electrons in the d
states of t2 symmetry remains unchanged, the p-d hybridiza-
tion energy and, hence, �S does not depend on S.6 Although
the quoted values of U /Uc are subject of uncertainty stem-
ming from the limited accuracy of the input parameters as
well as from the approximate treatment of the hole band
structure, we are in the position to conclude that magneti-
cally doped nitrides and oxides are in the strong coupling
regime, U /Uc
1.

We evaluate the effect of magnetic ions on a single band-
edge particle �k=0� with the spin s=1 /2 within a generalized
alloy theory developed by Tworzydlo.18 The theory is built
for noninteracting, randomly distributed, and fluctuating
quantum spins S characterized by the field-induced averaged
polarization 	Sz�T ,H�
 and neglecting the direct effect of the
magnetic field H on the band states. The potential of the
individual impurities is modeled17 by the square-well poten-
tial containing both spin-dependent �exchange� and spin-

independent �chemical shift� central-cell contributions, so
that the theory can be applied to both magnetic and nonmag-
netic alloys. The band-edge particle self-energy �sz

��� is
derived from the Matsubara formalism by summing up an
infinite series of diagrams for the irreducible self-energy in
the average t-matrix approximation.18 As a result of thermal
and quantum fluctuations, �sz

��� contains weighted contri-
butions corresponding to two spin orientations, �0�S� and
�0�−S−1�, according to

�sz
��� = ��S + 1 + 2sz	Sz
��0�S�

+ �S − 2sz	Sz
��0�− S − 1��/�2S + 1� . �2�

The zero-temperature self-energy �0�J� can be written in the
form

�0�J� = xN0�vU − 16i�m*UU�I��b5/�2� , �3�

where v=4�b3 /3, U=U�J� is the potential depth for one
spin orientation, J=−S−1, and the barrier height for the
other, J=S, according to

U = − �W + J�/2�/v . �4�

Similarly, U�=U��J� is the value of U corrected by the en-
ergy shift Evc calculated within the VCA and MFA,

U� = U − Evc/�vN0� , �5�

with

Evc = − xN0�sz	Sz
� + W� . �6�

The magnitudes of U and Ẽ=Evc+�+ i, where  is the
intrinsic lifetime broadening taken as =3 meV, determine
also the dimensionless wave vectors � and ��,

� = b�2m*Ẽ/�2�1/2 �7�

�� = b�2m*�Ẽ − U�/�2�1/2, �8�

which enter to �0�J� directly and through the auxiliary vari-
able I,

I =
1

12��6„3�1 + �� + 3��2�1 + �� + 2i��3

+ 3��i + ���2 + ����2 − 1��cos�2���

+ 3i����2i�1 + �� + ��� − 1�sin�2���… , �9�

where

� = i�� − ���exp�i���/�� sin �� + i�� cos ��� . �10�

The quantity of interest is the spectral density of states,

Asz
��� = −

1

�
Im

1

� + i − �sz
���

, �11�

whose maxima provide the position of the band edge Ẽ0 in
the presence of spin and chemical disorder as a function of
	Sz�T ,H�
. Most of the relevant experiments for magnetically
doped nitrides and oxides has been carried out at low con-
centrations x�3%, where the effects of the interactions
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among localized spins, neglected in the present approach, are
not yet important. In this case, 	Sz�T ,H�
 can be determined
from magnetization measurements or from the partition func-
tion of the spin Hamiltonian for the relevant magnetic ion.
For higher x, it is tempting to take into account the effects of
the short-range antiferromagnetic superexchange according
to the standard recipe,16,19 i.e., via replacement of x by xeff
and T by T+TAF, where TAF�x ,T�
0 and xeff�x ,T��x.
However, in the strong coupling case, this procedure is rather
inaccurate as aniferromagnetically aligned pairs contribute
also to the band-edge shift.

III. RESULTS AND COMPARISON TO EXPERIMENTAL
FINDINGS

We now present expectations of the theory exposed in the
previous section as well as discuss its relevance vis-à-vis
experimental results. Figure 1�a� shows a gray scale plot of
the spectral density Asz

��� as a function of the coupling
strength in the absence of spin polarization, 	Sz
=0, so that
the spin degeneracy is conserved, A1/2���=A−1/2���. In the

weak coupling limit, U /Uc�1, the band-edge position Ẽ0 is
obviously given by −xN0W. For higher U /Uc, a downward

shift of Ẽ0 is visible, particularly rapid for U /Uc
1, when
the magnetic ion potential is strong enough to bind a hole,
even if the magnetic ion is an isoelectronic impurity. Such an
effect has also been revealed within the dynamic mean-field
theory23 and, recently, by a numerical diagonalization of the
alloy problem.24 The small magnetic polaron formed in this
way, reminiscent of the Zhang–Rice singlet, will be built also
of k states away from the Brillouin zone center, as discussed
previously.25 In the case when magnetic impurities act as
dopants, the case of Mn in III-V compounds, the effects dis-
cussed here enhance the corresponding binding energy.

The presence of the band-gap hole traps introduced by the
magnetic ions will lead to strong hole localization in p-type

samples. In the n-type case, in turn, these charge transfer
states should be visible in photoionization experiments. In-
deed, if there is no hole on a magnetic impurity, a photon can
transfer an electrons from surrounding bonds to the conduc-
tion band leaving a trapped hole behind, dn→dn+h+e. The
corresponding subgap absorption was indeed observed in
both n-Ga1−xMnxN �Refs. 7 and 8� and Zn1−xMnxO �Ref. 9�
but assigned in those works to d5→d4+e transitions. We
propose here that the corresponding photoionization pro-
cesses are d5→d5+h+e. Furthermore, in Ga1−xMnxN
samples, in which the net concentration of compensating do-
nors was sufficiently small, intracenter excitations
Mn→Mn* were detected at 1.4 eV,26 and analyzed in con-
siderable details.8,27,28 While symmetry considerations can-
not discriminate between the d5+h and d4 many-electron
configurations of the Mn ions, the larger crystal-field split-
ting and the smaller Huang–Rhys factor in Ga1−xMnxN, com-
pared to their values in �II,Cr�VI compounds,27,28 point to a
relatively large localization radius, as expected for the d5

+h configuration25 advocated here. This interpretation recon-
firms also the limited accuracy of ab initio computations
within LSDA in the case of transition metal impurities,
which place the d5 /d4 Mn level within the band gap of
GaN.29

As seen in Fig. 1�a�, when U /Uc increases beyond 1, the
spectral density is gradually transferred from the bonding
state discussed above to an antibonding state appearing
above the bandedge energy E0 expected within VCA. We
identify this state with the actual valence band edge for

U /Uc
1, whose position E0
˜ determines, e.g, the onset of

interband optical transitions and the free exciton energy. In

Fig. 2, we plot E0
˜ �x� for U /Uc�1 and U /Uc
1 in compari-

son to the VCA and MFA expectations. We see that if
U /Uc�1, the correction to VCA and MFA leads to a reduc-
tion of the band gap with x, as observed in Cd1−xMnxS �Ref.
18� and Zn1−xMnxSe.30 In contrast, for U /Uc
1 our model
predicts an increase of the gap with x, in accord with the data
for Ga1−xMnxN,28 Zn1−xMnxO,31 and Zn1−xCoxO.12

FIG. 1. Energy distribution �gray scale� of the spectral density
of states Asz

��� at the band edge �k=0� as a function of the coupling
strength U /Uc between the spin 1 /2 particle and the system of
unpolarized �a� and spin-polarized �b� randomly distributed mag-
netic impurities. The magnitude of U /Uc is changed by the range of
the impurities’ potential b. The remaining material parameters are
taken as S=5 /2, x=1%, m*=1.3m0, W=0.05 eV nm3, and
�=−0.057 eV nm3.
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FIG. 2. �Color online� Dependence of band-edge energy Ẽ0 on
the concentration of magnetic impurities x for three values of the
coupling strength U /Uc in comparison to the expectations within
VCA and MFA �denoted as VCA� for material parameters of Fig. 1.
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As shown in Fig. 1�b�, in the presence of the magnetic
field, such that 	Sz�T ,H�
=−2.5, a considerable reorganiza-
tion of the level positions takes place. The spin polarization
of the magnetic ions generates a downward and upward shift
of the bonding and antibonding states �both corresponding to
sz=1 /2� and leads to the appearance of a nonbonding state
�sz=−1 /2�, whose energy is virtually independent of U /Uc.
Remarkably, the latter resides below the antibonding level,
which means that the effect of the p-d exchange on the ex-
tended states changes from antiferromagnetic for U /Uc�1
to ferromagnetic for U /Uc
1. Interestingly, this sign rever-
sal of spin splitting of extended states, appearing when the
coupling strength is large enough to produce bound states,
can also be inferred from Fig. 1 of Ref. 24, where the alloy
Hamiltonian was diagonalized numerically.

Extensive studies of the giant free excitons’ splitting �s in
Ga1−xMnxN,10 Zn1−xCoxO,12 and Ga1−xFexN �Ref. 13� dem-
onstrated a linear dependence of �s on x and 	Sz�T ,H�
, as
expected within VCA and MFA. Figures 3 and 4 demonstrate
that an approximately linear dependence of �s on x and
	Sz�T ,H�
 is predicted within the present theory, too, except
for an anticrossing behavior occurring when the nonbonding
state is in a resonance with the non-normalized band edge,
E0=0. Accordingly, for the sake of comparison to the
experimental determinations, �s can be characterized
by an apparent p-d exchange integral according to
�s=−xN0��app�	Sz�T ,H�
. In Fig. 5, we depict the expected
evolution of ��app� /� with U /Uc for several values of W and
m*. We see that in the strong coupling regime, U /Uc
1, our
theory implies the sign reversal of ��app� and its reduced am-
plitude in comparison to the � values determined from pho-
toemission and XAS experiments.

The ferromagnetic sign and the reduce magnitude of the
p-d exchange integral ��app� were observed in �Ga,Fe�N.13

Similar findings were reported for �Ga,Mn�N,10 though a di-
rect comparison to our theory is hampered by the presence of
holes on Mn ions, which may contribute to the apparent ex-
change interactions between the carriers and localized

spins.32 Significantly reduced magnitudes of ���app�� were
also found in �Zn,Co�O and �Zn,Mn�O.11,12 The sign of ��app�

depends on the assumed valence subband ordering. The posi-
tive sign of ��app�, as implied by our theory, points to the
inverted subband ordering in ZnO, in agreement with the ab
initio studies of the spin-orbit splitting in ZnO.22

Finally, we also note that the ferromagnetic character of
��app� was reported for �Ga,Mn�As in both impurity33 and
metallic limit.34 While the results in the metallic range are
readily explained by the Moss–Burstein shift,34 the present
theory elucidates how the presence of bound states, produced
here partly by the Mn Coulomb potential, results in the fer-
romagnetic sign of ��app� for the extended valence-band
states, though exchange interactions between band carriers
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and the localized hole32 have to be considered in a quantita-
tive description of the data.

IV. CONCLUSIONS AND OUTLOOK

In summary, our findings make it possible to trace
changes in electronic states on going from the weak to the
strong coupling regime. Similar to other cases in which
bound states appear, such as the Kondo effect or supercon-
ductivity, the system properties cannot be described by per-
turbation theory.

In view of the results presented above, DMS in the strong
coupling regime form an outstanding class of materials, in
which a number of concepts developed earlier for these com-
pounds has to be revised. In particular, a simple relation
between sp-d exchange integrals and splitting of extended
states breaks down qualitatively in this regime. The approach
put forward here allows one to reconcile the findings of pho-
toemission, XAS, optical, and magneto-optical measure-
ments carried out for magnetically doped nitrides and oxides.
Furthermore, our results help to settle the issue of valence
subband ordering in ZnO.

Our results, in line with photoemission findings, imply
that d levels of transition metal impurities reside at about
2 eV lower than implied by DFT computations within
LSDA. This issue is now being considered by many groups,
and various computation schemes are proposed to improve

the reliability of first principles methods in the case of
DMS.35

The formalism presented in this paper may serve also for
describing nonmagnetic diluted alloys such as GaAs1−xNx,
where isoelectronic N impurities form bound states, particu-
larly under hydrostatic pressure. The relevant experimental
results for such systems are often analyzed in terms of the
so-called band anticrossing model.36 It is assumed within this
model that the impurities introduce a resonant level and that
the coupling strength of this level to the relevant band is
proportional to x. The resulting band diagram is then similar
to that of Fig. 1�a�. Thus, our theory of the carrier coupling
to the system of randomly distributed isoelectronic impuri-
ties provides a microscopic explanation how the anticrossing
behavior and related properties emerge.

The findings presented here shed also some light on the
question37 concerning the influence of the strong coupling
effects on the carrier-mediated ferromagnetism in DMS. It is
obvious that the enhanced hole binding energy will shift the
metal-insulator transition �MIT� to higher hole concentra-
tions. As sketched in Fig. 6, this will result in a correspond-
ing displacement of the onset of ferromagnetism, in accord
with the notion that delocalized or weakly localized holes are
necessary for the existence of efficient spin-spin interactions
between diluted spins.38,39 A twofold smaller value of the
Curie temperature TC in Ga0.94Mn0.06P in comparison to
Ga0.94Mn0.06As,40 and TC as low as 8 K in Ga0.94Mn0.06N,41

reflects an increase of hole localization on going from ars-
enides to phosphides and nitrides.

Another interesting question, relevant also to
�Ga,Mn�As,42 concerns the nature of hole states on the me-
tallic side of the MIT. We supplement the previous detail
discussion42 of this issue by one comment: The appearance
of a metallic phase means that screening of impurity poten-
tials by the carrier liquid has washed out bound states. We
claim, therefore, that the anticrossing behavior of Fig. 1 will
disappear in the metallic regime. Accordingly, VCA and
MFA can serve for the description of the ferromagnetic
phase, as sketched in Fig. 6. At the same time, many body
interactions will shift the band rigidly down in energy, ac-
cording to theory of band-gap narrowing. The above consid-
erations mean that the high-temperature ferromagnetism can
appear in oxides and nitrides containing a few percent of
randomly distributed magnetic ions, provided that the hole
density would be sufficiently high to reach the MIT.
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FIG. 6. Schematic dependence of the Curie temperature TC on
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