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Kinetic phase diagram for island nucleation and growth during homoepitaxy
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The impact of small-island dissociation and mobility on island nucleation and growth during vapor deposi-
tion of thin films is analyzed using mean field rate equations. The dominant island nucleation and growth
mechanism is mapped onto a temperature/deposition-rate kinetic phase diagram, using Cu(100) homoepitaxy
as an example. The methodology provides analytical expressions for the boundaries on the diagram and

encourages a deeper understanding of the growth mechanisms. A kinetic Monte Carlo simulation incorporating
the small-island dynamics is also presented and used to test the kinetic phase diagram, and satisfactory

agreement is found throughout.
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The nucleation and growth of islands during thin film va-
por deposition has received much attention over recent
years.! Islands form the fundamental building blocks for
crystalline nanostructures and multilayers, which find in-
creasing utility in technology.”? The mechanisms of island
nucleation and growth provide many theoretical and model-
ing challenges.> The arrays of islands observed during or
after submonolayer deposition often display scale invariant
features through the size distribution or spatial organization.*
Many simple Monte Carlo simulations reproduce these ef-
fects and have led to theoretical advances in understanding
the phenomenon.>'% Of particular interest is that the way the
island density, size, and spatial distribution varies with
growth rate or temperature, and how this reflects the nucle-
ation and growth mechanisms.!!'"!® In particular, the critical
island size, above which a small island tends to grow rather
than dissociate, and the mobility of small islands are known
to impact the statistical properties of the resulting island
arrays.!0:14-17

Calculating the dynamics of small islands during thin film
growth over the relevant experimental time scales up to sec-
onds presents a considerable modeling challenge.?*?® Re-
cently, we developed a self-learning kinetic Monte Carlo
simulation powered by saddle-point searches to investigate
the dynamics of small Cu/Cu(100) islands of sizes 2—8.3-21.22
The simulation revealed the dynamic pathways for the small-
island diffusion and dissociation through monomer release,

PACS number(s): 68.35.Fx, 82.20.Wt, 68.55.—a, 81.15.Aa

mobility-dominated regime.? In addition, we provide some
tests of our kinetic phase diagram using a Monte Carlo simu-
lation of island nucleation and growth. We start with a de-
scription of this simulation and show some island arrays it
produces, before we present our rate equation analysis and
kinetic phase diagram.

Island nucleation and growth are simulated using a lattice-
based kinetic Monte Carlo (kMC) procedure similar to that
used previously by one of us.'* Monomers are deposited ran-
domly onto an initially bare substrate represented by a mesh
at the rate F, which is the number of monolayers per second.
Islands of size s=2 nucleate when monomers collide either
through nearest-neighbor hopping (diffusion) or direct im-
pacts from the deposition process. Islands of size s<9 are
represented by points on the lattice (as are monomers) and
they can diffuse and dissociate at the rates set by the growth
temperature 7 and the kinetic parameters in Table I. This
point-island approximation for these small islands is justified
in the limit of low island densities, since capture rates de-
pend on the ratio of diameter to interisland separation as
Venables and others have shown.!! Islands grow when an-
other small island or monomer hops onto them, or through

TABLE I. Small-island diffusion and dissociation energies and
prefactors used in this study. (Ref. 3).

along with the activation energies and frequency prefactors - Diffusion  ~ Dissociation
which we give here in Table I. Having obtained these data, it Diffusion  activation  Dissociation  activation
is desirable to be able to predict which mechanism, diffusion prefactor energy prefactor energy

: o . . . : Island size  (10'%s71) (eV) (1012 571 (eV)
or island stability, and the dynamics of which size of island,
will d}cl)minate the islar:iddnucle.etl.tion and Igrowth folr. a givelf 1 505 0.536
growth temperature and deposition rate. In our earlier work, 5 375 0513 4 0.904
we performed a limited analysis of the numerical results
from a set of mean field rate equations to produce a kinetic 3 325 0.614 32 0.929
phase diagram to do this. 4 15.0 0.717 1200 1.283

In this paper, we revisit this issue of how to make the 5 0.85 0.541 20 0.921
kinetic phase diagram, using the data presented in Table I as 6 13.0 0.717 82 0.929
an example. We improve on our previous work by focusing 7 0.53 0.504 140 1.001
on E}nalytic exprejssior?s for the regime boundaries, apd cor- 3 0.45 0.609 2 0.858
recting an oversight in our previous work concerning the
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FIG. 1. Snapshots at 10% coverage of the island arrays grown
during the simulation at 7=300 K (top row) and 7=600 K (bottom
row) on a 2000 X 2000 lattice. In all cases, the ratio of deposition to
monomer diffusion rate is 2X 10% (the deposition rates are 2.65
X 107> and 0.83 ML/s, respectively). The middle image in both
rows is for the full simulation with both small-island mobility and
dissociation active; the left-hand images are with dissociation only
active, and the right-hand images are for mobility only active.

direct hits by deposited monomers. Islands of size s> 8 are
stable and immobile, and maintain a circular footprint on the
lattice occupying their size s sites. In the later stages of
growth, neighboring circular islands can start to overlap;
however, for the sake of simplicity these islands do not coa-
lesce but remain as independent entities. Terminating the
growth at modest (10%) substrate coverage, which we will
do here, yields very little coalescence.

In Fig. 1, typical island arrays grown in the simulation are
shown, at two different growth temperatures 7=300 K
(middle top) and T=600 K (middle bottom). In both cases,
the ratio R=D,/F=2X 108, so that in the absence of small-
island dynamics, both would produce the same arrays of is-
lands in a statistical sense. The impact of the small-island
dynamics is therefore obvious. To distinguish which mecha-
nism might dominate, we repeat the simulations firstly with-
out allowing any small-island mobility (left-hand images)
and then without allowing small-island dissociation (right-
hand images). It is now apparent from the island densities in
the images that at the lower temperature 7=300 K in the top
row, small-island mobility is a dominant process. In contrast,
in the higher temperature simulation, small-island dissocia-
tion is the key and the mobility appears rather unimportant.
As we will see below, the simulation at 300 K is, in fact, in
the regime where dimer mobility dominates the scaling be-
havior, whereas the one at 600 K is dominated by critical
island size i=3 behavior.

We now turn to a mean field rate equation description of
the island nucleation and growth process, and follow Bartelt
et al.' in analyzing competing rates to yield our kinetic
phase diagram. The equation for the evolution of the mono-
mer density n; can be expressed as
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Here, the monomer diffusion rate is Dy, small islands of size
J<9 diffuse at D; and dissociate at the rate K;, n; is the
density of island size j<<9, and N is the density of stable
islands of size s> 8.

In writing Eq. (1), we are already making several approxi-
mations. We are working in a point-island limit for the
monomer and small-island capture rates. This is a well-
established approximation, which is justified at small cover-
age where islands themselves are small, and which has suc-
cessfully yielded the scaling behavior with R,%7 which is our
primary concern here. We also neglect the capture numbers
O(1) and their size dependence, an approximation originat-
ing from early work in this approach.'! Finally, we are mak-
ing a mean field assumption, in that we are neglecting
environment-dependent contributions to individual island
growth rates, and in doing so we cannot hope to obtain ac-
curate island size distributions from these equations. How-
ever, this approach has a long pedigree of success for aver-
age quantities such as island densities, and previous work
has shown how this form of rate equation captures many
essential features of the nucleation and growth processes and
the associated growth exponents.?

We wish to analyze Eq. (1) to decide which terms domi-
nate the evolution of the island density. Amar et al.” have
classified the evolution of the island density into four main
regimes: Low-coverage where nl <N, intermediate where
N>nl, aggregation where N has saturated, and coalescence
where the stable islands grow into one another and merge
(this starts to be important at about 40% coverage). We are
interested in the intermediate regime, where the nucleation
rates dictate the final island density and its scaling properties,
and which occurs between coverage of about 0.001 and 0.1.7
We shall, therefore, analyze the rate equation at the start of
the intermediate regime at =Fr~0.001, and test the scaling
of the island density at the end of this regime at 6=0.1.

The first braces { } on the right of Eq. (1) represent direct
hits onto existing point islands and monomers. At 6=0.001,
this term is negligible. In the second braces {}, we have
terms representing monomer creation from the dissociation
of small islands, and the adsorption of monomers by small
islands of size s <9 through diffusion. Here, we are focusing
on the regime where the density of large stable islands N
>n;. Then the terms in the second braces can also be ne-
glected and we only need to consider monomer capture by
the large islands represented by the second term on the right
of Eq. (1). We thus find in the steady state regime of nucle-
ation and growth,"”

F
ny=-——. 2
DN (2)
We can write similar expressions to Eq. (1) for the growth
rate of n; and N. The key to deciding which terms are im-
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portant is to compare competing rates; however, to do this,
we must have an expression for N that reflects the dominant
growth mechanism. We, therefore, start by considering a re-
gime of growth with a critical island size i, which occurs
when islands of size s>i grow faster than they dissociate or
diffuse into neighbors, whereas smaller islands tend to dis-
sociate rather than grow:

dN _ .
- = nmn;,
dt 1
and
dnl'
- = Dlnln,-_l - Kil’ll' = 0.
dt

Recursively, using similar expressions for smaller islands
down to size 2 and using Eq. (2), we find

i
n;_; F
n; = Dl”l_ S —

' DINTIK,

Combining with Eq. (3), we obtain
eFi 1/(2+i)
N~ ; (4)
D 11K,
j=2

The expression in Eq. (4) reproduces the well-known growth
exponent for the island density dependence on deposition
flux F.%° For the case i=1, the product in the denominator of
Eq. (4) is replaced by 1. From our discussion above, we will
take 6=0.001 as a representative coverage at the start of the
intermediate regime of nucleation.

Consider now the early stages of nucleation and growth.
For sufficiently low deposition rates, the average time be-
tween monomer capture is such that all island dissociation
mechanisms operate, and so we anticipate i=8. At higher
deposition rates, the island and monomer densities will grow
sufficiently large to allow other mechanisms to dominate. By
comparing the rates of the competing mechanisms, we can
predict when i=8 behavior with its associated island density
[from Eq. (4)] no longer holds. Lower critical island size i
occurs when islands of size s=i+1 no longer dissociate be-
fore they grow, i.e.,

ni 1Ky = Dinyngyy.
From Eq. (2), we find
F= KN

and from Eq. (4) (with i=8 therein), we conclude
8

1 1 1
log F=51logK;,; + = log 6— —log D, —E = log K;.
2 2 = 2

(5)

The inequalities of Eq. (5) are plotted in Fig. 2(a) as a func-
tion of growth temperature 7, using the data in Table I. It is
apparent that the transition from i=8 to i=3 occurs at the
lowest deposition rate for all experimentally relevant tem-
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FIG. 2. (Color online) Boundaries between i=8 behavior and (a)
lower-i regimes; (b) mobility regimes. The new regimes can occur
above the lines. In (b), the black solid line is the boundary between
i=8 and i=3 from (a).

peratures. The emergence of i=3 as a dominant growth mode
is perhaps obvious from the symmetry of the Cu(100) sur-
face and associated stability of tetramer (s=4) islands on this
surface, evident from the high s=4 activation energy for dis-
sociation in Table 1.

The alternative mechanism due to the island mobility also
needs to be considered. If the fate of a small island of size
m<8§ is determined by coalescence with existing stable is-
lands of density N>n s then

DmN = D]”ll .
yielding
8

5 1 1
logFE—glogDm—glog 6+§long+E

1
—logK;.
=R

(6)

The inequalities of Eq. (6) are plotted in Fig. 2(b), where we
reproduce the /=8 to i=3 inequality for comparison. We con-
clude that the latter transition occurs at the lowest deposition
rate.

We now turn to address the question of what other re-
gimes exist at higher deposition rates. These are not imme-
diately apparent from the plots of Fig. 2 which have been
made using the island density at i=8 in the inequalities (5)
and (6). Instead, we must consider the emergence of domi-
nant growth mechanisms in a dynamical sense. When growth
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FIG. 3. (Color online) Boundaries between the i=3 regime and
a lower critical island size or a mobility-dominated regime, where
the new regimes can occur above the lines. The threshold for the
dimer-mobility regime giving way to critical island size i=1 is also
shown. The black solid line is the boundary between i=8 and i=3
from Fig. 2.

starts, the island density is necessarily very low implying i
=8 behavior. As we have seen, as the island density grows,
i=3 behavior takes over (at high deposition rate), since is-
lands of size s=4 are now sufficiently stable and the mono-
mer density sufficiently high. At even higher deposition
rates, the island density grows higher still and transitions
away from i=3 behavior to alternative regimes are possible
and can be tested by using similar expressions to those given
in Egs. (5) and (6) but derived from the i=3 island density
expression from Eq. (4). Hence, a transition to i=1,2 behav-
ior occurs when

3
1 1 1
log Ky + > log 6— > logD, - > > logK;. (7)

F=

N |

=2

Similarly, a transition to a dimer or trimer (m=2,3)
mobility-dominated regime occurs when

3
log F=~5log D, —2log 6+2log D, + > 2K;. (8)

j=2
The right-hand sides of the inequalities (7) and (8) are
plotted in Fig. 3. It can be seen that at higher temperature
T>535 K, i=1 behavior dominates at high deposition rate,
whereas at lower temperature a dimer-mobility (m=2) domi-
nated regime occurs at high deposition rate. To complete our
analysis, we must, therefore, consider how the island density
N varies with flux in this regime, and whether i=1 behavior
is possible at still higher values of flux F. Here, we can
directly follow the arguments of Bartelt et al.,'® setting the
dimer density to the steady state and deducing the stable

island nucleation rate,

dny Dn?>—Dn,N =0
—_— = ny— n =
dt 1741 272

and
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FIG. 4. The kinetic phase diagram deduced from Fig. 3. The
dominant nucleation mechanism is indicated in each region of the
diagram. The (T,F) points+are used to test the diagram with the
Monte Carlo simulation. The circles are points from Ref. 31, as
discussed in the text.
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We now determine the threshold for the m=2 to i=1 transi-
tion as

log F=3logD,+2log #—21log D;. (10)

The right-hand side of the inequality (10) is also plotted in
Fig. 3. As expected, even at low temperatures, when the
deposition rate is sufficiently high, we recover i=1 behavior;
once formed, a dimer is then more likely to meet another
monomer and hence grow than diffuse into another island.

The curves of Fig. 3, along with the sense of the inequali-
ties, map out the regions where we expect the island nucle-
ation and growth to be dominated by the various mecha-
nisms. The information is summarized in Fig. 4, which is our
kinetic phase diagram for Cu(100) homoepitaxy. We also
show the various test points we take on the diagram to vali-
date its utility, as explained below. For each temperature 7,
we select a range of deposition rates F for use in our kMC
simulation. The deposition-rate ranges span an order of mag-
nitude. The range is limited by practical considerations for
the memory requirements and execution time of the simula-
tion.

For each (T,F) test point, we perform 100 runs of the
Monte Carlo simulation described earlier, and measure how
the stable island density N at 10% coverage varies with the
deposition rate. By this stage, the dominant nucleation
mechanism of the intermediate regime will dictate the scal-
ing properties of the island density. The results are presented
on log-log axes in Fig. 5, where the gradient through the
respective set of points reveal the growth exponent. From
Eq. (4), we predict growth exponents of i/(2+1i) for the criti-
cal island size behavior, while from Eq. (9), we predict an
exponent % for the dimer-mobility regime.
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FIG. 5. (Color online) The simulated island density at 10% cov-
erage as a function of R=D;/F, using the test points indicated in
Fig. 4. The negative of the gradients of the lines fitted through the
sets of data points (“chi”) are given in the legend.

The gradients in Fig. 5 are summarized in Table II along-
side these predictions. As can be seen, the predictions hold
up rather well given the nature of the approximations made
in deriving Fig. 4. The i=8 regime is perhaps the most dif-
ficult to test, since the predicted island density is very low
making the Monte Carlo simulation very time consuming
and limiting the number of islands nucleated even on a
2000 X 2000 lattice.

The kinetic phase diagram developed here can be con-
trasted with the one presented in earlier work where the re-
gimes were predicted from a brute-force numerical integra-
tion of rate equations. In fact, the data analysis used there
overlooked the unique growth exponent of 2/5 predicted in
the dimer-mobility regime and so is in error. In addition, the
higher-i regimes were finely divided in that work by simple
application of Eq. (4). However, this again is probably over-
simplistic since we do not expect sharp thresholds between
the regimes as already mentioned. The errors and simplifica-
tions evident in our earlier numerical work highlight the ad-
vantages of seeking analytical expressions for the structure
of the kinetic phase diagram, which enforces more rigor and
deepens understanding.

In Fig. 4, we also mark points of interest drawn from Ref.
31, where Furman et al. analyzed simulation data in com-
parison with experiment. Experimental growth of
Cu/Cu(100) homoepitaxy had been performed at a deposi-
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TABLE II. The growth exponents for density N F at various
temperature and deposition rates.

Temperature 7' Deposition Rate F Predicted = Measured
(K) (ML/s) exponent  exponent
300 (0.331-3.31) X 107! 1/3 0.33
300 (0.529-5.29) x 10~ 2/5 0.43
550 0.650-6.50 3/5 0.55
700 (0.100-1.00) X 10° 3/5 0.59
850 (0.351-3.51) x 10? 8/10 0.71

tion rate of 3.21X10™ML/s, at temperatures T
=213,223,263 K313 as indicated by the circles in Fig. 4.
Their simulations reproduce well the density variations ob-
served at 30% covelrage,31 and so the simulation data were
used with confidence to analyze the scaling behavior at the
lower coverage of 10% before island coalescence effects af-
fect the results. The results reported in Table II of Ref. 31
indicate that dimer mobility dominates the island nucleation
and growth at 7=263 K, whereas at the lower temperatures
of 213 and 223 K, the i=1 growth exponent of 1/3 is ob-
tained. This agrees extremely well with the position of our
boundary between these regimes in Fig. 4. It would be inter-
esting to see further experimental tests of our kinetic phase
diagram.

In summary, we have presented a simple Monte Carlo
simulation of island nucleation and growth during vapor
deposition that allows for the small-island dynamics of dif-
fusion and dissociation. The nucleation and growth have
been analyzed in terms of mean field rate equations, and a
kinetic phase diagram developed that shows which growth
mechanism dominates at various deposition rates and growth
temperatures. It should be noted that we have assumed
throughout that islands of size s>8 will be immobile and
stable, whereas in practice they too will have activation en-
ergies for diffusion and dissociation.® The i=8 region on the
kinetic phase diagram of Fig. 4 might, therefore, be further
divided into i>8 regimes. While the work has been pre-
sented using modeling data for Cu/Cu(100) island dynamics,
the methodology can, in principle, be used for other growth
systems. The approach developed here has the advantage of
elucidating the functional form of the diagram, rather than
relying on brute-force numerical integration of the equations,
and so can provide deeper insight into growth mechanisms.
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and Physical Sciences Research Council Grant No. GR/
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