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Functional renormalization yields a simple unified description of bosons at zero temperature, in arbitrary
space dimension d and for M complex fields. We concentrate on nonrelativistic bosons and an action with a
linear time derivative. The ordered phase can be associated with a nonzero density of �quasi�particles n. The
behavior of observables and correlation functions in the ordered phase depends crucially on the momentum kph,
which is characteristic for a given experiment. For the dilute regime kph�n1/d, the quantum phase transition is
simple, with the same “mean field” critical exponents for all d and M. On the other hand, the dense regime
kph�n1/d reveals a rather rich spectrum of features, depending on d and M. In this regime, one observes for
d�3 a crossover to a relativistic action with second time derivatives. This admits order for d�1, whereas d=1
shows a behavior similar to the low temperature phase of the classical two-dimensional O�2M� models.
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I. INTRODUCTION

The ground state of many quantum systems can undergo a
second order phase transition if the density, concentration,
external fields, or some effective coupling constants are var-
ied. An example is the transition from para- to ferromag-
netism for bosonic atoms with spin. Bosonic quasiparticles
also describe the quantum phase transition for strongly cor-
related electrons in case of anisotropic antiferromagnetic or-
der. We address here only systems where the low energy
excitations are bosons—they can be relevant also for corre-
lated electrons if the fermionic excitations are gapped.

An effective description accounts for a transition from an
“ordered phase” with a nonzero continuously varying density
of bosonic excitations to a “disordered phase” where this
density vanishes. At zero temperature, the boson density can
often be characterized by a condensate, which is described
by the nonvanishing expectation value of a �complex� field.
In a broad sense, such a condensate can be associated with
order, while for the disordered phase, the expectation value
vanishes. Such transitions between a disordered or “symmet-
ric” phase and an ordered phase with spontaneous symmetry
breaking are therefore described by Bose-Einstein condensa-
tion in a gas of interacting bosons. In this picture, the param-
eter driving the phase transition can be associated with an
effective chemical potential �. Universality of the critical
behavior near second order phase transitions implies that
many key features of quantum phase transitions are indepen-
dent of the particular “microscopic” physical systems. With
ultracold bosonic atoms, new ways of experimental investi-
gation of such systems open up.

For dilute systems, many features of quantum phase tran-
sitions for bosons are well understood, and many details of
the critical behavior in various dimensions are known. The
basic aspects are visible in a mean field theory and perturba-
tion theory.1 The use of several methods, including mapping
to fermionic systems and bosonization in one dimension, to-
gether with strong universality arguments based on the renor-
malization group, allows for the computation of critical ex-
ponents and correlation functions.2 One finds a rather simple
picture with mean field critical exponents. This picture is

valid, however, only as long as the system is sufficiently
dilute. In this paper, we extend the discussion to dense sys-
tems. For one- and two-dimensional systems, we will find
qualitative changes. They are induced by the fluctuations of
the Goldstone boson, which is characteristic for the sponta-
neous breaking of a continuous symmetry. In three dimen-
sions, these effects are logarithmic—still sufficient for a cure
of the infrared problems in many previous treatments.3 This
cure is similar to other renormalization group approaches.4,5

In order to define the notion of dense and dilute, one
should compare a typical physical length scale l with the
average distance between particles, D�n−1/d. For dense sys-
tems, one has l�D, whereas dilute systems obey l�D. As a
first attempt, one could try to use the correlation length � as
physical length scale. This works well in the disordered
phase where � is finite away from the phase transition. In the
ordered phase, however, the spontaneous symmetry breaking
of an Abelian continuous symmetry leads to superfluidity.
For a nonzero condensate, the system has always a gapless
�“massless”� mode—the Goldstone boson. The correlation
length is infinite such that the system would appear “dense”
for any nonvanishing n.

In practice, a given experiment will always involve an
effective momentum scale kph, for example, the inverse of
the wavelength used to probe the system. Technically, the
“physical momentum scale” kph may correspond to the mo-
mentum in some relevant Green’s functions and act as an
�additional� infrared cutoff for the fluctuations. The smallest
possible value of kph is given by the inverse size of the ex-
perimental probe. Instead of �−1, we may therefore compare
the physical momentum scale kph with the scale kF�n1/d. For
kF�kph, the particle density only induces small corrections
and the Bose gas is dilute. In contrast, the dense regime for
kph�kF corresponds to a situation where a characteristic in-
terparticle distance D�kF

−1 is small as compared to a typical
experimental length scale l�kph

−1. We use the concepts “di-
lute” and dense here in a rather general sense since we do not
specify l a priori.

In the ordered phase, the quantum fluctuations with low
momenta, q�2=k2, k�kF, are dominated by the Goldstone
boson. We will call this the “Goldstone regime.” In three
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dimensions, the Goldstone fluctuations play a quantitative
role but do not change the qualitative behavior, except for the
extreme infrared. �Due to a logarithmic running of dimen-
sionless couplings, the qualitative changes may only occur
for exponentially small momentum scales.� Typically, fluc-
tuations on length scales larger than the scattering length a
give only small corrections. For kph�a−1, the precise value
of kph becomes unimportant—the most important effective
infrared cutoff is set by a−1. In this case, we may consider a
system with akF�1 as dilute, independent of kph. In contrast,
for d=1,2, the Goldstone fluctuations always play an impor-
tant role for kph�kF. In this case, the value of kph matters
and needs to be considered as a separate physical scale.

The simple critical behavior of the dilute regime always
applies for the disordered phase since n=0. In contrast, the
understanding of the ordered phase is more subtle, in particu-
lar, for lower dimensional systems, d=1 or d=2. The dilute
regime kph�kF remains simple, with similar properties as for
the disordered phase. As kph becomes smaller than kF, we
have to deal with a dense Bose gas where n sets a new scale.
Following the scale dependence of “running” renormalized
couplings, one observes a crossover to the Goldstone regime,
with new qualitative properties. We argue that for d=1 and
d=2, the Goldstone regime is effectively described by a rela-
tivistic action with two time derivatives. It therefore shares
common features with the classical O�2M� models in dimen-
sion d+1. In particular, for d=1 and M =1, this implies the
characteristic behavior of the low temperature phase in the
Kosterliz-Thouless6 phase transition.

We propose here a simple unified picture for the proper-
ties of the quantum phase transition which is valid on all
scales. It is based on the functional renormalization group7

for the average action.8–10 Within a simple �4 model, it de-
scribes the quantum phase transition for an arbitrary number
of space dimensions d and an arbitrary number of compo-
nents M. Within the same model, we can explore the flow in
the disordered and the ordered phase. For low dimensions,
d=1 or d=2, we find several interesting crossover phenom-
ena, indeed associated with the nontrivial physics of Gold-
stone bosons in low dimensions. This crossover persists for
d=3, but wide scale separations occur due to logarithmic
running. The case d=3 can be considered as the boundary
dimension for the relevance of the Goldstone regime.

All of the relevant physics is nonperturbative �with a few
exceptions� and involves long range excitations. We do not
limit our investigation to small interaction strength. We
therefore rely heavily on the capability of modern ap-
proaches to functional renormalization where the variation of
an effective infrared cutoff enables the exploration of sys-
tems with massless excitations �infinite correlation length� in
a nonperturbative context for arbitrary d.8–11 For the regime
kph�kF, the merits of our approach lie, for the time being,
more in the simplicity of the unified picture rather than in
new quantitative results. In contrast, the flow for the dense
systems, kph�kF, reveals features that have attracted less
attention so far.

Our approach is based on a functional integral formula-
tion where the bosonic excitations are associated with a com-
plex field 	. It is formulated in a �d+1�-dimensional Euclid-
ean space with d space dimensions and a Euclidean time 
.

�For nonzero temperature T, Euclidean time parametrizes a
torus with circumference T−1.� The transition from the
Hamiltonian formulation with operators to the functional in-
tegral �or Lagrange formulation� with fields is sometimes
subtle.2,12,13 Two classes of systems can be distinguished,
according to the presence of a linear 
 derivative or not. In a
rather general approach, we may consider a microscopic or
“classical” action

S = �
x

	*�S̄�
 − V̄�

2 −

�

2MB
− ��	 + Sint, �1�

where �x=�d
�ddx�. We will assume that Sint describes a lo-
cal interaction, involving powers of 	*	 without derivatives.

For arbitrary S̄ and V̄, action �1� is invariant under Euclidean
time reversal 
↔−
, 	↔	*.

The case S̄=0 is special, however. The system possesses
now an enhanced rotation symmetry SO�d+1�, mixing space
coordinates x� and the time coordinate 
. Indeed, a simple
multiplicative rescaling of time or space coordinates brings
the derivatives to the form ��


2+��. The relativistic excitation
spectrum can be directly seen by analytic continuation to

“real time,” 
= it. After suitable rescalings, we may set V̄
=1, 2MB=1, such that Eq. �1� reduces to the classical O�2M�
model in dimension d+1, if 	 has M complex components.
�For M�1, suitable sums over components are implied in
Eq. �1�	. Functional renormalization has already provided a
unified picture for the phase transition in classical O�N�
models for arbitrary d,9–11 including the Kosterlitz-Thouless
phase transition for d+1=2 and M =1.14 Due to the enhanced

symmetry, the vanishing of the coefficient linear in �
 �S̄
=0� is stable under the renormalization flow.

In this paper, we search for a similar unified picture for

the “nonrelativistic bosons” with S̄�0. We will concentrate

on the simplest case V̄=0 where, by a suitable rescaling, we

may choose S̄=1. In Minkowski space, the microscopic ac-
tion is now invariant under Galilei transformations. We em-

phasize, however, that V̄=0 is not protected by a symmetry
and second 
 derivatives will be generated by the functional
renormalization flow. For T=0, this comes together with the
higher order gradient terms requested by Galilei invariance.

Even though we concentrate in this paper on the Galilei-

invariant setting with V̄=0, the discussion in Sec. VIII will
also cover the more general case of a microscopic action �1�
with S̄�0, V̄�0. We first specialize to one component and
extend the discussion to M components in Sec. X. An over-

view over the different regimes for arbitrary d, M, and S̄ /
V̄,
together with our main results, can be found in Sec. XI.

Our paper is organized as follows. In order to specify our
model and to fix notations, we recall the functional integral
formulation and functional renormalization in Sec. II. In Sec.
III, we derive the flow equations for the renormalized cou-
plings for arbitrary d�M =1�. Section IV gives a brief de-
scription of running couplings in the disordered phase. We
discuss the fixed points and the associated scaling behavior
relevant for the quantum phase transition in Sec. V. Sections
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IV and V reproduce the known results for nonrelativistic
quantum phase transitions2 within the framework of func-
tional renormalization. They may be skipped by the reader
familiar with the subject. In Sec. VI, we derive the flow
equations for the ordered phase, first within a truncation
where second 
 derivatives are neglected. Section VII distin-
guishes the “linear regime” relevant for dilute systems from
the Goldstone regime which is important for dense systems.
For d�2, our simplest truncation yields an attractive fixed
point with nonzero order parameter and density. For d=1,
this fixed point will persist for extended truncations, while it
turns out to be an artifact of the truncation for d�1.

For d�3, the large time behavior within the ordered
phase is governed by a term quadratic in the 
 derivatives,
�V. We show in Sec. VIII how this term is generated by the
flow, even if it vanishes for the microscopic action. For dense
systems and d�3, the “relativistic dynamic term” �V will
always dominate over the term linear in �
. The running cou-
pling S�k� vanishes with a power of k. In contrast, for the
boundary dimension d=3, the vanishing of S�k� is only loga-
rithmic. The corresponding change in the propagator induces
qualitative changes for the renormalization flow and phase
structure for one- and two-dimensional systems. They con-
stitute the main result of the present paper. We find that the
long-distance behavior of correlation functions is similar as
for the classical O�2� models in d+1 dimensions. In particu-
lar, for d=1, the ordered phase of the nonrelativistic model
behaves similar to the low temperature phase of the two-
dimensional Kosterlitz-Thouless phase transition. We associ-
ate the Tomonaga-Luttinger liquid15 to this phase. In Sec. IX,
we discuss the Goldstone regime in terms of nonlinear �
models. Our approach permits a unified view of the linear 4

models and nonlinear � models. Section X is devoted to an
extension of our discussion to M complex bosonic fields. We
present conclusions and outlook in Sec. XI.

II. FUNCTIONAL INTEGRAL AND FUNCTIONAL
RENORMALIZATION

We start with the partition for a nonrelativistic bosonic
particle for M =1,

Z =� D	 exp�− S�		� , �2�

with action S�		 given by Eq. �1�, with S̄=1, V̄=0. The com-
plex field 	 may be expressed by its Fourier modes,

	�x� = 	�
,x�� = �
q�

eiq�x�	�
,q�� = �
q

eiqx	�q� , �3�

with

q = �q0,q��, �
q

= �
q�
�

q0

, �
q0

=
1

2�
�

−�

�

dq0,

�
q�

= �2��−d� ddq� . �4�

For nonzero temperature T, the Euclidean time 
 param-
etrizes a circle with circumference �
=T−1 and the Matsub-
ara frequencies q0=2�nT ,n�Z, are discrete, with �q0

=T�
n

.

In this paper, we are interested in quantum phase transi-
tions for T=0. This phase transition occurs as the parameter
� is varied from positive to negative values. We regularize
the theory by a momentum cutoff q�2��2 and take �→�
when appropriate. Furthermore, we assume the invariance of
the classical action �2� under a global Abelian symmetry of
phase rotations 	→ei	, corresponding to a conserved total
particle number

N = �
x�

n�x�� = �d�
q�

n�q�� , �5�

with �d the volume of d-dimensional space ��d+1=�d�
�.
Following the Noether construction, we can express n�q�� by
the two point correlation function,

n�q�� =
1

�d+1
�

q0

�	*�q0,q��	�q0,q�� −
1

2
. �6�

We may associate �= �̄−�� with a chemical potential. Here,
our normalization of the additive shift �� �Ref. 13� and of
n�q�� are such that N=0 for ��0 and N�0 for ��0. If we
interpret n=N /�d as the number density of some bosonic
quasiparticle, the quantum phase transition is a transition
from a state with no particles to a state with nonzero particle
density.

By a suitable rescaling of units of x ,
, and 	, we can

replace 2MB→1, �→ �̃=2MB� / k̂2. Here, we may use some

arbitrary momentum unit k̂ in order to make all quantities
dimensionless, or we may retain dimensionful parameters by

employing k̂=1. �The parameters in Sint have to be rescaled
accordingly, see Ref. 16.� In the following, we will work
with a basis of real fields 	1 ,	2 defined by 	�x�= 1


2
�	1�x�

+ i	2�x�	 such that 	a�−q�=	
a
*�q�. The connected part of the

two-point function describes the propagator G,

�	
a
*�q�	b�q�� = Gab�q,q�� + �	

a
*�q��	b�q�� . �7�

For a translation invariant setting, G is diagonal in momen-
tum space,

Gab�q,q�� = Ḡab�q���q − q�� , �8�

with ��q−q��= �2��d+1��q0−q0���
d�q� −q��. Also, translation

invariance implies for a possible order parameter �	a�q�
=
2�̄0��q��a1 with real �̄0. Here, we have chosen the expec-
tation value in the one direction without loss of generality.

We assume a repulsive two particle interaction ��̄�0�,
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Sint =
�̄

2
�

x

�	̄*�x�	�x�	2 =
�̄

8
�

x

�	a�x�	a�x�	2. �9�

After the rescaling, the mass dimensions are x��−1, 

��−2, q� �� ,q0��2, 	��d/2, �̃��2, and n��d, such that

�̄��2−d. Already at this point, one sees the crucial role of

the dimension d. For d=3, the coupling �̄ has the dimension
of a length. After a suitable renormalization, it corresponds
to the scattering length a��. In the vacuum �T=0,n=0, �̃
=0�, the renormalized interaction strength � sets the only
scale, besides the ultraviolet cutoff �. As a consequence,
those correlation functions that are independent of � can
only depend on dimensionless combinations, as �q� and �2q0.

For example, the two-point function takes the form Ḡ

= Ā�q�2+ iSq0+Vq0
2�−1 with real functions Ā ,S, and V /�2 de-

pending on these dimensionless combinations. A nonzero
density introduces an additional scale kF. The long-distance
physics will now depend on the dimensionless concentration
c=akF��n1/3.

In one dimension �d=1�, the interaction strength scales

�̄��. Now, a length scale is set by �−1. For nonzero density,
the macroscopic physics can depend on dimensionless com-

binations, as n /�. Indeed, for �̄→�, the repulsion becomes
infinite such that a particle can never pass another particle.
�This permits the mapping to a noninteracting Fermi gas.2�
The combination n /� is a measure of how many interparticle
distances a particle can travel before being repulsed. It there-
fore defines an effective volume where it can move.

The case d=2 is special because �̄ is dimensionless. In the
vacuum, no length scale except the cutoff is present. The
running coupling vanishes logarithmically for large distances
�see Sec. IV�, such that the long-distance physics is de-

scribed by a free theory. In the two-point correlation, Ḡ

= Ā�q�2+ iSq0+Vq0
2�−1, the functions S , Ā can only depend on

q0 /q�2 and �, besides cutoff effects involving q�2 /�2. No cou-
pling V is allowed. A nonzero density sets again a further
scale kF�n1/2. For momentum scales below kF, the running
of � gets modified and the macrophysics is no longer a free
theory. In particular, the dimensionless combination Vn will
now play an important role.

We will conveniently work with the effective action ���̄	
which generates the 1PI correlation functions. It is obtained
by introducing local linear sources j�x� for 	�x� and perform-

ing a Legendre transform of ln Z�j	, with �̄�x�= �	�x��j in
the presence of sources,

���̄	 = − ln Z�j	 + �
q

��̄*�q�j�q� + j*�q��̄�q�	 . �10�

The difference between S and � results from quantum
fluctuations. We include these fluctuation effects stepwise by
introducing first an infrared cutoff which suppresses the fluc-
tuations with momenta q�2�k2. This is done by adding to
action �2� an infrared cutoff term,8

�kS = �
q

Rk�q��	*�q�	�q� . �11�

In turn, the effective action is now replaced by the average
action �k which depends on k.9,10 With Rk�q�� diverging for
k→�, all fluctuations are suppressed in this limit and one
finds �k→�=S. On the other hand, Rk�q��=0 for k→0 implies
�k→0=�. The average action therefore interpolates smoothly
between the classical action for k→� and the effective ac-
tion for k→0. Its dependence on k obeys an exact flow
equation,9

�k�k��̄	 =
1

2
Tr��kR��k

�2���̄	 + R�−1� , �12�

with R�q ,q��=Rk�q����q−q��. The second functional deriva-
tive �k

�2� is given by the full inverse propagator in the pres-
ence of “background fields” �̄. For a homogeneous back-

ground field, one has �k
�2��q ,q��= P̄�q���q−q��, with P̄ a

matrix in the space of fields ��̄1 , �̄2�. The trace involves a
momentum integration and a trace over internal indices. Tak-
ing functional derivatives of Eq. �12� yields the flow of all
1PI vertices or associated Green’s functions. Equation �12�
therefore describes infinitely many running couplings. For
homogeneous background fields �̄, Eq. �12� takes the ex-
plicit form �with tr the internal trace�

�k�k =
�d+1

2
tr�

q

�kRk�q���P̄�q� + Rk�q��	−1. �13�

The precise shape of the cutoff function Rk is, in principle,
arbitrary.

For �kRk decaying sufficiently fast for large q�2, the q� in-
tegration on the right-hand side of the flow equation �12� or
�13� is ultraviolet finite. Instead of an explicit ultraviolet cut-
off for the momentum integration, we can therefore define
our model by specifying the form of �k at some cutoff scale
k=�. The short-distance physics is now given by the “initial

value” ��. For example, the bare coupling �̄ in the action
can be replaced by a coupling ��, given by the fourth de-
rivative of ��. This definition has the advantage that momen-
tum integrals can always be performed over an infinite range.
The relation between the action S �with momentum cutoff�
and the microscopic effective action �� �without momentum
cutoff� can be established by a one-loop calculation. �In par-
ticular, this absorbs the shift �� in the chemical potential,
which is generated by the transition from a Hamiltonian for-
malism to the functional integral.13�

Our task will be to follow the flow of �k from an initial
value given at k=� toward k=0. From �k=0=�, the 1PI cor-
relation functions of the quantum theory can be extracted by
simple functional differentiation. Despite its conceptually
simple one-loop form, the exact flow equation �12� remains a
complicated functional differential equation. For approxi-
mate solutions, we truncate the most general form of �k. In
the present investigation, we will use very simple trunca-
tions, involving only a small number of couplings. The mini-
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mal set involves only three k-dependent renormalized cou-
plings, S ,m2, and �, according to the truncation

�k = �
x
��*�S�
 − � + m2�� +

�

2
��*��2� . �14�

Nevertheless, many characteristic properties of the quantum
phase transition in arbitrary dimension d will be accounted
for by this truncation. This also holds away from the phase
transition for the disordered phase and for the dilute regime
of the ordered phase. For the dense regime of the ordered
phase in d=1,2, we should add a term containing a second 

derivative as in Eq. �1�, such that the minimal set consists of
four running coupling, m2 ,� ,S, and V. The coupling V is
also needed for d=3 if one attempts quantitative accuracy or
a correct description of the long-distance asymptotics.

In this paper, we mainly concentrate on nonrelativistic
bosons with a linear 
 derivative in the action. The initial
value �� is then given by Eq. �14�, with S�=1,m�

2 =−�̃, and
�=��. �We will only briefly comment on the more general
case where a second 
 derivative, �V�, is added to the mi-
croscopic action.� The microscopic average action �� defines
the model, which has only two parameters in our case,
namely, the rescaled chemical potential �̃ and the micro-
scopic interaction strength ��. This should be distinguished
from the truncation of �k for k��. In principle, all cou-
plings allowed by the symmetries will be generated by the
flow. This holds even though �� has only two parameters.
Restricting �k to a finite number of couplings defines the
approximation scheme.

In the formal setting, the physical n-point functions are
only recovered for k→0. Nevertheless, the properties of �k
for k�0 also admit a physical interpretation. A typical ex-
perimental situation has neither infinite volume nor observa-
tion devices working at infinite wavelength. This induces a
characteristic experimental or “physical” momentum scale
kph, as mentioned in the Introduction. Formally, this scale
appears in the form of nonvanishing “external” momenta for
the Green’s functions which are relevant for a given obser-
vation. Often kph acts as an effective infrared cutoff such that
the evolution of these Green’s functions �with finite mo-
menta� stops once k becomes smaller than kph. On the other
hand, for k�kph, the external momenta are not relevant so
that one may investigate the Green’s functions or appropriate
derivatives at zero momentum. In a simplified approach, we
may therefore associate the Green’s-functions derived from
�k=0 at finite physical momentum �q� � �kph with the Green’s
function extracted from �kph

at zero external momentum. In
this picture, we simply should stop the flow of �k at the
physical scale kph rather than considering the limit k→0. The
experimentally relevant Green’s functions can then be ex-
tracted from �kph

. Of course, such a procedure gives only a
rough idea. In general, the Greens-functions will depend on
several momenta. Even if only one momentum q� is involved,
the precise way how the flow is stopped by a physical infra-
red cutoff involves “threshold effects.”10 As a consequence,
the proportionality coefficient between �q� � and kph will de-
pend on the particular definition of the n-point function.

The average action �k has the same symmetries as the
microscopic action, provided one chooses a cutoff Rk consis-
tent with the symmetries. We sketch in Appendix G the con-
sequences of Galilei symmetry and local U�1� symmetry for
the general form of �k at T=0—more details can be found in
Ref. 17.

III. FLOW EQUATIONS FOR POINTLIKE INTERACTIONS

We first truncate the average action in the pointlike ap-
proximation and keep only the lowest time and space deriva-
tives,

�k = �
x

�Z��̄*�
�̄ − Ā�̄*��̄ + u�Ā�̄*�̄�� = �
x

�S�*�
�

− �*�� + u��*��� . �15�

Here, we have introduced S�k�=Z��k� / Ā�k� and the renor-
malized field

� = Ā1/2�̄ . �16�

We use notations where quantities with a bar denote the cou-
plings of the “unrenormalized field” �̄, whereas the renor-
malized couplings of the field � have no bar. At the scale

k=�, one has Ā���= Ā�=1 so that �̄ and � coincide. In

general, the couplings Z� and Ā are evaluated at a nonzero
value of the renormalized field �0. As a consequence, they
need not be equal in the ordered phase, even in presence of
Galilei symmetry for T=0 �cf. Appendix G�.

We choose the infrared cutoff function18

Rk = Ā�k2 − q�2���k2 − q�2� . �17�

This cutoff violates Galilei symmetry, but our truncation will
neglect counter terms associated with anomalous Ward
identities—they vanish for k→0. The initial values of ��
will be taken as

Z�,� = Ā� = 1, u� = m�
2�*� +

1

2
����*��2,

m�
2 = − �̃ . �18�

Besides the rescaled chemical potential �̃, our model de-
pends on the strength of the repulsive interaction, ���0. By

a rescaling of the momentum unit k̂→ k̂ /�, the parameters
and fields scale as m�

2 →�2m�
2 , ��→�2−d��, and �̄

→�d/2�̄. Physical results for dimensionless quantities can
therefore only depend on scaling invariant combinations as
���m�

2 ��d−2�/2, and q�2 /m�
2 , q0 /m�

2 , and q�2 /�2. We notice
again the special role of d=2 where �� is dimensionless.

The phase is determined by the properties of the effective
potential u for k→0 �or k→1 /L, with L the macroscopic
size of the experimental probe�. In the ordered phase, the
minimum of u occurs for �̄0�k��0 and one observes spon-
taneous symmetry breaking �SSB� of the global U�1� sym-
metry. In contrast, the disordered or symmetric phase has
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�̄0=0. For d=1, we will encounter the boundary case where
�̄0�k��0 for arbitrarily small k, while �̄0�k=0�=0. �Typi-

cally, �̄0�k� vanishes with some power of k.	 Since many
properties of this phase are analogous to the SSB phase for
d�1, we will use the name “ordered phase” also for this
case, even though long range order does not exist in a strict
sense for the infinite volume limit.

The flow of the average potential u follows by evaluating
Eq. �12� for space- and time-independent �̄, i.e., Eq. �13�.
We use the fact that the potential depends only on the invari-
ant �=�*� and uk���=�k��̄� /�d+1. In our truncation, the
flow equation reads, using t=ln�k /��,

�tu��̄ =
1

2
�

q

tr��tRkḠ� . �19�

Here, the propagator is a 2�2 matrix Ḡ= Ā−1G,

G−1 = �q̃2 + u� + 2�u� − Sq0

Sq0 q̃2 + u�
� , �20�

with q̃2=q�2 for q�2�k2 and q̃2=k2 for q�2�k2. Primes denote
derivatives with respect to �. Introducing the anomalous di-
mension

� = − �t ln Ā , �21�

we compute in Appendix A the flow equation for the average
potential �at fixed � instead of fixed �̄� as

�tu = ��u� +
4vd

dS
kd+2�1 −

�

d + 2
� k2 + u� + �u�

k2 + u�
k2 + u� + 2�u�

,

�22�

where

vd
−1 = 2d+1�d/2��d

2
� . �23�

Equation �22� is a nonlinear differential equation for a func-
tion of two variables u�� ,k�, if ��k� and S�k� are known. One
may solve equations of this type numerically.19

We will choose here an even more drastic truncation and
use a polynomial expansion around the minimum of u. In the
symmetric regime, the minimum of u is at �=0 and we ap-
proximate

u = m2� +
1

2
��2. �24�

The corresponding flow equations for m2=u��0�, �=u��0�
read

�tm
2 = �m2,

�t� = 2�� +
4vd

dS
�1 −

�

d + 2
� kd+2

�k2 + m2�2�
2. �25�

Inspection of Eqs. �A3� and �A4� shows that system �25� is
closed and does not involve higher derivatives of the poten-

tial as u�3� and u�4�. For the SSB regime, with minimum of
u��� at �0�0, one expands

u =
�

2
�� − �0�2. �26�

In this case, the flow equations for �0 and � also involve u�3�

and u�4�. Neglecting these higher order couplings in our sim-
plest truncation, one finds, from u���0�=0, u���0�=�, the
flow of the minimum,

�t�0 = −
1

�
�tu���0� = − ��0 +

2vd

dS
�1

−
�

d + 2
���0

kd+1


k2 + 2��0
� 1

k2 −
3

k2 + 2��0
� . �27�

The flow of the quartic coupling now obeys

�t� = 2�� −
2vd

dS
�1 −

�

d + 2
��2 kd+1


k2 + 2��0
� 1

k2 −
3

k2 + 2��0

−
3

2
��0� 1

k4 −
9

�k2 + 2��0�2�� . �28�

In the symmetric regime, we find a �partial� fixed point
for m2=0, while in the SSB, one has a fixed point for �0

=0. These points coincide, with a quartic potential u= 1
2��

2.
In turn, the flow for the quartic coupling,

�t� = 2�� +
4vd

dS
�1 −

�

d + 2
�kd−2�2, �29�

has a fixed point for �=0, corresponding to a free theory. In
order to understand the flow pattern, we will need, however,
the flow of appropriately rescaled dimensionless quantities
and the behavior of S and �.

For a computation of � and S, we need the flow of the
inverse propagator

��k
�2��ab�q�,q�� =

�2�k

��
a
*�q����b�q��

= P̄ab�q����q� − q�� .

�30�

The flow of P̄ab is obtained by the second functional deriva-
tive of the exact flow equation �12�,

�tP̄ab�q� =
1

2
�̄2�

q�
�tRk�q���Ḡ2�cd�q����ade�̄bfcḠef�q� + q�

+ �̄bde�afcḠef�q� − q�� , �31�

with

Ḡ�q�� = �P̄�q�� + Rk�q���	−1. �32�

We have omitted here a term ���4� which does not contrib-
ute to � or S in our truncation of momentum independent
vertices. The cubic couplings �̄� are specified by

��cd
�2��p�,p��

��̄
a
*�q��

= �acd�̄��p� − p� + q�� ,
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��cd
�2��p�,p��
��b�q��

= �̄bcd�̄��p� − p� − q�� �33�

and read, in our truncation,

�acd = �̄acd = 
2Ā2�u���a1�cd + �c1�bd + �d1�ac�

+ 2�u�3��a1�c1�d1� . �34�

The anomalous dimension � and the flow of S are defined by

� = −
1

Ā

�

��q�2�
�tP̄22�q��q=0 �35�

and

�S = − �t ln S = − � −
1

SĀ

�

�q0
�tP̄21�q��q=0. �36�

Many qualitative features for arbitrary dimension d can
already be seen in the extremely simple truncation of this
section. Nevertheless, an important missing ingredient for
the dense regime is the second order 
 derivative, �V�*�


2�,
discussed in Sec. VIII and Appendix C. We will see that this
plays a central role for the infrared behavior, and appropriate
corrections should be included in the flow equation �22�.
Beyond this, the extension of the truncation is more a matter
of quantitative improvement. The most general pointlike in-
teractions are accounted for by Eq. �15�. For example, in-
cluding in u a term ��3 describes pointlike six-point verti-
ces, as discussed in Appendix E. The leading order in a
systematic derivative expansion needs, in addition to V, a

term − 1
4 Ȳ�̄��̄− 1

4 Ȳt�̄�

2�̄, with �̄= �̄*�̄. This contains mo-

mentum dependent interactions. The next to leading order in

the derivative expansion has Ā , S̄ , V̄ and Ȳ , Ȳt depending on
�̄. All these approximations have been successfully imple-
mented for “relativistic” models with second order 
 deriva-
tives and have led to a precise picture for O�N� models in
arbitrary d.14,20

IV. DISORDERED PHASE

In the next four sections, we discuss the simplest trunca-
tion. In the symmetric regime ��̄0=0�, the cubic couplings

��̄� vanish. From Eq. �31�, we find in our truncation of
momentum independent vertices

� = 0, �S = 0. �37�

In terms of the dimensionless mass term and quartic cou-
pling,

w =
m2

k2 , �̃ =
�kd−2

S
, �38�

we obtain

�tm
2 = 0, �tw = − 2w ,

�t�̃ = �d − 2��̃ +
4vd

d
�1 + w�−2�̃2. �39�

Since m2, Ā, and S do not depend on k, the quantum propa-
gator ���2��−1 is given by the classical propagator �for real
frequencies �=−iq0�

G = �− � + q�2 + m�
2 �−1. �40�

The nonrenormalization property of G for T=0, m�
2 �0 is

believed to be exact since the situation describes the vacuum
with zero particle number.2 This is also the reason for the
closed form of Eq. �39� which does not involve higher order
n-point functions.

As long as k2�m2 �or w�1�, the quartic coupling � runs,
while for k2�m2�w�1�, the running effectively stops. For

d�2 and w=0, the combination �̃ is attracted toward an
infrared fixed point at

�̃* =
�2 − d�d

4vd
. �41�

In the vicinity of this fixed point, � decreases with k,

� � �̃*k2−d, �42�

and the repulsive interaction tends to be shielded by the fluc-

tuation effects. For d�2, there is no fixed point for �̃�0.

Again, �̃ decreases for k→0. Now, the running of � stops in
the infrared even for w=0.

The explicit solution of the flow equation for � in the
range w�1 reads, for d�2,

��k� = ���1 +
4vd��

d�d − 2�S
��d−2 − kd−2��−1

. �43�

We note the different behaviors for d�2 and d�2. For d
�2, the fluctuation effects on � are dominated by the short-
distance physics, i.e., momenta of the order � �ultraviolet
domination�. One expects the precise value of the effective
quartic coupling to depend sensitively on the microscopic
details. In contrast, for d�2, the long-distance physics domi-
nates �infrared domination�. For systems with a characteristic
physical infrared cutoff kph, the value of the effective cou-
pling is given by ��kph�. For d�2, the corrections are domi-
nated by the fluctuation effects with infrared momenta q�2

�kph
2 . If the microscopic coupling �� is large enough, ��

��c�kph�,

�c�kph� =
�2 − d�dS

4vd
kph

2−d, �44�

the value of �� becomes unimportant,

��kph� � �c�kph� . �45�

The system has lost memory of the microscopic details ex-
cept for the value of m�

2 . For w=0, the value �c�kph� is ac-
tually an upper bound for the allowed values of ��kph�. For
kph→0, the model becomes noninteracting, ��kph�→0. This
“triviality property” is analogous to the relativistic model, as
relevant for the upper bound on the Higgs mass in the stan-
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dard model of particle physics. For m2�0, one effectively
replaces kph

2 →cm2, with c a proportionality constant of order
1.

The boundary between the qualitatively different role of
fluctuations occurs at the “upper critical dimension” dc=2.
For d�dc, the critical behavior is well approximated by
mean field theory, with mean field theory critical exponents.
For d�dc, the fixed point behavior �41� influences the criti-
cal physics as far as the interaction strength is concerned. At
the critical dimension d=2, the running of � for w�1 be-
comes logarithmic,

��k� = ���1 +
��

4�S
ln
�

k
�−1

. �46�

V. SCALING SOLUTIONS AND QUANTUM PHASE
TRANSITION

It is instructive to discuss the critical behavior in terms of
the scaling solutions. Possible scaling solutions correspond

to the fixed points for w and �̃, i.e., to values where both �tw

and �t�̃ vanish. For all d, one has the trivial fixed point

�A� w* = 0, �* = 0. �47�

Small deviations from this fixed point, with w�0, grow for
k→0. The fixed point �A� is unstable in the w direction; thus,
w �or m2� is a relevant parameter. For d�2, fixed point �A� is

infrared stable in the �̃ direction, i.e., �̃ is an irrelevant cou-

pling. However, for d�2, the coupling �̃ becomes a relevant
parameter, too. Fixed point �A� has two IR-unstable direc-

tions for d�2. Indeed, the flow of �̃ is attracted toward a
second fixed point

�B� w̃ = 0, �̃ = �̃*, �48�

with �̃* given by Eq. �41�. Fixed point �B� has only one

relevant parameter w, whereas �̃ becomes irrelevant. The
critical behavior is dominated by fixed point �B�, except for
very small �� where one observes a “crossover” of the flow
from the vicinity of �A� toward �B�. Both fixed points �A�
and �B� are located exactly on the phase transition m2=0.

The value of �̃ does not affect the flow of w or the anoma-
lous dimension � or �S. We therefore find for the symmetric
phase a mean field critical behavior for m�

2 →0. This equally
applies for both fixed points �A� and �B�, which are distin-
guished only by the value of �. There is no running of m2,
and the anomalous dimension � as well as �S vanish. The
correlation length �=m−1�k→0� simply obeys

� =
1

m�k → 0�
=

1

m�

= ��̃�−1/2 = ��̃�−�, �49�

and the correlation time �for m�
2 �0� is given by


c =
1

m�
2 = ��̃�−1 = �2 = �z. �50�

The time averaged correlation function for m�
2 =0 decays ac-

cording to the canonical dimension �d�2�,

��̄*�r���̄�0� � �r��2−d, �51�

as given by the d-dimensional Fourier transform of Eq. �40�
for m�

2 =0, �=0.
The corresponding critical exponents are the mean field

exponents.2,21

� =
1

2
, � = 0, z = 2. �52�

In the present case, the critical exponents follow from naive
scaling arguments. More generally, the critical exponent �
corresponds to the anomalous dimension for the scaling so-
lution. Indeed, if we evaluate the propagator for q�2�0, the
external momentum acts like an infrared cutoff ��q� ��kph�,
such that Ā�k−�→ �q�2�−�/2. At the phase transition, the static

propagator �q0=0� behaves as Ḡ=G / Ā��q�2�−1+�/2, which is
precisely the definition of the critical exponent �.

The value of �S for the scaling solution determines the
dynamical critical exponent z,

z = 2 + �S. �53�

The dynamical critical exponent z relates the q�2 dependence
and the q0 dependence of the renormalized inverse propaga-
tor away from the phase transition,

G−1�q0 = 0,q�� = q�2 + �−2,

G−1�q0,q� = 0� = iS�q0�q0 + �−2 = ic̃q0
2/z + �−2. �54�

If the zeros of G−1�q0� occur for a value of q0 with positive
real part, Re�q0�=
c

−1, the correlation function for real time t
decays exponentially with a typically dissipation time 
c, im-
plying for q�2��−2

��t,q��*�0,q�� � exp�− t/
c� . �55�

Assuming that for the zero of G−1 one has Re�q0�� Im�q0�,
one can relate the dissipation time 
c to the correlation length
�,

�
c�2/z � �2, 
c � �z. �56�

A nonzero external q0 will replace the infrared cutoff in
the propagator, k2→S�q0�q0, such that

S�q0�q0 � k−�Sq0 → �S�q0�q0	−�S/2q0. �57�

The scaling

�S�q0�q0��2+�S�/2 � q0, S�q0� � q0
−�S/�2+�S� � q0

2/z−1

�58�

yields relation �53� between z and �S. A simpler argument
compares the scaling of a characteristic q̂0 with k, q̂0�kz,
where q̂0 is determined such that the q0-dependent part in
G−1 has the same size as the IR cutoff k2,

S�k�q̂0 � k2 � k−�Sq̂0, q̂0 � k2+�S � kz. �59�

This yields, of course, the same relation �53�.
Obviously, the scaling arguments leading to Eq. �53�

strongly depend on the absence of any other relevant cutoff.
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They will not be valid for dense systems where 
2��0 con-
stitutes an important infrared cutoff for the radial fluctua-
tions. For the dense systems, we find for all d a small mo-
mentum behavior G−1��q�2+q0

2 /v2�, such that the same type
of scaling arguments yields z=1.

For d�2, mean field theory is expected to be a valid
approximation. For d�2, however, the strong dependence of
� on k will result in a momentum dependence of the effective
vertex, with k replaced by 
p�2, and p� a characteristic external
momentum of the vertex. The approximation of a pointlike
interaction becomes inaccurate, and one may question the
validity of a mean field treatment. Nevertheless, relations
�tm

2=0 and �=�S=0 continue to hold �cf. Eq. �40�	, imply-
ing the mean field critical exponents �52� for all d. Also, the
equation for a momentum dependent quartic coupling will

remain closed. Only the value of �̃* and the precise evolu-
tion of the quartic coupling � will be modified for extended
truncations. For d=1 and ��→�, our model corresponds to
“hard core bosons.” In d=1, this is equivalent to a model of
free spinless fermions and the universality class for fixed
point �B� is therefore known,2 confirming that Eq. �52� is
exact for d=1.

The quantum phase transition at m�
2 =0 is the only phase

transition that we discuss explicitly in the present paper. Its
scaling properties in the symmetric phase are quite simple.
Our functional renormalization group equations account well
for these scaling properties, establishing them as a reason-
able starting point for T�0 in a straightforward generaliza-
tion where the q0 integration in the Appendixes A and B is
replaced by a Matsubara sum. The simple features of the
quantum phase transition discussed in this paper, namely, the
location exactly at n=0, the nonrenormalization of m2, and
the vanishing � and �S, are all particular for the nonrelativ-

istic models with V̄=0. �We will see in Sec. VIII that V=0 is
stable with respect to the flow in the symmetric phase.� Start-

ing with V̄�0 will change all these properties; for example,

the relativistic model with V̄�0, S̄=0 shares none of them.
We also do not investigate here the possibility that a very

strong repulsion annihilates the order even for V̄=0, T=0,
and n�0. �This would lead to a different type of quantum
phase transition at some critical value of ��, perhaps char-
acterized by the critical behavior of the relativistic O�2M� or
U�M� models.	

We close this section by a remark that a line of fixed
points exists for all values m�

2 �0. The associated scaling
solutions reflect, however, a different scaling behavior.2 In-
deed, for k2�m2, we may use the variables m2 and

�̂ =
kd+2

m4S
� . �60�

From Eq. �25� and for �=�S=0, we extract

�t�̂ = �d + 2��̂ +
4vd

d
�̂2 �61�

and observe that an infrared stable fixed point �̂=0 exists for
all d�0. As k2 crosses the “threshold” m2, the flow of �

shows a crossover from fixed point �B� �or �A�	 to the fixed
point of Eq. �61�. This is, of course, a fancy way of stating
that � stops running.

VI. ORDERED PHASE

We next turn to the ordered phase. This will be character-
ized by a richer spectrum of physical phenomena, since even
for T=0 the particle density is nonvanishing. We will see that
for d�2, the long-distance physics is always characterized
by an effective theory with strong interactions. The quantum
phase transition to the disordered phase remains simple for
d=3 and small coupling since fluctuation effects play a mi-
nor role. Such a simple description also applies for d�2 in
the dilute regime, as long as the momenta and energies of the
process considered are larger than a characteristic momen-
tum kF or a characteristic energy �F related to the density. �In
our normalization, �F=kF

2 .� For smaller momenta and ener-
gies, however, the density n sets a new scale,

kF = � dn

8vd
�1/d

. �62�

�The normalization of kF�n1/d is somewhat arbitrary, and
we have chosen it here in analogy with a Fermi gas of par-
ticles with spin 1 /2.� One expects that this scale strongly
influences the long-distance behavior. For d=1,2, one finds
other phenomena whenever the “physical momentum” kph is
smaller than kF �dense regime�. For d=3 and small cou-
plings, these effects may matter only on exponentially small
scales, since the running of dimensionless couplings is loga-
rithmic.

The physics for nonzero density is directly related to the
possibility of a condensate. The flow equations will be influ-
enced by the “renormalized order parameter” �0�k��0,
which denotes the value of � for which the average potential
Uk is minimal. For T=0, the symmetries relate the
asymptotic value �0=�0�k=0� to the density, cf. Appendix G,

n = �0. �63�

�For dimensionless fields, this reads n=�0k̂d.� In terms of the
original fields �̄, the asymptotic order parameter �̄0= �̄0�k
=0� denotes the condensate density

nc = �̄0, �64�

such that the condensate fraction �c reads

�c =
nc

n
=
�̄0

�0
= Ā−1. �65�

We will encounter the notion of a “local condensate” �̄0�k�,
even if no long range order exists, i.e., if �̄0�k→0�=0. In
this perspective, k can be associated with the inverse size of
a domain and �̄0�k� measures the expectation value of the
order parameter in such a domain. We refer to the “SSB
regime” of the flow whenever �0�k��0. The ordered phase
or the phase with spontaneous symmetry breaking �synony-
mous� is characterized by a nonzero �0 at the end of the

FUNCTIONAL RENORMALIZATION FOR QUANTUM PHASE… PHYSICAL REVIEW B 77, 064504 �2008�

064504-9



running, i.e., for k=0 or L−1. Technically, the running of the
couplings in the SSB regime is more involved due to the
presence of the cubic couplings for �̄0�0.

In the SSB regime, the two modes �1 and �2 show a
different behavior. With an expectation value �0 in the
1-direction, �1 denotes the radial mode �longitudinal mode�
which is typically “massive” or “gapped,” with “mass term”
2��0. In contrast, the Goldstone mode �transverse mode� �2
is massless. In the SSB regime, the relative size of the con-
tributions from the Goldstone and radial modes is governed
by the dimensionless ratio

w =
2��0

k2 . �66�

In Eqs. �27� and �28�, we note that for w=2, the flow of the

unrenormalized parameters �̄0=� / Ā, �̄= Ā2� vanishes. For
w�2 �and ��d+2�, one finds for k→0 an increasing �̄0

and increasing �̄, whereas for w�2, both quantities de-
crease.

Within the SSB regime, we distinguish between two lim-
iting cases. The “linear regime” refers to w�1 where both
the radial and Goldstone modes are equally important. In
contrast, in the Goldstone regime for w�1, the radial mode
plays a subleading role and the dominant physics is related to
the behavior of the Goldstone modes.

From Eqs. �27� and �28�, we extract the flow of w,

�tw = w�− 2 + � +
3vd

2d
�1 −

�

d + 2
� �̃w

1 + w

�1 −
3

1 + w
��1

+
3

1 + w
�� . �67�

In Eq. �67�, we encounter again the dimensionless combina-

tion �̃=�kd−2 /S. Its evolution obeys ��=−�t ln Ā, �S=
−�t ln S�

�t�̃ = �d − 2 + 2� + �S��̃ −
2vd

d
�1 −

�

d + 2
� 1

1 + w

�1

−
3

1 + w
�1 − 2w − 3

4w2

1 + w
�̃2. �68�

The anomalous dimension � is computed in Appendix B,
and we find in our truncation

� =
2vd

d
�̃w�1 + w�−3/2. �69�

It vanishes both for w→0 and w→�. For �S, we find �Ap-
pendix B�

�S = − � +
vd

2d
�1 −

�

d + 2
��̃w

8 − 4w − 3w2

�1 + w�5/2 . �70�

We note that the leading term for large w,

�S = −
3vd

2d
�1 −

�

d + 2
��̃w1/2, �71�

cancels in the flow of �̃ the term ��̃2w1/2.
We note that �S can take large negative values. In this

context, we emphasize that the relation between �S and the
dynamical critical exponent z in Eq. �53� holds only as long
as the first order 
 derivative dominates. For V�0 and �S
�−1, the relativistic dynamic term will dominate, yielding
simply z=1. Furthermore, in the ordered phase, Goldstone
bosons dominate the correlation function at large distances in
space or time. We will see in Sec. X that the decay of the

correlation function is powerlike, Ḡ−1��q�2+ �q0 /v�2	1−�/2,
leading effectively to z=1, independently of all other details.
We observe an apparent clash with the critical exponent z
=2 in Eq. �52�.

We may insert our results for � and �S into Eqs. �67� and
�68�,

�tw = w�− 2 +
vd

2d

�̃w

1 + w

�3 +
4

1 + w
−

27

�1 + w�2�
−

3vd
2

d2�d + 2�
�̃2w2

�1 + w�2�1 −
9

�1 + w�2�� ,

�t�̃ = �̃�d − 2 +
vd

d
�̃�2 − w�2�1 + w�−5/2

−
2vd

2�̃2w

d2�d + 2�
4 − 6w − w2

�1 + w�4 � . �72�

These two coupled nonlinear differential equations for the

two couplings w and �̃ already yield several characteristic
features of the ordered phase for arbitrary d. However, the
understanding of the dense regime requires an extension of
the truncation by the relativistic dynamic term �V. This will
be necessary in order to get the correct behavior for w→�
�Sec. IX�.

VII. LINEAR AND GOLDSTONE REGIMES

It is instructive to consider first the linear regime in the
limit w→0, where

�tw = − 2w�1 +
5vd

d
�̃w −

12vd
2

d2�d + 2�
��̃w�2� + ¯ ,

�t�̃ = �̃�d − 2 +
4vd

d
�̃ −

8vd
2

d2�d + 2�
�̃2w� + ¯ . �73�

For k→0, one finds that w increases. The dimensionless in-

teraction strength �̃ decreases for d�2, while it increases for

d�2 and small �̃. For w=0, we recover the two fixed points
�A� and �B� already found in the symmetric phase. As before,

�A� is IR stable in the �̃ direction for d�2 and unstable for

d�2. Fixed point �B� at w*=0, �̃*= �2−d�d / �4vd� exists for
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d�2 and is IR stable in the �̃ direction. For both fixed
points, w is a relevant parameter. For fixed point �B�, we find
for k→0 that 2��0=wk2=W approaches a constant, as well

as S and Ā. Since �→S�̃*k2−d, we find that �0�k� increases
for d�2 and w�1 according to

�0�k� =
W

2S�̃*

kd−2. �74�

This behavior stops once w reaches a value of order 1.
The quantum phase transition occurs for w=0. The criti-

cal behavior is characterized by fixed point �A� for d�2 and
�B� for d�2. Since the fixed points are the same for the
ordered and disordered phases, we also obtain the same scal-
ing behavior. At this point, everything may look very simple.

A closer look at the ordered phase reveals, however, that
fixed point �A� or �B� cannot describe all aspects of the quan-
tum phase transition. It is not clear how the exponents �, �,
and �S should be defined in the ordered phase. The correla-
tion length � could be defined in the radial direction, �R
= �2��0�−1/2, where ��0 should be evaluated for k=�R

−1. In the
Goldstone direction, however, the correlation length is infi-
nite. We emphasize that the correlation function for the com-
plex field �̄ is dominated by the propagator for Goldstone

bosons Ḡ22 which does not exhibit a finite correlation length
but rather shows a powerlike decay for large �x��,

��̄*�x��̄�0� − �̄0
2 =

1

2
��̄1�x��̄1�0� − �̄0

2 +
1

2
��̄2�x��̄2�0�

=
1

2
�Ḡ11�x� + Ḡ22�x�� . �75�

Since Ḡ11 decays faster than Ḡ22, only the latter matters for
�x� � →�.

Similarly, Goldstone bosons dominate the occupation
number �6� for the small momentum modes,

n�q�� = k̂d��̄0
2��q�� +

1

2
�

q0

�Ḡ22�q0,q�� + Ḡ11�q0,q��	� −
1

2
.

�76�

We will see that the shape of Ḡ22 for small q�2 and q0 can
become nontrivial and is no longer governed by the “quan-
tum critical fixed point” �A� or �B�.

We may also study the critical behavior of the �bare� order
parameter �̄0�k→0�� �̃ /2. The flow for k→0 will necessar-
ily involve the flow in the region of large w, and one may
wonder if this can be described by the fixed points �A� or �B�
anymore. We will even find that for d=1, the order vanishes
in a strict sense, �̄0�k→0�→0. The definition of  seems not
to be meaningful anymore. These particularities of the cor-
relation length and the bare order parameter cannot be ex-
plained by simple extrapolations from the fixed points �A�
and �B� for which Goldstone bosons play no particular role.

What actually happens is a crossover phenomenon be-
tween the scaling associated with fixed points �A� or �B� for
the quantum phase transition and the Goldstone regime

where the gapless Goldstone mode dominates. This cross-
over depends on the scale kph of characteristic momenta of
an experiment. The crucial quantity is the ratio

w�kph� =
2��kph��0�kph�

kph
2 . �77�

Only for w�kph�!1 are the scaling laws of the quantum
phase transition given by the fixed points �A� or �B�. In the
opposite limit, one has to explore the Goldstone regime w
�1. We discuss in Appendix F that 
2��0 plays the role of
the momentum scale kF�n1/d associated with the density.
The linear regime therefore applies for dilute systems, while
the Goldstone regime is relevant for dense systems. We no-
tice that for any small nonzero order parameter �0 �corre-
sponding to a situation near the phase transition�, there is
always a range of very small momenta kph such that w�kph�
�1. The extreme long range behavior is always dominated
by the physics of Goldstone bosons for which the fixed
points �A� and �B� are not relevant. This also matters in
practice since the macroscopic size of an experiment corre-
sponds to very small kph.

We show the different regimes which are relevant for the
quantum phase transition in Fig. 1. The “linear” regime is
governed by the fixed points �A� or �B�. In the disordered
phase, this finds a simple extension to the “massive regime”
where the flow simply stops due to the presence of an infra-
red cutoff �m, cf. Eq. �61�. In the ordered phase, however,
the “Goldstone regime” is qualitatively different. The long-
distance physics shows features which cannot be explained
by fixed points �A� and �B�. We note that for a fixed nonzero
kph, the immediate vicinity of the phase transition for �→0
is always governed by the quantum critical point, while for
fixed ��0, one always enters the Goldstone regime as kph
→0.

We will next explore the Goldstone regime. This will
bring us to the most important results of this paper. For the
qualitative behavior of the flow away from the exact location
of the phase transition ��̃�0�, we observe an important dif-
ference between the disordered and ordered phases. In the
disordered phase, the running of the couplings m2, � simply
stops once k��1 and the consequences of scaling are imme-

FIG. 1. Schematic view of different regimes for quantum phase
transitions. Dense systems are described by the Goldstone regime.

FUNCTIONAL RENORMALIZATION FOR QUANTUM PHASE… PHYSICAL REVIEW B 77, 064504 �2008�

064504-11



diate. In the ordered phase, however, we encounter the mass-
less Goldstone fluctuations at all scales, including k�R�1.
Correspondingly, the flow equations in the regime w�1 will
be nontrivial and we should explore their consequences.

We first work with our simplest truncation and extend it
subsequently in the following sections. Within the trunca-
tions �15� and �26�, we will find another fixed point of Eq.
�72� for d�2 and a nontrivial scaling behavior for 2�d
�3. As more couplings are included in extended truncations,
we find that the fixed point persists for d=1, while it turns
out to be an artifact of the truncation for d�1. The precise
properties of the fixed point are quite sensitive to the trunca-
tion, and the “lowest order results” of the simplest truncation
have to be interpreted with care. Indeed, for 0�d�2, the
flow equations in the ordered phase �72� exhibit an additional
fixed point for w*�0,

�C� w* � 0, �̃* � 0. �78�

The characteristic fixed point values obtained in this trunca-
tion by a numerical solution of Eq. �72� are shown in Table I.
In Appendix E, we have performed a similar computation
including a local six-point vertex in the truncation. Compari-
son of Tables I and II reveals a very strong truncation depen-
dence for d near 2, while the results are more robust for d
=1.

Fixed point �C� is infrared attractive in all directions.
Within the restricted space of couplings considered in our
simple truncation, this is an example of “self-organized criti-
cality.” For 0�d�2, the flow for any initial value m�

2 �0,
���0 will finally end in fixed point �C�. In Table I, we also
indicate a characteristic value of t=ln�k /�� for which the

fixed point is reached �for initial w and �̃ of order 1�. As d
approaches 2, the fixed point behavior sets in only at ex-
tremely large distances.

Since for fixed point �C� w and �̃ take constant values,
one finds in the simplest truncation

�0�k� =
w*

2�̃*

kd

S�k�
, ��k� = �̃*S�k�k2−d. �79�

With

S = S0� k

k0
�−�S

, Ā = A0� k

k0
�−�

, �80�

we infer

�0 � kd+�S, �̄0 � kd+�S+�,

� � k2−d−�S, �̄ � k2−d−�S−2�. �81�

For �S�−d, the renormalized order parameter �0�k� in-
creases with k, while for d+�S+��0, the bare order param-

eter �̄0= Ā−1�0 vanishes for k→0. From the values of d
+�S+� in Table I, one would infer that no long range order
is present for d�2. �For the one-dimensional boson gas, we
find in this simple truncation that �̄0 vanishes �k0.08.� Then,
there is no meaningful definition of the critical exponent  
for d=1. Also,

�R�k� = �2��k��0�k�	−1/2 =
1


w*k
�82�

always diverges for k→0 due to the existence of the fixed
point for d�2. For such a behavior, there would be no
meaningful definition of a correlation length even for the
radial mode due to the strong impact of Goldstone fluctua-
tions.

Within our simplest truncation, one would conclude that
for d=1, a quantum phase transition exists, but the high den-
sity phase actually shows no long range order in a strict
sense. It exhibits a powerlike decay of the correlation func-
tions both for the radial and Goldstone modes. We may still
call this phase an “ordered phase” in a somewhat weaker
notion: The renormalized order parameter �0�k� does not
vanish, implying the distinction between Goldstone and ra-
dial modes and several other features characteristic for an
ordered phase. Also, the order parameter �̄0 vanishes only
asymptotically for k→0. For a system with a characteristic
infrared cutoff kph�0, one can effectively observe order. A
similar behavior has been found14 for classical phase transi-
tions, e.g., the Kosterlitz-Thouless6 phase transition.

For d=1, one expects for the ordered phase a behavior
similar to a Tomonaga-Luttinger liquid15 with dynamical ex-
ponent z=1 and a correlation function

TABLE I. Fixed point values for �C�.

d w* �̃* � �S t* d+�S+�

1 2.257 28.3 1.73 −2.65 −8 0.08

1.9 7.33 23.8 0.335 −2.012 −80 0.23

1.99 127.3 5.85 0.021 −1.99 −500 0.021

TABLE II. Fixed point values for �C� in �3 truncation.

d w* �̃* �̃* / �̃*
2 � �S

1 3.22 35.6 0.45 2.1 −3.14

1.9 3.69 123.5 0.48 2.07 −3.99

1.99 3.74 140.6 0.49 2.06 −4.07
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�̄*�q0,q��̄�q0�,q��� � ��q0/v�2 + q�2	−�1−�/2���q − q�� ,

�̄*�
,r��̄�0,0� � �v2
2 + r�2�−�/2. �83�

The relativistic form of the propagator suggests that the
“relativistic kinetic term” involving two �
 derivatives should
not be neglected for low dimensions. We will therefore en-
large our truncation and include the coupling V in Sec. VIII.
This modifies the qualitative characteristics for the flow in
the Goldstone regime for d=1,2. For d=2, we will find that
both �0 and �̄0 settle to constant values as k→0. The fixed
point �C� disappears—it is an artifact of a too simple trun-
cation. For d=1, we indeed find a relativistic correlation
function �83� with z=1. The flow shows again a �shifted�
fixed point �C�, constant w and �0, and ��k2, �̄0�k�.

The features induced by the coupling V limit the direct
use of fixed point �C� in the simplest truncation �which ne-
glects V�. Nevertheless, the properties of the flow equation
�72� remain interesting in several aspects. One concerns the
“initial flow” before a substantial relativistic kinetic term �V
has been generated. We discuss a few details of fixed point
�C� for system �72� in Appendix D.

Let us finally briefly explore the behavior of Eq. �72� for
large w—details can be found in Appendix F. For d�3, one
finds that the flow of �0 and � stops as w�k−2 grows to large
values for k→0. Also, the anomalous dimensions � and �S
vanish. For d�3, the flow of the combination �w1/2 is at-
tracted toward a partial fixed point. Again, the asymptotic

behavior for k→0 is characterized by constant �0 and Ā, �
→0. However, one now finds asymptotically vanishing �
�S�k−�S, �S=2�d−3�. For d�2, an initially very large
value of w decreases, consistent with the attractor property of
fixed point �C�.

VIII. CROSSOVER TO RELATIVISTIC MODELS FOR
LOW DIMENSIONS

For the Goldstone regime in d=1 and d=2, an important
qualitative shortcoming of our simplest truncation becomes
visible if we include the term with two time derivatives in an
extended truncation

�V = − V�
x

�*�

2� . �84�

A nonvanishing coupling V will always be generated by the
flow of �k in the SSB regime, even if one starts with V=0 in
the “classical action” at the microscopic scale �. This con-
trasts with the symmetric regime, relevant for the disordered
phase, where an initially vanishing V remains zero during the
flow. For d=3, the additional coupling V induces quantitative
changes, but for small coupling, the qualitative changes in
“overall thermodynamic quantities,” such as density, pres-
sure, order parameter, and phase diagram, are moderate since
the modifications of the infrared running only concern loga-
rithms. Still, for more detailed features, such as occupation
numbers for small momenta, the coupling V is dominant. For
the ordered phase in d=1,2, however, the relativistic dy-
namic term �84� will dominate over the term linear in �
 and

radically modify basic aspects of the macroscopic properties.
In the Goldstone regime, the coupling S vanishes for k→0
such that the flow of the effective action is attracted to a
�partial� fixed point with enhanced relativistic SO�d+1� sym-
metry. This approximate relativistic symmetry qualitatively
changes the properties of fixed point �C�. For d=1, there will
be a line of fixed points with different �0, while the bare
order parameter �̄0 vanishes �k�. For d=2, the fixed point
�C� disappears. The flow for k→0 will yield w→� and both
�0 and �̄0 settle at constant values, with �=0.

We emphasize that the enhanced SO�d+1� symmetry con-
cerns only the leading dynamic and gradient terms for the
Goldstone mode. It is not expected to become a symmetry of
the full effective action since the Lorentz symmetry is not
compatible with Galilei symmetry for T=0. For example, an
SO�d+1� violating term with two time derivatives for the
radial mode is possible, cf. Appendix G.

For an initially vanishing or very small V, a nonzero value

is generated by the flow equation ��̃=�S−1kd−2�

�tV = − �V
S2

k2 ,

�V =
5vd

d
�1 −

�

d + 2
��̃w�1 +

w

2
��1 + w�−5/2. �85�

�Details of the computation of the flow equation for V can be
found in Appendix C.� The relative importance of the kinetic
terms linear or quadratic in �
 can be measured by the ratio

s =
S

k
V
. �86�

As long as s remains larger than 1, one may guess that the
effects of S could remain important. Indeed, a naive scaling
criterion for equal importance of the terms �S or V is given
by Vq0�S with Sq0�k2 such that Vk2�S2. We will argue,
however, that for the Goldstone boson physics, the relevant
scale is 
2��0 rather than k. The effects of the coupling V
therefore become dominant for V�S2 / �2��0� or S�
w.

For s→0, the effective action shows an enhanced SO�d
+1� symmetry, where 
�=
 /
V acts like an additional space
coordinate. From Eq. �85�, it is clear that the evolution of V
essentially stops for k→0 if S decreases faster than k �and �V
remains bounded�. This will be the case for �S�−1, but a
weaker condition will be sufficient for an effective stop of
the running of V. Indeed, from Appendix C, we get the flow
equation for s,

�ts = − �1 + �S�s +
1

2
AV�s,w,�̃�s3, �87�

where

lim
s→�

AV = �V, lim
s→0,w→�

AVs2 � �̃w−2. �88�

One concludes that s is driven to zero if �S�−1. This pre-
sumably happens for d=1 and d=2. In this case, the trajec-
tories corresponding to an enhanced SO�d+1� symmetry are
attractive—the long-distance physics becomes effectively
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relativistic. For �S�−1, large values of s decrease and small

values increase, suggesting a partial fixed point s*��̃ ,w�. If

this occurs for large s, we find s*� �̃−1/2w1/4. The relevant
question for omitting the linear dynamic term �S in the
Goldstone regime is s /
w�1. This condition is reached for
k→0 if V and S /� go to constants, while S goes to zero.
Constant values of V and S /� are suggested also on physical
grounds since these quantities correspond to thermodynamic
observables, see Eq. �G27� in Appendix G.

In this context, we note that S=0 is always a �partial�
fixed point due to an enhanced discrete symmetry 
→−

�while keeping � fixed�. �This additional discrete symmetry
is preserved by our cutoff Rk�16�, even though this cutoff
does not respect the SO�d+1� symmetry—see Appendix C
for a discussion on this issue.	 For �S�−1, the fixed point at
s=0 is IR attractive, while for �S�−1, it becomes repulsive.
For d=3, where �S�−1, the flow therefore ends for k→0
with nonzero s, corresponding to a violation of SO�d+1�
symmetry in the radial sector. For d=3, one expects that V
stops running for k→0 due to w→�. For large w, one finds
in Eq. �85� �V= �� /2�0�1/2k2 /S and �tV�S��ln k0 /k�−1. For
� /S→const, we therefore have logarithmic behavior,

� � S �
1

ln�k0/k�
, �89�

and we note the difference as compared to the simplest trun-
cation �F6�, where � decreases with the square of the inverse
logarithm. This implies that s diverges as �k−1 ln�k0 /k� such
that for d=3 the large s regime applies.

Also, for d=1,2, the running of V stops, this time due to
SO�d+1� symmetry. The running of �0 and � within the
Goldstone regime in the relativistic models has been inten-
sively studied by nonperturbative flow equations.10,22 For w
→�, the running of �0 stops. On the other hand, the fluctua-
tions of the Goldstone modes produce a fixed point for the
dimensionless coupling �kd−3 for all d�3. One infers for the
effective momentum dependence of the quartic coupling

��q�2� � �q�2��3−d�/2. �90�

Comparison with the simplest truncation �F14� shows that �S
has to be replaced by d−3 instead of 2�d−3�. This under-
lines again the crucial importance of the relativistic kinetic
term for the long-distance physics in all dimension d�3.

The summary of the situation in the Goldstone regime is
rather simple. For all d, the asymptotic value for V reaches a
constant as k→0. For d=3, also S becomes almost constant
�it vanishes only logarithmically�, whereas for d=1 and d
=2, the flow rapidly approaches an enhanced SO�d+1� sym-
metry due to S vanishing with a power law as S�k−�S,
S /k→0. The value of the renormalized order parameter �0
approaches a constant for d�1. For d�1, the anomalous
dimension � vanishes for w→� and also �̄0 become con-
stant. The renormalized quartic coupling shows a scaling be-
havior according to its canonical dimension in the relativistic
model.

For d=1 and d=2, the consequences of the relativistic
asymptotics are immediate—the Goldstone regime is de-
scribed by the classical, O�2� model in d+1 dimensions.
With 
�=
 /
V, q0�=q0


V, the correlation functions for large
distances in space and time �or small momenta q� ,q0� obey
�G= �G11+G22� /2	

G � �q�2 + q0�
2�−1, Ḡ � �q�2 + q0�

2�−1+�/2,

G � �r�2 + 
�2��1−d�/2, Ḡ � �r�2 + 
�2��1−d−��/2. �91�

�We recall that G is dominated by the Goldstone contribu-
tion.� One may generalize the concept of dynamical critical
exponent also for situations without a finite correlation
length. For d=1,2, the effective dynamical critical exponent
takes the “relativistic value” z=1. For d=2, the Goldstone
regime is described by the three-dimensional classical
model. It is well known that �0 and �̄0 settle to constants,
with ��k→0�=0.

At this point, we can already extend our discussion to an
arbitrary number M of complex fields. The potential u���, the
gradient term, and the relativistic dynamical term �V all
obey an extended O�2M� symmetry. For our truncation, the
asymptotic behavior for the flow equations in the SSB re-
gime is therefore well known for d=1 and d=2. Since S
vanishes asymptotically, and S is the only term in our trun-
cation that violates the O�2M� symmetry, the asymptotic be-
havior of the flow is given by the classical O�2M� models in
d+1 dimensions. �A more general discussion of
M-component models will be given in Sec. X.� In particular,
for d=2, one finds a simple description of order for arbitrary
M in terms of the three-dimensional classical O�2M� models.

For d=1, the two-dimensional classical model applies. By
virtue of the Mermin-Wagner theorem, we know that no long
range order exists with a spontaneously broken continuous
symmetry. Since any �̄0�0 would lead to spontaneous
breaking of the U�1� symmetry, we can conclude �̄0�k→0�
=0. The way how the Mermin-Wagner theorem is realized
depends on the number of components M.9 For M�1, both
�0�k� and �̄0�k� reach zero at some positive value kSR. For
kph�kSR, no order persists, while for kph�kSR, the system
behaves effectively as in the presence of order. Typically,
ordered domains exist with size Ld!kSR

−1. Since the running
of �0 is only logarithmic, the scale kSR can be exponentially
small. For an experimental probe with size L, one has kph
�L−1, so that for practical applications, an “ordered phase”
will persist. The typical size of ordered domains is then
larger than the size of the system. �This issue has been dis-
cussed in detail for classical antiferromagnetism in two
dimensions.23�

For M =1, in contrast, �0 reaches a constant value for k
→0. Only the bare order parameter vanishes due to a non-
vanishing anomalous dimension, �̄0�k�, such that order
does not exist in a strict sense. In the corresponding classical
model, this situation describes the “low temperature phase”
related to the Kosterlitz-Thouless phase transition. For prac-
tical purposes, this phase behaves like an ordered phase, with

powerlike decay of the correlation function Ḡ �Eq. �91�	 due
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to the existence of a Goldstone boson. This is also the char-
acteristic behavior of a Tomonaga-Luttinger liquid. It is well
known from the classical O�2� model in two dimensions that
the low temperature phase is characterized by a line of fixed
points which may be labeled by �0=�0�k→0�. The anoma-
lous dimension depends on �0,9,14

� =
1

4�
V�0

. �92�

It seems plausible that �0 depends on the effective chemical
potential � such that we predict an anomalous dimension
depending on �.

It is remarkable that the main qualitative features for d
=1 and k→0, namely, a nonzero �0, vanishing �̄0, and a
positive anomalous dimension ��0, are already visible
from fixed point �C� in the simple truncation of Sec. VI. Not
surprisingly, however, the quantitative accuracy for the
anomalous dimensions is very poor if the coupling V is omit-
ted. We may indeed address the properties of the Goldstone
regime in the perspective of the properties of fixed points in
the presence of the coupling V. For d=2, one has the well
known Wilson-Fisher fixed point of the three-dimensional
classical model. It corresponds to S=0. The question of how
close trajectories approach the Wilson-Fisher fixed point de-
pends on the microscopic parameters � and ��, as well as on
a possible microscopic coupling V���. Quantum phase tran-
sitions with critical behavior different from Eq. �52� can be
associated with the Wilson-Fisher fixed point. In this case,
z=1 and the critical exponents � and � of the three-
dimensional O�2M� model apply. For d=2, this type of
phase transition presumably becomes relevant for large
enough microscopic couplings V���. For V���=0, as consid-
ered in this paper, the quantum critical fixed point discussed
in Sec. V is relevant. For this quantum critical fixed point, a
vanishing relativistic coupling V=0 is stable with respect to
the flow. In our truncation, we infer from Eq. �85� that for
w=0, one has �V=0 and therefore �tV=0, while there is
anyhow no contribution to �tV in the disordered phase. At the
quantum critical point, the dimensionless combination Vk2

therefore corresponds to an irrelevant coupling.
In order to judge the relative importance of the Wilson-

Fisher �WF� and the quantum critical �QC� fixed points for
arbitrary microscopic couplings V���, one should consider
the critical hypersurface on which both fixed points lie.
�Note that �0��� varies on this hypersurface, with �0���=0
for QC and �0����0 for WF. We use a common name �QC�
for fixed point �A��d�2� or fixed point �B��d�2�	. The first
question concerns the stability of WF with respect to the
coupling S. Taking into account the scaling dimensions at
WF, one finds that WF is stable for �S�−1 and unstable for
�S�−1. Here, �S has to be evaluated for WF, which we have
not done so far. For �S�−1, one would observe a crossover
from WF to QC on the critical hyperface. In contrast, for
�S�−1, both WF and QC are stable on the critical hypersur-
face. The topology of the flow would then imply the exis-
tence of another fixed point with finite nonzero value of
S��� /
V���.

For d=1 �and M =1�, the role of the Wilson-Fisher fixed
point is replaced by the Kosterlitz-Thouless fixed point for
the two-dimensional classical O�2� model. A key ingredient
is the existence of a whole line of fixed points for S=0. They
can be parametrized by the renormalized order parameter �0
�corresponding to " in Ref. 14 at k=0�. These fixed points
govern the Goldstone regime of our model with V���=0.
Thus, the IR, attractive fixed point �C� in the truncation with
V=0 transforms into one of the fixed points on the critical
line. Now, w is no longer an irrelevant coupling—it can be
used to parametrize the line of fixed points instead of �0.
�Indeed, w=2�� /k2��0 and �� /k2� approaches a fixed point
value depending on �0.9	 It seems natural that �0 depends on
�. On the other hand, �0�k=0� cannot take arbitrary small
values, corresponding to the jump in the renormalized super-
fluid density of the Kosterlitz-Thouless transition.24 This
raises interesting questions of how the chemical potential �
is mapped into an allowed range of �0 or w. It is likely that
the answer is linked to the “initial flow” for small V with a
possible influence of an approximate fixed point of type �C�
for which V is a small perturbation.

We observe that on the line of fixed points, the anomalous
dimension � depends on �0. The maximal value �=1 /4 is
reached at the Kosterlitz-Thouless transition. Our truncation
therefore predicts ��1 /4 for Eq. �91�, and we infer for d
=1, M =1

Ḡ � �r2 + 
�2�−�/2. �93�

However, it is known for the Tomonaga-Luttinger liquid that
the maximal value for � is 1 /2. This brings us to the ques-
tion of reliability of a truncation that only includes a poten-
tial, second order gradient terms and first and second order
time derivatives with SO�d+1� symmetry for S=0. For V
�0, such a truncation is not compatible with Galilei invari-
ance for T=0 and �→0. We conclude that the description in
terms of a �d+1�-dimensional O�2� model becomes problem-
atic for w!1. On the other hand, we have presented strong
arguments for its validity for w�1. We conclude that the
identification of the Tomonaga-Luttinger liquid with the
Kosterlitz-Thouless phase of the two-dimensional model
may only be valid for large w. For w�1, certain terms ne-
glected in our truncation and breaking of the SO�d+1� sym-
metry can play a role. The range of � near 1 /4 in the two-
dimensional O�2� model corresponds to w�1—this is the
region of the phase transition. We conclude that our approxi-
mation is expected to hold as long as � is small enough
�large w� but may break down for � near 1 /4, such that the
upper bound ��1 /4 is not robust.

We finally comment on the case d=3 where the linear 

derivative remains important, as far as naive scaling is con-
cerned. However, in the Goldstone regime, the linear 
 de-
rivative involves the radial mode 1 ,�*�
��1�
2. If
we study the long range physics, the radial mode effectively
decouples for distances larger than the correlation length and
we should question the criterion s!1 that we have used for
an estimate of the importance of the term �V. This criterion
is valid for physics involving the radial mode, i.e., kph��R

−1.
We will discuss in the next section that for kph��R

−1, the
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relevant dimensionless ratio is not given by s but rather by
S /
2��0V. This can be seen by “integrating out” the radial
mode and investigating the effect of S in a nonlinear model
for the Goldstone boson.

IX. GOLDSTONE REGIME AND NONLINEAR � MODELS

In the Goldstone regime, the influence of the radial mode
is subdominant. We may therefore aim for a description only
in terms of Goldstone bosons. This leads to the nonlinear �
models. The effective action in the nonlinear formulation can
directly be computed from our results. One solves the field
equation for the radial fluctuations as a functional of the
Goldstone fluctuations and reinserts this solution into the ef-
fective action. For this purpose, we parametrize

��x� = ��0 + R�x�	ei��x� �94�

and eliminate the radial mode R�x� as a functional of the
periodic phase variable ��x�.

Within our truncation,

S = �
x

L, L = u��*�� + S�*�
� − �*�� + V�

2�� ,

�95�

we find �for constant S and V and removing total derivatives
and constants�

L = L0 + LR,

L0 = �0
2��� ��� � + V�
��
�� ,

LR = u��0
2 + 2�0R + R2� − u��0

2� + �2�0R + R2���� ��� �

+ V�
��
� + iS�
�� + �� R�� R + V�
R�
R . �96�

The field equation �LR /�R=0 can be solved iteratively by

expanding in ��� ��� �+V�
��
�+ iS�
��. In lowest order, one
obtains, with �=u���0

2�,

R = − �0�2��0
2 − � − V2�


2�−1��� ��� � + V�
��
� + iS�
�� ,

�97�

and reinserting this solution yields ��0=�0
2�

LR = − �0�iS�
� − V�
��
� − �� ��� ���2��0 − � − V�

2�−1�iS�
�

− V�
��
� − �� ��� �� . �98�

Expanding in powers of �,

LR = LR,2 + Lint,

LR,2 = �0S2�
��2��0 − � − V�

2�−1�
� , �99�

and combining with L0, we obtain the effective inverse
propagator for the Goldstone boson ���0��,

Gg
−1 = q�2 + Vq0

2 +
S2q0

2

2��0 + q�2 + Vq0
2 . �100�

On the other hand, Lint contains interaction terms. These are
purely derivative interactions, as appropriate for Goldstone
bosons. Higher orders in the iterative expansion will only
yield further interaction terms.

The inverse Goldstone propagator shows no term linear in
q0, even for V=0, S=1. This is a simple consequence of the
observation that a linear 
 derivative for a single real field is
always a total derivative and can therefore be eliminated
from the field equations. In lowest order in a derivative ex-
pansion �for small momenta�, one has

Gg = �q�2 + �V +
S2

2��0
�q0

2�−1

�101�

such that both V and S contribute to an effectively relativistic
kinetic term. �In the limit of large q0, Vq0

2�2��0+q�2, the
correction from LR results in an effective masslike term
S2 /V, i.e., Gg= �q�2+Vq0

2+S2 /V�−1.	 As mentioned at the end
of the preceding section, the relevant ratio for the importance
of the linear dynamic term �S is given for the Goldstone
regime by S /
2��0V.

We conclude that in the Goldstone regime, the renormal-
ized propagator always takes a relativistic form

Gg = �q�2 + �q0/v�2	−1. �102�

The quantity

v2 = �V +
S2

2��0
�−1

�103�

can be associated with the microscopic sound velocity of the
Goldstone mode. Comparing with Eq. �G23� in Appendix G,
we see that it equals the macroscopic sound velocity cs in
accordance with Ref. 3. For �0→const, S /�→const, and S
→0, the second term in Eq. �103� can be neglected. This
yields a simple relation between the sound velocity and the
coupling V=V�k→0�,

cs
2 = V−1. �104�

The bare propagator reads correspondingly

Ḡg = �q�2 + �q0/v�2	−�1−�/2�, �105�

where � depends on momenta according to the replacement
k2→q�2+q0

2 /v2. For d�1, the anomalous dimension vanishes
asymptotically, ��k→0�=0. The generalization to M compo-
nent fields is straightforward and will briefly be addressed in
the next section. We emphasize that for the nonlinear models,
the propagator shows no qualitative difference between a lin-
ear dynamic term �S or a relativistic dynamic term �V.
Nevertheless, the form of the dynamic term becomes impor-
tant for the linear model, in particular, for the flow of the
order parameter �0�k�.

X. M-COMPONENT MODELS

For models with a relativistic kinetic term, the critical
exponents depend sensitively on the number of components
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of the field. For N real components and scalar models with
O�N� symmetry, the universality classes can be fully charac-
terized by N and d. We may investigate this question also for
the nonrelativistic kinetic term and investigate models with
M complex scalar fields �m, m=1, . . . ,M. In terms of renor-
malized fields, we consider models with U�M� symmetry and
neglect first the coupling V,

�k = �
x
��

m

�S�
m
*�
�m − �

m
*��m� + u���� . �106�

Due to the U�M� symmetry, the potential can only depend on
the invariant �=�m�m

*�m. Since � is invariant with respect to
the symmetry O�2M� acting on the 2M real components of
the scalar field, the potential exhibits an enhanced O�2M�
symmetry. This enhanced symmetry is shared by the term
involving spatial gradients but violated by the linear 
 de-
rivative.

Within our truncation of pointlike interactions and with a
linear 
 derivative, we find a very simple result: The flow
equations do not depend on M, except for the flow of a field
independent constant in u. Neglecting the momentum depen-
dence of interactions, all our discussion therefore holds with-
out modifications for the M-component case as well. As long
as the propagator is specified by Eq. �106�, a dependence of
the critical exponents on M can therefore only arise from the
momentum dependence of the interactions. This situation is
quite different in the presence of a relativistic kinetic term
involving two 
 derivatives.

In order to show this result, we first note that for a con-
stant background field the inverse propagator is block diag-
onal, G−1=diag�G1

−1 ,G2
−1 , . . . �, where Gm

−1 are 2�2 matrices
corresponding to a decomposition of the complex field �m
into real and imaginary parts. Without loss of generality, we
may take a real constant background field in the m=1 direc-
tion. Then, G1

−2 is given by Eq. �20�, whereas for m�1, one
has

Gm�1
−1 = �q̃2 + u� − Sq0

Sq0 q̃2 + u�
� . �107�

The resulting correction to �tu from the �M −1� additional
components does not depend on �,

��tu��̄ =
4�M − 1�vd

dS
kd+2�1 −

�

d + 2
� . �108�

A field independent additive constant does not influence our
discussion and we recover the same flow equations for w and

�̃ as for M =1.
We next turn to the computation of � and �S. We define

these quantities by the flow of the q�2 and q0 dependence of
the inverse propagator for the m=1 component, according to
Eqs. �35� and �36�. We can use Eqs. �30� and �31� with indi-
ces a ,b , . . ., running now from 1 to 2M, e.g., the m=2 com-
ponent corresponds to a=3,4, etc. In the presence of a back-
ground field in the a=1 direction, the interaction term in the
effective action for the fields �b, b�1 has a discrete sym-
metry �b→−�b. This implies that for nonvanishing cubic
couplings �acd, the values of all indices must appear in pairs,

except for the value 1. For the anomalous dimension �, the
indices a and b in Eq. �31� take the value 2. In consequence,
the index pair �d ,e� can only be �1,2� or, �2,1�, and similar
for the index pair �f ,c�. Therefore, no indices c ,d ,e , f with
values 3 or higher appear and the additional �M −1� complex
fields do not influence �. For �S, the situation is similar if
one also uses the fact that G is block diagonal, i.e., G1,b�2
=G2,b�2=0. �The situation can be easily depicted in terms of
one-loop Feynman graphs with two external legs.� This
closes our argument that the flow equations are independent
of the number of components M in the approximation of
pointlike vertices and for V=0.

We conclude that the symmetric phase and the quantum
phase transition are not influenced by the presence of addi-
tional components of the field. At the quantum critical point
one finds for all M the critical exponents �=1 /2, �=0 and
z=2. In the ordered phase, the number of components will
influence the flow as soon as a sizable strength V for the
second 
 derivative is generated. In particular, the flow for
d=1 and d=2 will depend on M. The flow for k→0 is ex-
pected to reproduce the well known behavior of the Gold-
stone boson physics in classical statistical systems.8–10 Typi-
cally, the asymptotic behavior can be described by nonlinear
� models on a manifold given by the coset space
U�M� /U�M −1�. For d+1=2, the behavior of the Abelian
model for M =1 differs substantially from the non-Abelian �
models for M�1.

In the microscopic action only the coupling S violates the
O�2M� symmetry. In analogy, we expect that for small
O�2M� violating couplings, i.e., small S, we can choose a
description in terms of O�2M� /O�2M −1� models. This will
contain symmetry breaking effects since the O�2M� symme-
try is exact only for S=0. Such effects are proportional to the
dimensionless combination S�k� / �
2��k��0�k�V�k�	. Since
for d=1,2 the flow is attracted toward S=0 �if �S�0�, one
may suspect that the enhanced symmetries for S=0, i.e., the
space-time rotations SO�d+1� and the internal rotations
SO�2M�, are approximately realized in the Goldstone re-
gime. The degree of violation of these symmetries depends
on the characteristic momentum scale of the Green’s func-
tions and on w−1. As before, a nonzero “external momentum”
q� may be associated with kph

2 =q�2�0. Since S�k� vanishes
only asymptotically for k→0, the symmetry breaking of
SO�d+1� and SO�2M� due to S�kph��0 will always be
present. Furthermore, the vanishing of S occurs for large w,
while S remains important for w!1.

The order parameter �0 or �̄0 is a quantity that involves
the limit of zero momentum �or kph�L−1, with L the macro-
scopic size of the probe�. We may therefore take the limit
k→0, q�2→0 for the issue of spontaneous symmetry break-
ing. For small momenta, we may consider a derivative ex-
pansion of the effective action �for k→0�. Let us consider up
to two derivatives. For 1�d�2, both w−1 and the ratio
S�k� /k vanish for k→0 and s can be neglected. The potential
and the relativistic two-derivative term −�*�V�
2+��� re-

spect both SO�d+1� and O�2M�. A term �−Y��Ṽ�
2+���
violates SO�d+1� only if Ṽ�V, while it preserves O�2M�.
On the level of two derivatives, an O�2M� violation could
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only arise from a term �x�1
*1�
2

*�
2+
2
*2�
1

*�
1

−
2
*1�
1

*�
2−
1
*2�
2

*�
1� for M =2, or suitable gen-
eralizations for M�2. �On the level of two derivatives, the
invariants preserving U�M� while violating O�2M� are of the
form ��m1,. . .,mN

�m1
, ¯ ,�mN−1

��mN
�2.�

For d=2, we may speculate that the SO�d+1� and O�2M�
violating terms involving two derivatives vanish for k→0.
The behaviors of the order parameter and the correlation
function at small momentum are then well approximated by
the classical O�2M� model in three dimensions. This issue
depends on whether the Lorentz symmetry violating opera-
tors are irrelevant for the trajectories with w→� or not.
Even in the presence of O�2M� violating derivative terms,
one would still find 2M −1 gapless excitations due to the
accidental O�2M� symmetry of the potential.

For d=1, the issue may be more complicated. Within the
relativistic model, w is either constant �for M =1� or runs
logarithmically toward zero �M�1�. We may therefore en-
counter a region where w!1 such that the SO�d+1� violat-
ing terms can no longer be neglected. For M�1 this region
becomes always relevant for k→0. For M =1, we expect that
SO�d+1� symmetry becomes a good approximation for the
fixed points with small � �large w�, whereas it is question-
able for the larger values of � corresponding to w�1.

XI. CONCLUSIONS AND OUTLOOK

The functional renormalization group yields a unified pic-
ture for quantum phase transitions of bosons. It covers both
the ordered and the disordered phase, including the rather
complicated long range dynamics of the second. We describe
within the same simple truncation an arbitrary number of
space dimensions d and an arbitrary number of components
M �for M complex fields with symmetry U�M�	. In a general
setting, the properties of the phase transition depend on the
parameter s� which characterizes the relative strength of the
kinetic terms involving one or two time derivatives. More
precisely, for a general microscopic �or classical� action �1�
the dimensionless ratio s� is given by

s� =
S̄

�

2MB

V̄
=

S���
�
V���

, �109�

with � the ultraviolet cutoff.
The characteristic features are described by two limits.

The point s�=0 describes models with a relativistic kinetic
term involving two time derivatives and an enhanced space-
time symmetry SO�d+1�. For those models, the quantum
phase transition in d dimensions is strictly equivalent to the
classical phase transition in d+1 dimensions. The universal
critical properties correspond to the well studied O�2M�
models in d+1 dimensions.

For the other limit s�→� �i.e., V̄=0�, Galilei symmetry
characterizes the zero temperature physics. Now, the phase
transition is influenced by the nonrelativistic quantum critical
point. This is the case we have mainly studied in this paper.
For intermediate values of s�, one expects near the phase
transition a crossover from the classical or relativistic critical

point to the nonrelativistic quantum critical point. No phase
transition is expected as s� is varied. However, the critical
exponents and amplitudes will depend on s�. They are given
by the universality class of the �d+1� dimensional relativistic
O�2M� models in the limit of small s�, for example, by the
well known Wilson-Fisher critical point for d=2. As s� in-
creases toward infinity, the critical exponents smoothly
change toward the mean field values for the nonrelativistic
quantum critical point. We note that for s��0, the critical
hypersurface for the phase transition typically occurs for
nonzero density.

The critical behavior for the nonrelativistic “quantum
critical models” �i.e., s�→�� can be characterized by two
regimes, depending on l /D. Here, l is a characteristic length
scale of the system or experiment and D is proportional to
the average distance between �quasi� particles, D�n−1/d. The
“dilute regime” applies to the disordered phase �where D
→�� and to the “linear regime” in the ordered phase, as
shown in Fig. 1. In the dilute regime, simple scaling laws
apply and the critical behavior is described by mean field
critical exponents for all d and M. The simplicity of its prop-
erties finds a simple explanation, since the disordered phase
describes the vacuum with zero particles, and for the linear
regime in the ordered phase, the small density gives only
subleading corrections. In more technical terms, this is the
regime where kph

2 = l−2�2��0 or w�1.
For l�D, the particle density matters. For this “dense

regime,” the particle density n sets a relevant momentum
scale �D−1 or energy scale �2MBD2�−1. The long-distance
physics is described by the interacting Goldstone bosons
which arise from the spontaneous breaking of U�M� symme-
try. We therefore often call the dense regime the Goldstone
regime. Since Goldstone bosons must be massless �or “gap-
less”�, the correlation functions decay with an inverse power
of distance in space or time.

The physics of interacting Goldstone bosons crucially de-
pends on the number of space dimensions d. For d=3, we
find that the “Goldstone dynamics” is influenced both by
short and long wavelength fluctuations. The running of di-
mensionless couplings is logarithmic. For small or moderate
interaction strength ��, mean field theory remains a good
guide. Quantum corrections induce quantitative corrections
but do not change the qualitative behavior, except for the
extreme infrared. We do not address in this paper the possi-
bility that large �� may lead to other phenomena, as the
destruction of the condensate by a too large repulsion be-
tween the bosons.

On the other hand, for d=2 and d=1, the Goldstone dy-
namics is infrared dominated, leading to other features in-
duced by quantum fluctuations. One expects strong devia-
tions from mean field theory. We find that the
renormalization flow describes a crossover to models with a
relativistic kinetic term. Even for models with s�→� �i.e.,

V̄=0�, the value of s�k� decreases fast for momentum scales
k��. The relativistic term �V will be induced by the fluc-
tuations and dominates for k→0. The Goldstone regime for
d=1,2 is therefore characterized by s=0, both for s�→�
and for s�=0. In other words, the flow is attracted fast to-
ward the �partial� fixed point s=0. �The flow in the Gold-
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stone regime differs from the flow on the critical hypersur-
face where s presumably diverges.�

This implies for d=1,2 a close link between the Gold-
stone regime of the quantum model in d dimensions and the
corresponding Goldstone regime of the classical model in
d+1 dimensions. The classical Goldstone regime is well
studied. For d=2, one expects a description of the Goldstone
regime by the classical three-dimensional U�M� model. In
this case, the realization of order is straightforward, with
both �0 and �̄0 approaching constants for k→0 and � tending
to zero. The correlation function for large separations in
space or time shows a simple powerlike behavior,

G�q� � Ḡ�q� � �q�2 + q0
2/cs

2�−1,

G�x� � Ḡ�x� � �r�2 + cs
2
2�−1/2. �110�

Here, we have restored dimensions, with sound velocity cs
=v / �2MB�.

For d=1, the “ordered phase” actually shows no long
range order in a strict sense. The influence of the Goldstone
bosons is so strong that they destroy any long range order.
This agrees with the Mermin-Wagner theorem for the classi-
cal two-dimensional models with continuous global symme-
try, as applicable here. The way how this theorem is realized
depends crucially on M. For M =1, the nonlinear � model is
Abelian. In the ordered phase, the relevant excitations in-
clude vortices. Indeed, the Kosterlitz-Thouless phase transi-
tion finds within the functional renormalization group a
simple description in terms of a linear O�2� model in two
dimensions.14 As a result, the renormalized order parameter
�0 reaches a constant for k→0, while the bare order param-
eter �̄0 vanishes �k� due to a nonvanishing anomalous di-
mension. The correlation function decays as

Ḡ�q� � �q�2 + q0
2/cs

2�−�1−�/2�,

Ḡ�x� � �r�2 + cs
2
2�−�/2. �111�

These findings carry over to the nonrelativistic model for d
=1, the Tomonaga-Luttinger liquid. In our approach, the key
features of the Tomonaga-Luttinger liquid result essentially
from the nonzero value of the renormalized order parameter
�0. This model simply describes the Goldstone boson asso-
ciated to the “effective U�1� symmetry breaking.” The
anomalous dimension depends on the density of quasiparti-
cles, n=�0. For large "=
Vn=n /v=n / �2MBcs�, one finds
from Eq. �92�

� =
MBcs

2�n
. �112�

After restoring dimensions, the sound velocity cs is related to
the coupling V by Eq. �G27�,

cs
2 =

1

4MB
2V

. �113�

For M�1, as, for example, for the ferromagnetic to para-
magnetic transition with M =3, the nonlinear � models are
asymptotically free and induce a nonperturbative scale kSR.

Within a description by linear U�M� models, one finds that
�0�k� and �̄0�k� both vanish for k=kSR, while being finite for
k�kSR. For k�kSR, the flow follows the symmetric regime
with a minimum of the potential at the origin. The situation
with nonzero �̄0�k� describes local order, with a maximal size
of domains up to kSR

−1. The order in larger domains is de-
stroyed by the Goldstone boson fluctuations. Since kSR can
be exponentially small for large enough density �the running
of �0�k� is only logarithmic	, there is always a critical density
nc beyond which the size of ordered domains kSR

−1 grows be-
yond the macroscopic size of the experimental probe L.
Thus, for n�nc, one observes effectively spontaneous sym-
metry breaking, despite the Mermin-Wagner theorem.

The dynamical behavior of the quantum critical models
can be characterized by a dynamical critical exponent z. In
general terms, it describes how a characteristic time scale 
̂
scales with a characteristic length l, i.e., 
̂� lz. We have con-
centrated on the nonrelativistic quantum critical models �s�
→��. We find for all d and M that the value of z depends on
the density of �quasi�particles. For the dilute regime, one has
the mean field scaling z=2, while the dense regime shows
the relativistic value z=1. In between, there is an effective
crossover. As far as time scales are concerned, the Goldstone
regime �dense regime� applies for 
̂�D /cs, with D the inter-
particle distance �n−1/d and cs the sound velocity.

This paper has demonstrated that the flow of a small set
couplings, namely, �0 �or m2�, �, S, and V, yields all quali-
tative features for the quantum phase transition for arbitrary
d and M. The quantitative precision can be improved by
extending the truncation. Straightforward steps include the
incorporation of a nonvanishing V in the flow equations for
the effective potential u and for �S, as well as a differentia-
tion between the effective renormalization constants for the
radial and Goldstone modes via the inclusion of a term
�Y����. Together with �=u�3���0�, we expect that the set of
couplings ��0 ,� ,� ,S ,V ,Y� will yield already a very satisfac-
tory quantitative accuracy. Extensions to include fermionic
degrees of freedom are possible.25 Furthermore, the effects
of nonvanishing temperature can easily be incorporated in
our framework—one simply has to replace the q0 integration
by a Matsubara sum. Close to the critical temperature of the
phase transition and away from the quantum critical point at
T=0, the flow will experience an effective dimensional re-
duction to the classical d-dimensional U�M� models. High
accuracy for the functional flow equations has already been
reached for the classical O�N� models in arbitrary dimension.
Including the temperature effects, the flow equations should
provide a rather complete picture for the thermodynamics of
bosonic quantum gases.

In this paper, we have concentrated on the structural as-
pects. A numerical solution of the flow equations for k→0
will directly yield important thermodynamic quantities in the
zero temperature limit. The density is given by n=�0 and the

condensate fraction by �c= Ā−1. The sound velocity obeys
cs=1 / �2MB


V� for d=1,2, with logarithmic corrections for
d=3 due to S�1 / ln�k0 /k�, cf. Appendix G,
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cs
2 =

1

4MB
2V
�1 − S�1 +

� ln �c

� ln n
�� . �114�

The change of the condensate fraction with the density fol-
lows �cf. Appendix G�,

� ln �c

� ln n
=

2MB
2cs

2S

�n
− 1 →

S

2��0V
− 1, �115�

with � the renormalized quartic coupling.
It may be possible to measure all these quantities by in-

vestigating the Bose-Einstein condensate for ultracold
bosonic atoms. With suitable traps, one may prepare essen-
tially homogeneous systems for d=1,2, or 3. For a quantita-
tive computation, one will further need to determine �� in
dependence on external parameters, as a homogeneous mag-
netic field. For this purpose, one relates it to measurable
properties in the vacuum, such as the scattering length for
d=3. The necessary computation for n=0 corresponds pre-
cisely to the phase transition discussed in Sec. V and can be
performed in the comparatively simple disordered phase. The
prospects for experimental tests of some of the features de-
scribed in this paper look promising.

Note added: Recently, interesting extensions and numeri-
cal results have been obtained in Ref. 26.
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APPENDIX A: FLOW EQUATION FOR THE EFFECTIVE
POTENTIAL

We can write the flow at fixed renormalized field � as

�tu = ��u� + �
q
��k2 −

�

2
�k2 − q�2����k2 − q�2�tr G� = ��u�

+ 8vd�
0

k

dq̄q̄d−1�k2 −
�

2
�k2 − q̄2��g̃ , �A1�

where v1
−1=4�, v2

−1=8�, v3
−1=8�2, and q̄= �q�2�1/2. The inte-

gration over q0 can be carried out easily,

g̃ =
1

2
� dq0

2�
tr G =� dq0

�2��
q̃2 + u� + �u�

S2q0
2 + �q̃2 + u���q̃2 + u� + 2�u��

=
1

2S

q̃2 + u� + �u�


q̃2 + u�
q̃2 + u� + 2�u�
. �A2�

In the integrand, we can use q̃2=k2 such that the q̄ integration
is trivial and yields Eq. �22�.

Differentiation of Eq. �22� with respect to � yields

�tu� = ��u� + �u�� −
2vd

dS
kd+2�1

−
�

d + 2
� 1

k2 + u�

1

k2 + u� + 2�u�

� �u�2

k2 + u�

−
3�u�2 + 2�2u�u�3�

k2 + u� + 2�u�
� . �A3�

The second derivative reads

�tu� = ��2u� + �u�3�� −
2vd

dS
kd+2�1

−
�

d + 2
� 1

k2 + u�

1

k2 + u� + 2�u�

�u�2 + 2�u�u�3�

k2 + u�

−
3u�2 + 10�u�u�3� + 2�2�u�3�2 + u�u�4��

k2 + u� + 2�u�

−
3

2
�u�� u�2

�k2 + u��2 −
�3u� + 2�u�3��2

�k2 + u� + 2�u��2�� , �A4�

while the third derivative becomes already quite lengthy,

�tu
�3� = ��3u�3� + �u�4�� −

2vd

dS
�1

−
�

d + 2
�kd+2 1


k2 + u�

1

k2 + u� + 2�u�

R , �A5�

with

R =
X1

k2 + u�
−

X2

k + u� + 2�u�
−

Y1

�k2 + u��2

+
Y2

�k2 + u���k2 + u� + 2�u��
+

Y3

�k2 + u� + 2�u��2

+
Z1

�k2 + u��3 +
Z2

�k2 + u��2�k2 + u� + 2�u��

−
Z3

�k2 + u���k2 + u� + 2�u��2 −
Z4

�k2 + u� + 2�u��3

�A6�

and

X1 = 4u�u�3� + 2��u�3�2 + u�u�4�� ,

X2 = 16u�u�3� + 14��u�3�2 + u�u�4�� + 2�2�3u�3�u�4� + u�u�5�� ,

Y1 = 3u�2�u� +
5

2
�u�3�� ,

Y2 = �u��u�u�3� − �u�3�2 + �u�u�4�� ,

Y3 = �3u� + 2�u�3���9u�2 +
75

2
�u�u�3� + 6�2u�3�2 + 9�2u�u�4�� ,

Z1 =
15

4
�u�4, Z2 =

3

4
�u�3�3u� + 2�u�3�� ,
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Z3 =
3

4
�u�2�3u� + 2�u�3��2,

Z4 =
15

4
�u��3u� + 2�u�3��3. �A7�

APPENDIX B: COMPUTATION OF ANOMALOUS
DIMENSIONS

For the calculation of � and �t ln S, we infer from Eq.
�31�,

�tP̄22�q� = ��u��2Ā3�
q�

�tRk�q����Ḡ2�11�q��Ḡ22�q� + q�

+ �Ḡ2�22�q��Ḡ11�q� + q� + �Ḡ2�12�q��Ḡ12�q� + q�

+ �Ḡ2�21�q��Ḡ21�q� + q� + �q → − q�� , �B1�

and

�tP̄11�q� = ��u��2Ā3�
q�

�tRk�q����3

+
2�u�3�

u�
�2

�Ḡ2�11�q��Ḡ11�q� + q�

+ �Ḡ2�22�q��Ḡ22�q� + q� + �3 +
2�u�3�

u�
�

��Ḡ2�12�q��Ḡ21�q� + q� + �3 +
2�u�3�

u�
�

��Ḡ2�21�q��Ḡ12�q� + q� + �q → − q�� , �B2�

�tP̄12�q� = ��u��2Ā3�
q�

�tRk�q����3 +
2�u�3�

u�
��Ḡ2�11�q��

��Ḡ12�q� + q� + Ḡ21�q� − q�	 + �Ḡ2�22�q���Ḡ21�q�

+ q� + Ḡ12�q� − q�	 + �Ḡ2�12�q��Ḡ22�q� + q�

+ �Ḡ2�21�q��Ḡ22�q� − q� + �3 +
2�u�3�

u�
�

���Ḡ2�21�q��Ḡ11�q� + q� + �Ḡ2�12�q��Ḡ11�q�

− q�	� , �B3�

�tP̄21�q� = ��u��2Ā3�
q�

�tRk�q����3 +
2�u�3�

u�
��Ḡ2�11�q��

��Ḡ21�q� + q� + Ḡ12�q� − q�	 + �Ḡ2�22�q���Ḡ12�q�

+ q� + Ḡ21�q� − q�	 + �Ḡ2�21�q��Ḡ22�q� + q�

+ �Ḡ2�12�q�Ḡ22�q� − q� + �3 +
2�u�3�

u�
�

���Ḡ2�12�q��Ḡ11�q� + q� + �Ḡ2�21�q��Ḡ11�q�

− q�	� . �B4�

The propagator matrix reads explicitly

Ḡ = det−1 Ā−1�q̃2 + u� Sq0

− Sq0 q̃2 + u� + 2�u�
� , �B5�

with

Ḡ2 = det−2 Ā−2� �q̃2 + u��2 − S2q0
2 2Sq0�q̃2 + u� + �u��

− 2Sq0�q̃2 + u� + �u�� �q̃2 + u� + 2�u��2 − �S2q0
2�
� , �B6�

and

det = �q̃2 + u���q̃2 + u� + 2�u�� + S2q0
2. �B7�

For the computation of �tP̄22, we employ the fact that only q�2�k2 contributes in the integrands �B4� and replace

q̃�2 → k2, �q�#̃q�2 → k2 + z#. �B8�

Including terms up to second order in q� , we can expand in z#,

�tP̄22�q� ,0� = �2�0�
q0�
�

q��
��k2 − q��2��t�Ā�k2 − q��2�	detk

−3��1 −
2z+�k2 + u� + �u�� + z+

2

detk
+

4z+
2�k2 + u� + �u��2

detk
2 ���k2 + u��2�k2 + u�

+ 2�u� + z+� + �k2 + u� + 2�u��2�k2 + u� + z+� + 2S2q0�
2�k2 + u� + �u� − z+�	 + �z+ → z−�� , �B9�

with

z# = ��q��# q��2 − k2	���q��# q��2 − k2	 �B10�

and
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detk = �k2 + u���k2 + u� + 2�u�� + S2q0�
2. �B11�

Here, we use the fact that z# is effectively linear in q� for q�2→0 since only momenta q��2�k2 contribute for terms involving
powers of z+ or z−. Without loss of generality, we choose q� = �q ,0 , . . . � ,q�0 and decompose q��2=q1�

2+xt �for d�1�. The
combination of the � functions from �tRk and from z+ restricts the integration range for q�� to

0 � xt � k2,

max�− 
k2 − xt,
k2 − xt − q� � q1�� 
k2 − xt. �B12�

In consequence, the term q��2−k2 in z+ is effectively of the order q. It will be convenient to split the q�� integration into two
ranges,

I: 0 � xt � k2 −
1

4
q2,


k2 − xt − q � q1�� 
k2 − xt,

II: k2 −
1

4
q2 � xt � k2,

− 
k2 − xt � q1�� 
k2 − xt. �B13�

For d=1, there is no xt integration and the q1� integration covers the range k−q�q1��k. Restricting the xt and q1� integrations
to this range, we write

�t
�

�q2 P̄22�q=0 = − 2vd−1
��u��2Ā

2�2 �
−�

�

dq0�
�

�q2�� dxtxt
�d−3�/2� dq1���2 − ��k2 + �q1�

2 + �xt	detk
−3�A1ẑ+ + A2ẑ+

2� + �q → − q��
�q=0

,

�B14�

with

A1 = detk,

A2 = − �k� + u� + �u�� , �B15�

and

ẑ+ = q1�
2 + xt − k2 + 2qq1� + q2. �B16�

For d=1, the xt integration and the factor 2vd−1 are absent.
Using �=
k2−xt and

�
�−q

�

dq1���2 − ��k2 + �xt + �q1�
2	�A1z+ + A2z+

2�

= 2k2q2
k2 − xtA1, �B17�

we obtain the following for d=1 at the minimum �
=�0 ,u���0�=�:

�t
�

�q2 P̄22�q=0 = −
2�2�0Āk3

�2 �
−�

�

dq0� detk
−2. �B18�

For d�1, we still need to perform the xt integration and to
include region II. We employ

�
k2−�1/4�q2

k2

dxtF�xt� =
1

4
q2F�k2� �B19�

and observe that integration region II does not contribute in
order q2. This yields for d�1

�t
�

�q2 P̄22�q=0 = −
4vd−1�d�

2�0Ā

�2 kd+2�
−�

�

dqo� detk
−2,

�B20�

with

�d = �
0

1

dxx�d−3�/2
1 − x =
2�

d

vd

vd−1
. �B21�

We therefore find for the anomalous dimension

� =
8vd

d�
�2�0kd+2�

−�

�

dq0� detk
−2. �B22�

We collect the identities �n�1�

�
−�

�

dq0� detk
−n =

1

�n − 1�!
21−n�1 · 3 · 5 ¯ 2n − 3�

�

S
B−�2n−1�/2,
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S2�
−�

�

dq0�q0�
2 detk

−�n+1� =
1

2n
�

−�

�

dq0� detk
−n, �B23�

with

B = �k2 + u���k2 + u� + 2�u�� �B24�

such that

� =
4vd

dS
�2�0kd+2B−3/2. �B25�

In terms of w and �̃, we obtain our final result �Eq. �69�	.
For the computation of �tS, we expand in linear order in

q0,

�tP̄21�q� = 0,q0� = 2��u��2Sq0�
q��
��k2 − q��2��t�Ā�k2

− q��2�	�
q0�

detk
−3��k2 + u� + 2�u��2 − �3 +

2�u�3�

u�
�

��k2 + u��2 − 2S2q0�
2�1 +

�u�3�

u�
�� . �B26�

We evaluate Eq. �B26� at the minimum u�=0,u�=� ,u�3�=�.
The q�� integration is trivial and the q0� integration follows
from Eq. �B23�. One finds

�tS = �S −
vd

2d
�1 −

�

d + 2
��kd−2w�1 + w�−5/2�8 − 4w − 3w2

+ �8 + w��0�/�	 . �B27�

APPENDIX C: QUADRATIC FREQUENCY
DEPENDENCE

In this appendix, we extend our truncation by adding to
Eq. �15� a term quadratic in the 
 derivatives,

��k = − V�
x

�*�

2� . �C1�

The inverse propagator matrix involves now

P̄ = Ā�q�2 + Vq0
2 + u� + 2�u� − Sq0

Sq0 q�2 + Vq0
2 + u�

� , �C2�

and the flow equation for V is defined by

�tV = �V +
1

2Ā

�2

�q0
2�tP̄22�q=0. �C3�

In order to evaluate Eq. �B1�, we take into account the modi-
fication of the propagator,

Ḡ = Ā−1 det−1�q̃2 + Vq0
2 + u� Sq0

− Sq0 q̃2 + Vq0
2 + u� + 2�u�

� ,

�C4�

with

det = �q̃2 + Vq0
2 + u���q̃2 + Vq0

2 + u� + 2�u�� + S2q0
2

�C5�

and

�Ḡ2�11 = Ā−2 det−2��q̃2 + Vq0
2 + u��2 − S2q0

2	 ,

�Ḡ2�22 = Ā−2 det−2��q̃2 + Vq0
2 + u� + 2�u��2 − S2q0

2	 ,

�Ḡ2�12 = − �Ḡ2�21 = 2Ā2 det−2Sq0�q̃2 + Vq0
2 + u� + �u�� .

�C6�

In definition �C3�, the spacelike external momentum is
taken at a vanishing value, q� =0. We can therefore replace in
all propagators in Eq. �B1�q̃2→k2 and perform the q�� inte-
gration

�
q��

�tRk�q��� = �
q��
��k2 − q��2��t�Ā�k2 − q��2�	 =

8vd

d
�1

−
�

d + 2
�Ākd+2. �C7�

Expanding Eq. �B1� to second order in q0, we find the flow
equation for V as

�tV = �V +
32vd

d
�1 −

�

d + 2
��u�2kd+2�

q0�
detk

−3�− V detk

+ 4V2q0�
2�k2 + Vq0�

2 + u� + �u�� − S2�k2 + u� + �u�

− 3Vq0�
2	� . �C8�

Here, detk replaces in Eq. �C5�q̃2→k2. In the disordered
phase, one finds �tV=0 in agreement with Eq. �40�.

In the ordered phase, we evaluate Eq. �C8� at the mini-
mum �u�=0,u�=�� and use the integrals

�
q0�

detk
−n�Vq0�

2�m = V−1/2k2m−4n+1An,m�w,s� , �C9�

with

s =
S

k
V
�C10�

and

An,m�w,s� =
1

2�
�

−�

�

dxx2m��1 + x2��1 + w + x2� + s2x2	−n.

�C11�

This yields

�t ln V = � +
16vd

d
�1 −

�

d + 2
�w�kd−2�Vk2�−1/2�− A2,0

+ 4��1 +
w

2
�A3,1 + A3,2� − s2��1 +

w

2
�A3,0

− 3A3,1�� . �C12�
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The computation of � in Appendix B remains essentially
unchanged and one finds from Eq. �B22�

� =
8vd

d
w�kd−2�Vk2�−1/2A2,0�w,s� . �C13�

It is instructive to investigate the limiting cases s→0 and
s→�. For s=0, the propagator �C4� becomes diagonal. The
action now has a relativistic dynamic term involving two �

derivatives. This model is well understood and corresponds
to the classical O�2� model in d+1 dimensions. The Euclid-
ean space-time symmetry SO�d+1� is obtained by a simple
rescaling 
=V1/2
� ,V�


2=�
�
2 . The effective action �k→0

should respect this enhanced SO�d+1� symmetry. Also, the
flow equations would automatically respect the SO�d+1�
symmetry if we had chosen a cutoff function Rk consistent
with this symmetry. However, our cutoff �17� violates
SO�d+1� since it only acts on d momenta q� . The flow will
therefore not respect SO�d+1� and the full symmetry should
only appear for k→0 where the cutoff effects are absent. In
particular, this implies that V�k� should approach a constant
for k→0. We may discuss this issue in some more detail.

Combining Eq. �C14� with Eq. �C12� yields, for s=0,

�t ln V =
8vd

d
w�̃�− �1 +

2�

d + 2
�A2,0 + 8�1 −

�

d + 2
���1

+
w

2
�A3,1 + A3,2�� , �C14�

where we define

�̃ = �kd−2�Vk2�−1/2. �C15�

We note that the integrals An,m obey the relations

�

�w
An,m = − n�An+1,m + An+1,m+1� ,

�

�s2An,m = − nAn+1,m+1. �C16�

We also employ the integral

1

2�
�

−�

�

dx�x2 + ��−1�x2 +  �−1 =
1

2��
 +  
��

�C17�

in order to compute

A1,0�w,0� =
1

2
�1 + w + 
1 + w�−1,

A2,0�w,0� =
1

4
�1 + w + 
1 + w�−3�1 + w + 3
1 + w� ,

A3,0�w,0� =
3

16
�1 + w + 
1 + w�−5�5�2 + w�
1 + w + 11

+ 11w + w2� . �C18�

Using Eq. �C16�, one then obtains

A2,1�w,0� =
1

4
�1 + w + 
1 + w�−3�2 + w� ,

A3,1�w,0� + A3,2�w,0� =
1

8
�1 + w + 
1 + w�−4�5 + 2w +

1

2
�1

+ w�1/2 +
3

2
�1 + w�−1/2� ,

A3,1�w,0� =
1

16
�1 + w + 
1 + w�−5�w2 − 3w − 7 + 5�1 + w�3/2

− 9�1 + w�1/2� , �C19�

and

8��1 +
w

2
�A3,1 + A3,2� =

1

4
�1 + w + 
1 + w�−5�w3 + 5w2

+ 23w + 28 + 5�1 + w�5/2 − 4�1

+ w�3/2 + 27�1 + w�1/2� . �C20�

Let us consider large w where the terms �� / �d+2� can
be neglected. We note that the leading term in combination
�C20� �1 / �4w2� cancels precisely the same term in A2,0.

While � decreases for large w as �̃w−1, the leading term in

�t ln V� �̃w−2 is suppressed by an additional factor w−1. This
feature is consistent with the requirement V�k→0�→V0. Es-
tablishing for our cutoff the asymptotic constancy for V�k
→0� for arbitrary initial conditions with S=0,V�0 has not
yet been done. We simply recall that any valid truncation
must obey this property due to the SO�d+1� symmetry.

For large w, we find for the anomalous dimension

� =
2vd�kd−3

d
Vw
. �C21�

For d=1, this yields

� =
1

4�
V�0

, �C22�

and we recover the well known formula for the classical
two-dimensional O�N� models,9,14 with "=
V�0. This is
closely linked to the flow of the coupling g2=1 / �2"� in the
non-Abelian nonlinear � models,9,14 which obeys �N=2M�

�tg
2 = −

N − 2

2�
g4. �C23�

A perturbative expansion for small g2 or small "−1 becomes
possible.

In the opposite limit s→� we can neglect in Eq. �C8� all

terms involving V such that �with Eq. �B23� and �̃
=�kd−2 /S	

C. WETTERICH PHYSICAL REVIEW B 77, 064504 �2008�

064504-24



�tV = −
16vd

d
�1 −

�

d + 2
�w�̃k8S3�1 +

w

2
��

q0�
detk

−3 =

−
3vd

d
�1 −

�

d + 2
�w�1 +

w

2
��1 + w�−5/2�̃S2k−2.

�C24�

The right-hand side is negative such that V is driven to posi-
tive values if we start with a microscopic value V���=0. In
this regime, we find

�t�Vk2

S2 � = �ts
−2 = 2�1 + �S�s−2 − �V,

�V =
3vd

d
�1 −

�

d + 2
�w�1 +

w

2
��1 + w�−5/2�̃ . �C25�

For �approximately� constant w and �̃, one observes two
qualitatively different behaviors. For �S�−1, the evolution
of V�s−2 tends toward an infrared stable partial fixed point

s*
−2 =

�V

2�1 + �S�
. �C26�

In contrast, for �S�−1, the combination s−2 increases fast to
large values. The linear dynamic term �S becomes subdomi-
nant as s approaches zero according to

�ts = − �1 + �S�s +
1

2
�Vs3. �C27�

Values �S�−1 therefore suggest a crossover from an initial
evolution where the term linear in �
 characterizes the effec-
tive action to a relativistic regime where the term quadratic
in �
 dominates. If this happens and the flow is not stopped
due to w→�, one expects the long-distance behavior to be
governed by the relativistic model. For the infrared physics
of the Goldstone modes, the relativistic regime applies for
�S�0. Our findings suggest that this is realized for d�3.

Of course, once s is small, Eq. �C27� is no longer quan-
titatively correct since it was obtained in the limit s→�.
Also, the computation of �S has now to be performed in the
relativistic regime. For small s, we can use �Eq. �C12�	

�ts = − �1 + �S +
1

2
�t ln V�s �C28�

and observe that the s-independent term in �t ln V should be
small due to the relativistic SO�d+1� symmetry, while the
s-dependent term is negative, reproducing qualitatively Eq.
�C27�. One concludes that the criterion for s�k→0�→0 re-
mains �S�−1, whereas the criterion for a relativistic Gold-
stone regime s�
w applies for �S�0.

APPENDIX D: FIXED POINT PROPERTIES FOR V=0

In this appendix, we briefly address some properties of the
possible fixed points for w�0 in truncations with a linear 

derivative, i.e., for V=0. We start with the simplest trunca-
tion �72�. In terms of the variable

� =
vd

d

�̃w

1 + w

, �D1�

the condition �tw=0 reads

− 2 + �3

2
+

2

1 + w
−

27

2�1 + w�2�� −
3

�d + 2��1 + w��1

−
9

�1 + w�2��2 = 0. �D2�

Similarly, �t�̃=0 requires either �̃=0 or

d − 2 +
�2 − w�2

w�1 + w�2� −
2�4 − 6w − w2�

�d + 2�w�1 + w�3�
2 = 0. �D3�

No fixed point exists for �̃=0,w�0. One may use a linear
combination of Eqs. �D2� and �D3�, in order to express � in
terms of w and then solve the remaining equation for w nu-
merically. Alternatively, one may numerically solve the flow
equations �72� for k→0—an infrared stable fixed point can
be found easily without the need of tuning initial conditions.
One finds a fixed point for all d�2, as shown in Table I.

As we have discussed in Sec. VIII, the properties of fixed
point �C� are strongly affected by the inclusion of the rela-
tivistic kinetic term �V. It disappears for d�1 and remains
for d=1, M =1. Nevertheless, the truncation V=0 may be
relevant for the initial running before a sizable V is built up
by the flow. It is therefore interesting to know to what extent
the properties of fixed point �C� are robust with respect to
extensions of the truncation which keep V=0. For small
� / �d+2�, the terms ��2 in Eqs. �D2� and �D3� are sublead-
ing. The fixed point value w* is strongly influenced by the
relative size of the contributions linear in � in Eq. �D2�.
While the radial mode contributes with a negative sign, the
Goldstone mode gives a positive contribution. This allows us
to roughly estimate the effects of extended truncations. Add-
ing the coupling �=u�3���0� will enhance the weight of the
radial contribution, thus disfavoring very high values of w*.
On the other hand, a contribution �Y�0 in the wave function
renormalization of the radial mode will diminish its weight.
We have investigated in Appendix E the role of the coupling
�. While fixed point �C� persists, its location becomes rather
unstable with respect to the order of the truncation as d ap-
proaches 2. Only for d=1 the fixed point seems relatively
robust.

APPENDIX E: EXTENDED TRUNCATION WITH SIX-
POINT VERTEX

The neglected third derivative of u with respect to � con-
tributes to �S �cf. Eq. �B26�	 and to the running of �0 �cf. Eq.
�A3�	. In this section, we will extend the truncation by in-
cluding u�3� while still neglecting u�4� and higher � deriva-
tives. Within the approximation of pointlike interactions �and
neglecting V�, the formulas for �t�0 ,�, and �S are then com-
plete, while the neglected term u�4� is missing in �t� as well
as �tu

�3�.
In the symmetric phase, we define �=u�3���=0� and infer

from Eq. �A5� the flow equation
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�t� = 3�� +
24vd

dS
�1 −

�

d + 2
� kd+2�

�k2 + m2�2�� −
2�2

k2 + m2� .

�E1�

In terms of the dimensionless coupling

�̃ =
�

S2k2�d−1�, �E2�

we obtain the scaling form of the flow

�t�̃ = �2�d − 1� + 3� + 2�S	�̃ +
24vd

d
�1 −

�

d + 2
� �̃

�1 + w�2��̃
−

2�̃2

1 + w
� . �E3�

We note that for �̃�0, the flow has no solution �̃=0. For

fixed point �B� for d�2 with w*=0, �̃*�0, and �=�S=0,
one finds an IR-attractive fixed point for �̃,

�̃* = 2�̃*
2�2�d − 1� +

24vd

d
�̃*�−1

=
�̃*

2

5 − 2d
. �E4�

In the SSB regime, we define �=u�3���0� and use again
Eq. �E2�, resulting in the flow equation

�t�̃ = �2�d − 1� + 3� + 2�S	�̃ −
2vd

d
�1 −

�

d + 2
� �̃3

�1 + w�7/2 R̃ ,

�E5�

with

R̃ = A1 − A2
�̃

�̃2
− A3� �̃

�̃2�2

+ A4� �̃
�̃2�3

�E6�

and

A1 = 24 − 33w −
9

2
w2 +

15

4
w3 +

15

8
w4,

A2 = 12 − 42w +
3

2
w2 +

33

4
w3 +

27

8
w4,

A3 = 6w − 12w2 −
3

2
w3 −

3

8
w4,

A4 =
3

2
w3 −

3

8
w4. �E7�

For w=0, we recover Eq. �E3�. For w→�, one finds for the
leading term �w1/2

�t�̃ = 2�S�̃ −
vd

4d
�̃3w1/2�15 − 27

�̃

�̃2
+ 3� �̃

�̃2�2

− 3� �̃
�̃2�3� .

�E8�

While the anomalous dimension � is not affected by � we
find for �S a correction �Eq. �B27�	,

��S =
vd

4d
�1 −

�

d + 2
� �̃
�̃

w2�8 + w��1 + w�−5/2. �E9�

This contribution is positive and increases �w1/2 for large w.
Combining with Eq. �E8� yields for the flow of �̃ at large w,

�t�̃ = −
vd

4d
�̃3w1/2�15 − 15

�̃

�̃2
+ � �̃

�̃2�2

− 3� �̃
�̃2�3� .

�E10�

Again, for fixed �* and w*, this yields an IR-stable fixed

point for �̃ / �̃2 and therefore for �̃. In view of the fixed point
behavior for w→0 and w→�, it may not be surprising that
numerical solutions of the flow for d�2 will show an infra-

red stable fixed point �w*, �̃*, �̃*�, corresponding to �C�.
We finally need the corrections to the flow of w and �̃. In

the symmetric regime, they vanish, just as the correction to
�S. The six-point vertex does not influence the lower verti-
ces. In contrast, we find in the SSB regime

���t�0� = −
2vd

d
�1 −

�

d + 2
� �̃
�̃

w

�1 + w�3/2�0. �E11�

For the evolution of �, we now have to include the effect of
the change of the location of the minimum

�t� = �tu���0� + ��t�0. �E12�

This yields

���t�̃� = ��S�̃ −
2vd

d
�1 −

�

d + 2
� �̃2

�1 + w�5/2�w�̃

�̃2
�− 3 + 2w

+
1

2
w2� +

3w

4 �w�̃

�̃2 �2� �E13�

and

��tw = −
2vd

d
�1 −

�

d + 2
� �̃
�̃

w2

�1 + w�5/2�− 2 + 3w +
1

2
w2

+
3w2�̃

4�̃2 � . �E14�

We conclude that the fixed points �A� and �B� have the

same values w* and �̃* as computed in the simple truncation
�=0. For fixed point �A�, one has �̃*=0 and the �̃ direction
is IR stable for d�1. For fixed point �B�, the value of �̃* is
given by Eq. �E4� and the �̃ direction is IR stable for d
�5 /2. As before, the quantum phase transition corresponds
to �B� for d�2 and to �A� for d�2. The location of fixed
point �C�, however, depends on the truncation. The values
for the extended truncation are shown in Table II.

We observe that in this truncation, the fixed point comes
close to a value where �=2, �S=−�d+2� for which the fluc-

tuation effects are relatively weak and the running of �̄0, �̄,
and �̄ is therefore slow. This may well be an artifact of the
truncation, and an investigation beyond the approximation of
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pointlike couplings becomes necessary. In particular, we note
that in the present truncation, the expansion in small powers

of �̃ near d=2 gets modified. For �t�̃ and large w, the terms

��̃2w1/2 do not cancel anymore if �̃� �̃2, implying �t�̃� �̃

once w� �̃−2. In any case, the large negative value of �S
indicates that the flow around fixed point �C� will strongly be
affected by the relativistic dynamic term �V*�


2, as dis-
cussed in Sec. IX.

APPENDIX F: SCALING BEHAVIOR FOR LARGE w

In this appendix, we investigate the flow equations �72�
for large values of w. In particular, for d�2, the flow for k
→0 necessarily ends in this region since no fixed point with
w�0 is present even in the simplest truncation. Including
the relativistic dynamic term �V, one expects that for all d
�1, the flow in the ordered phase obeys w�k→0�→�. We
study here the simplest truncation and comment only briefly
the extended truncations. A comparison of the results for the
simplest truncation in this appendix with the results for a
relativistic dynamic term in Sec. VIII demonstrates the im-
portance of the relativistic dynamic term.

In the limit w→�, one observes for Eq. �72�

�tw = w�− 2 +
3vd

2d
�̃w1/2 −

3vd
2

d2�d + 2�
�̃2� + ¯ ,

�t�̃ = �̃�d − 2 +
vd

d
�̃w−1/2 +

2vd
2

d2�d + 2�
�̃2w−1� + ¯ .

�F1�

The evolution of w depends on

$ =
3vd

2d
�̃w1/2 �F2�

which obeys

�t$ = $�d − 3 +
$

2
+

2

3w
�$ −

$2

d + 2
+

4$2

3�d + 2�w�� .

�F3�

For large w, the last term can be neglected and we obtain a
simple closed equation for the flow of $.

For d�3, the combination $ vanishes in the infrared �k
→0� and we obtain the leading behavior for d�3,

w � k−2, �̃ � kd−2, � � S, �0 � S−1. �F4�

Here, the case d=3 is special due to the slow logarithmic
running of $,

$�k� =
$�k0�

1 + �$�k0�/2	ln�k0/k�
, �F5�

where actually w�k−2+$, �̃�k, and �0�$2 /S. For large w,
the leading term for �S is given by Eq. �71�, �S=−$, such
that S approaches a constant in the infrared for d�3. For
d=3, one obtains S�$2 such that S and � vanish logarithmi-
cally according to Eq. �F5�,

S � � � ln−2� k0

k
� . �F6�

Also, � vanishes for w→� and the infrared behavior of the

flow simply stops, with fixed �0 and Ā. For d�3, the flow is
ultraviolet dominated such that �R

−2=2��k=0��0�k=0�
������0���= �̃, corresponding to a critical exponent �
=1 /2. We recall, however, that �R only appears in the expo-

nential decay of Ḡ11 for r→�, while Ḡ22 shows a powerlike
decay given for �=0 by Eq. �49�. For large r, the correlation

function ��̄*�r���̄�0�= 1
2 �Ḡ11+ Ḡ22� is dominated by the

“Goldstone contribution” Ḡ22.
The situation is different for d�3. Now, the flow of $

exhibits a partial infrared fixed point

$* = 2�3 − d� . �F7�

The flow of w obeys near this fixed point �d�2�

�tw = �4 − 2d�w , �F8�

and we find the asymptotic behavior

w � k4−2d, �̃ � kd−2, � � S ,

�0 � S−1k2�3−d�. �F9�

For d�2, the asymptotic value of w increases and the flow
always ends in the regime where w→�. For d�3, the infra-
red behavior of S depends on k and we obtain for $=$*, w
→�

�S = 2�d − 3�, S � k2�3−d�. �F10�

According to Eq. �53�, we note the modified relative scaling
of time and space in the extreme infrared,

z = 2�d − 2� . �F11�

The anomalous dimension � vanishes in this limit. We con-
clude that �0 reaches a constant value, while � and S vanish
asymptotically,

� � S � k2�3−d�, �0 → const, Ā → const. �F12�

Equation �F10� suggests that �S increases monotonically
with d. We may define dr such that �S�−1 for d�dr. Equa-
tion �F10� would imply dr=2.5. For d�dr, the relativistic
kinetic term �V dominates and the asymptotic equations for
large w discussed in this appendix lose their validity. As we
argue in Secs. VIII and IX, the linear kinetic term �S be-
comes subdominant for the infrared behavior of the Gold-
stone boson physics whenever S vanishes, i.e., for �S�0. We
conclude from Eq. �F10� that this happens for all dimensions
d�3.

Even for d�dr only the infrared behavior in the dense
regime is modified, whereas other features continue to be
reasonably represented by the simplest truncation. As an ex-
ample, we may consider the correlation length for the radial
mode. For the definition of the correlation length, we include
only fluctuations with momenta q�2�kph

2 =�R
−2, resulting in

�R
−2=2��k1���k1� with w�k1�=1. The behavior for w�1 cor-
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responds to momenta q�2��R
−2 and does not affect the scaling

�R� �̃−1/2.
The particular scaling properties for 2�d�3 mainly af-

fect the extreme infrared behavior of the propagator G11. For
q�2→0, we may replace 2��0→2��q���0 with

��q�� = ��k1��q�2

k1
2�−�S/2

. �F13�

We expect a similar qualitative behavior even in the presence
of the relativistic dynamic term. The value of �S may be
modified, however. We argue that the infrared physics for d
�3 is actually described by the �d+1� dimensional O�2�
model. This suggests �S=d−3 instead of 2�d−3�. This yields
the leading part of the static propagator G11,

lim
q�2→0

G11 =
1

2��k1��0
�q�2

k1
2�d−3

. �F14�

Summarizing our simplest truncation for the ordered
phase, we find that for d�2, the flow drives w always to-
ward large values and the condensate �0 or �̄0 settles at a
constant value. For d�3, also the interaction strength � and
the coefficient S reach constant values, whereas for 2�d
�3, both � and S vanish asymptotically. For d�2, in con-
trast, the flow drives w toward a fixed point value w*. In-
deed, starting with very large w, Eq. �F8� implies for d�2 a
decrease of w. This continues until corrections �w−1 begin
to be important.

For the upper critical dimension d=2, the situation is spe-

cial. The coupling �̃ becomes now a marginal coupling. For

small enough �̃, the running effectively stops and we can

take a small �̃ as a free parameter. Expanding in powers of �̃
yields

�tw = w�− 2 +
�̃

32�

w

1 + w

�3 +
4

1 + w
−

27

�1 + w�2�� ,

�t�̃ = �w − 2�2�1 + w�−5/2 �̃2

16�
. �F15�

One finds an infrared stable �approximate� fixed point for
large w,

w* � �64�

3�̃
�2

. �F16�

As �̃ moves slowly toward zero, w* increases to infinity.

Indeed, for this fixed point, the evolution of �̃ follows

�t� �̃

16�
� �

3

4
� �̃

16�
�3

, �F17�

implying a very slow running once �̃�k��16�,

�̃�k� = �̃�k0��1 +
3

2
� �̃�k0�

16�
�2

ln
k0

k
�−1/2

. �F18�

Here, k0 denotes the scale where w�w* becomes valid. The
effective anomalous dimension is very small,

� =
3

2
� �̃

16�
�2

. �F19�

On the other hand, the flow equation

�tS = 2S, �S = − 2 �F20�

implies

S = S0
k2

k0
2 , �F21�

corresponding to the limit d→2 of Eq. �F10�. Similar to Eq.
�F12�, we find the asymptotic behavior

� = �̃S � k2. �F22�

The order parameter is approximately constant,

�0�k� =
k2

2S

�64��2

9�̃3
=

�64��2k0
2

18S0�̃
3

. �F23�

More precisely, the tiny running of �0 for large w* and d
=2 may be directly inferred from Eq. �27� �up to corrections
�w*

−1�,

�t�0 =
�̃�0

3��1 + w*�−3/2 = −
9�̃4�0

�64�3�4 = −
�0

ln2 k0

k

. �F24�

The evolution of �0�k� stops for k→0,

�0�k� = �0�k0�exp� 1

ln
�

k0

−
1

ln
�

k
� . �F25�

The flow of the bare order parameter �̄0=�0 / Ā,

�t ln �̄0 = �t ln �0 + � , �F26�

is dominated by �. For very small k�kl,

ln
k0

kl
�

2

3
� �̃�k0�

16�
�−2

, �F27�

one has

� � ln−1�k0/k� . �F28�

This implies that �̄0�k� vanishes logarithmically for k→0,

�̄0�k� = �̄0�kl�
ln�k0/kl�
ln�k0/k�

. �F29�

We conclude that for d=2, no long range order exists in a
strict sense in this truncation. In this respect, the upper criti-
cal dimension d=2 is similar to d�2. In fact, we may take
the limit d→2 of Eq. �81� and observe that with
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lim
d→2

�S = − d , �F30�

the behavior �̄0�k� becomes essentially logarithmic as �
approaches zero for d→2.

Let us compare these findings with the true evolution in
the presence of the relativistic kinetic term �V. Without V,
the critical dimension below which order disappears would
be dc=2. This is shifted to dc=1 in the presence of V. The
presence of V reduces the disordering power of the Gold-
stone fluctuations. For a relativistic kinetic term, the effective
power counting is different—the Goldstone regime corre-
sponds now to the classical model in dimension d+1.

We conclude this appendix by addressing the issue of the
scale kF associated with the density. We expect that for k
�kF, the density plays no role. The regime where the flow is
essentially independent of the density effects corresponds to
w�1. For k�kF, one expects a transition to a qualitative
regime where the density matters. This may be roughly as-
sociated with the Goldstone regime for w�1.

The transition between the Goldstone regime for w�1
and the linear regime for w�1 typically occurs for w near 1,
and we may define the scale kG where w=1 by

kG
2 � 2��kG��0�kG� . �F31�

The detailed relation between kF and kG may depend on the
dimension, but we expect that they are of a similar magni-
tude. For a demonstration, we discuss this issue even in our
simplest truncation. Within the truncation �72�, we have
found for d�2 that �0�k→0���0 approaches a positive
constant. Since �0 scales proportional to the density, we can
define a dimensionless quantity

L = 2��0
�d−2�/d �F32�

such that

w =
L�0

2/d

k2 . �F33�

Since L is evaluated for k=kG, we expect L to be a constant
that is neither extremely small nor large. This implies kG

=
L�0
1/d�kF.

For d�2, the issue is more involved. Besides w, the
crossover to a relativistic kinetic term plays a role. Within
the truncation �72�, one may wonder where the scale set by
the density appears in a situation for which the couplings w

and �̃ flow to their fixed point values irrespective of their
microphysical values. If all couplings are irrelevant, the in-
formation about the density would be lost in �k→0. Expressed
in terms of renormalized fields, the effective action should
therefore contain at least one parameter that is not deter-
mined by the fixed point. Such a parameter is given by S, and
the presence of a scale can therefore be encoded in S, despite
the fact that S is dimensionless. Indeed, the nontrivial scaling
with �S�0 implies the generic form

S = S0� k

k0
�−�S

�F34�

and a momentum scale appears by dimensional transmuta-
tion in the form of k0. Since the size of S determines the
scale where V will start to dominate, it is plausible that k0
can be related to the final value of �̄0 and therefore to n for
d�1. For d�1, the condensate contribution to the density

�̄0 vanishes and the properties of Ḡ�q�� for q� �0 play a deci-
sive role.

We have avoided these subtle points by choosing a fixed
definition �62� for kF. The price to pay is that the transition
between the qualitatively different behavior for the dense and
the dilute regime occurs not necessarily for kph�kF but may
involve a nontrivial proportionality constant.

APPENDIX G: SYMMETRIES AND THERMODYNAMIC
RELATIONS

In this appendix, we summarize symmetries and Ward
identities1,4,6 on the level of an appropriate truncation of the
effective action.17 Let us consider, for real time �Minkowski
signature�, the classical action SM in presence of local
sources,

SM = �
x

�	*�i�t + � + ��� − iA� �2		 − V�	*	� + j*	 + j	*� .

�G1�

Here, ��x� and A� �x� are real source fields, while j�x� is com-
plex. For a homogeneous setting, the physical values will be

��x�=�, A� �x�=0, and j�x�=0. The action is invariant under
time and space translations, rotations, parity reflections xk
→−xk and Ak→−Ak, as well as time reflection t→−t, 
→*, and j→ j*. It is real and exhibits a local U�1�-gauge
symmetry associated with conserved particle number

	�x� → ei%�x�	�x�, j�x� → ei%�x�j�x� ,

A��x� → A��x� + ��%�x� , �G2�

where A�= �� ,A� � and ��= ��t ,�� �. For A� =0, the action re-
mains invariant under Galilei transformations,

	�t,x�� → eif	�t,x� − 2P� t�, j�t,x�� → eif j�t,x� − 2P� t� ,

f = P� x� − P� 2t, ��t,x�� → ��t,x� − 2P� t� . �G3�

In Eq. �G1�, we have scaled our units such that effectively
2MB=1, with MB the mass of the particles, such that the

velocity obeys v� = P� /MB=̃2P� . Thus, for a plane wave with
�= p�2, the Galilei transformation indeed produces the appro-

priate shifts in momentum and energy, p� = p� + P� , ��= �p�
+ P� �2, i.e.,

	 = ei�p�x�−�t� → ei�p�x�−��t�. �G4�

We note that Galilei transformations and x�-dependent local
U�1� transformations are not compatible. In the following,
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we take A� =0 and restrict the U�1�-transformations to trans-
formation parameters %�t� depending on time but not on the
space coordinates.

Including the fluctuation effects yields the effective action
��̄ ,�	, with ̄�x�= �	�x� evaluated for a corresponding
source j�x�. In the absence of anomalies from the functional
measure, and for T=0, the effective action has the same sym-
metries as the classical action, where ̄ transforms in the
same way as 	. This extends to the average action �k if the
cutoff Rk is consistent with the symmetries. For an investi-
gation of the long-distance behavior, we expand the effective
action in the derivatives �t and �. Consistency with the sym-
metries requires

� = �
x
�U0��̄� −

1

2
Z��̄��̄*�i�t + � + �	̄ + c.c.� −

1

2
V̄��̄�

��̄*�i�t + � + �	2̄ + c.c.� +
1

4
Ȳt��̄��̄��t

2�̄

− 2i�t�� �̄*�̄̄ − ̄�� ̄*� + 2�� ��� ̄*�̄ + �� ̄�̄*�

− ��̄*�̄ + ̄�̄*�� −
1

4
Ȳ��̄��̄��̄ + �L� . �G5�

Here, we use �̄= ̄*̄, and �L contains further gradient terms
such as ��� �̄�� �̄�2 or �� ��� �̄*�i�t+�+��̄	. In particular, Ga-
lilei symmetry implies that all time derivatives appear only
in the combination Dt=�t− i�− i�, and additional gradients
act only on the invariants �̄ and ̄*Dt

n̄.
We next perform an analytic continuation to the Euclidean

effective action by replacing −i�t→�
 in Eq. �G5�. �We have
introduced an overall minus sign in the transition from SM to
�, such that the standard conventions for the classical action
in Minkowski space-time match with the standard conven-
tions for the Euclidean effective action.� This allows for an
extension to thermal equilibrium with T�0. For T�0, addi-
tional terms can appear in the effective action. First, Galilei
invariance is broken since the heat bath singles out a particu-
lar reference frame. This permits the appearance of addi-
tional terms involving gradients, as ̄*�̄. Second, a con-
tinuation of the local U�1� invariance with real functions
%�
� requires complex �, transforming as �→�+ i�
%.
However, the real part of � is invariant under local transfor-

mations. In consequence, an arbitrary dependence of U ,Z , V̄
on �+�* becomes possible. In practice, only the global U�1�
symmetry is relevant for T�0, since the local transforma-
tions only constrain possible couplings of the imaginary part
of � which play no physical role. The Ward identities related
to the local U�1� symmetry and the Galilei transformations
therefore only restrict the limiting behavior of � for T→0.
We emphasize that all Ward identities are automatically
implemented by the invariant form of � in Eq. �G5�.

The effective potential in the presence of a nonzero
chemical potential � reads

U��̄,�� = U0��̄� − Z��̄��̄� − V̄��̄��̄�2. �G6�

The order parameter is given by the condensate density nc
= �̄0, which corresponds to the minimum of U at a fixed
value of �,

�U

��̄
��,�̄0� = 0, ��̄U0��̄0�

= ���̄�Z�̄ + �V̄�̄���̄0�. �G7�

The total particle density is related to the � derivative of U at
�̄0,

n = −
�U

��
��̄0� = �Z��̄0� + 2�V̄��̄0�	�̄0. �G8�

In terms of renormalized fields

� = Ā1/2�̄, � = Ā�̄, Ā = Z��̄0� + 2�V̄��̄0� , �G9�

one finds

n = �0. �G10�

Thus, a nonvanishing density requires for T=0 a nonvanish-
ing renormalized order parameter. �We recall that there are
�̄-independent contributions to U for T�0. For example, a
piece �U=−nT� contributes to n a piece nT that does not
vanish for �0=0.� This observation is particularly interesting
for d=1 where the condensate density �̄0 vanishes in the

infinite volume limit. Indeed, we find a diverging Ā as the IR
cutoff k runs to zero.

We may also compute thermodynamic susceptibilities
such as the response of n to a change in the chemical poten-
tial,

�n

���T=0�
=

��0

��
= 2V̄��̄0��̄0 + S̄

��̄0

��
,

S̄ = Ā�1 +
� ln„Z��̄0� + 2�V̄��̄0�…

� ln �̄0
� . �G11�

Differentiating the minimum condition �G7� yields

��̄0

��
=

1

�̄

�n��̄0,��
��̄0

���, �̄ =
�2U��̄,��

��̄2 ��,�̄0�, �G12�

where

�n

��̄0
��� =

��Z��̄0��̄0�
��̄0

+ 2�
��V̄��̄0��̄0�

��̄0

= S̄ , �G13�

and therefore

��̄0

��
=

S̄

�̄
,

�n

�� �T=0� =
2V̄��̄0�n

Ā
+

S̄2

�̄
. �G14�

The pressure

p = − U��0� �G15�

is normalized such that it vanishes for T=n=0, i.e., U0��
=0�=0. Its response to a change of the chemical potential
obeys

�p

�� �T� = −
�U

�� ��̄0� −
�U

��̄0
��,�̄0�

��̄0

��
= n . �G16�

In our units �2MB=1�, the energy density obeys �=n /2, and
one obtains for the macroscopic sound velocity
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cs
2 =

�p

�� �T� = 2
�p

�� �T�� �n

�� �T��−1

. �G17�

For T=0, one finds

cs
−2 =

V̄��̄0�

Ā
+

S̄

2�0

��̄0

��
=

V̄��̄0�

Ā
+

S̄2

2�0�̄
. �G18�

In the presence of spontaneous symmetry breaking, we
are interested in the propagator for small fluctuations around
the expectation value 0 that we take here to be real. We
decompose �x�=0+ 1


2
��1�x�+ i2�x�	. The inverse propa-

gator matrix is encoded in the part of � that is quadratic in
�1 and 2. Retaining terms with up to two derivatives, one
may parametrize

�2 = �
x
� iS

2
��1�
2 − 2�
�1� −

V

2
�2�


22 + Br�1�

2�1�

−
1

2
�2�2 + Cr�1��1� +

mr
2

2
�1

2� . �G19�

Here, we have defined the renormalized field  such that the
term �2�2 has coefficient one. For T=0, we may extract

the different couplings by expanding Eq. �G5� �with �̄
=��̄

2U��̄0��

�2 = �
x
� i

2
�Z��̄0� + 2�V̄��̄0� + �̄0���̄Z + 2���̄V̄���̄0�	��̄1�
̄2

− ̄2�
�̄1� −
1

2
V̄��̄0�̄2�


2̄2 −
1

2
�V̄��0� + �̄0�2 + ��̄V + Ȳt

+ �̄��̄Ȳt���̄0�	�̄1�

2�̄1 −

1

2
�Z��̄0� + 2�V̄��̄0�	̄2�̄2

−
1

2
�Z��̄0� + 2�V̄��̄0� + �̄0�2��̄Z + 4���V̄ + Ȳ + �̄��̄Y���̄0�	

���̄1��̄1� + �̄�̄0�̄1
2� . �G20�

The renormalized field is the same as in Eq. �G9� and we
identify

S = 1 +
� ln„Z̄��̄0� + 2�V̄��̄0�…

� ln �̄0

=
S̄

Ā
,

V =
V̄��̄0�

Ā
,

Br = 1 + 2
� ln V̄��̄0�

� ln �̄0

+
Ȳt��̄0��̄0

V̄��̄0�
�1 +

� ln Ȳt��̄0�
� ln �̄0

� ,

Cr = 2S − 1 +
Ȳ��̄0��̄0

Ā
�1 +

� ln Ȳ��̄�
� ln �̄0

� ,

mr
2 =

2�̄�̄0

Ā
= 2��0, � =

�̄

Ā2
. �G21�

We will find that S vanishes in the infinite volume limit

for d�3. The solution of Eq. �G21� implies that Ā��̄� di-
verges for �̄→0,

Ā��̄� = Z̄��̄� + 2�V̄��̄� →
�0

�̄
. �G22�

For d�1, one finds a nonzero �̄0 such that Ā= Ā��̄0� remains

finite. For d=1, however, �̄0→0 and Ā diverges in the infi-

nite volume limit. Since V remains finite, also V̄ must di-
verge ��̄−1 in this case.

Comparing definitions �G11� and �G21�, one has

cs
−2 = V +

S2

2��0
. �G23�

For S→0, this implies for the macroscopic sound velocity

cs
2 = V−1. �G24�

In summary, Galilei and gauge symmetries relate for T
=0 the properties of the inverse propagator, such as the mi-

croscopic sound velocity v, the superfluid density nS= Ā�̄0
�as defined by the stiffness with respect to phase changes�, or
the term linear in the frequency �S, to macroscopic thermo-
dynamic quantities. Using

�n/�� = 2Vn + S2/� = 2n/cs
2, �G25�

we can replace the � derivatives by n derivatives or deriva-
tives with respect to the volume �d �� ln n /� ln �d=−1 for
fixed particle number N�,

� ln nc

��
=

2

cs
2

� ln nc

� ln n
= −

2

cs
2

� ln nc

� ln �d
. �G26�

This gives a direct physical interpretation of the running
renormalized couplings evaluated for k=0,

�0 = n = ns, �̄0 = nc, Ā−1 =
nc

n
= �c,

S

�
=

2n

cs
2

� ln nc

� ln n
,

V =
1

cs
2�1 − S

� ln nc

� ln n
�, cs = v . �G27�
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