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We study an Ising model in one dimension with short-range ferromagnetic and long-range �power law�
antiferromagnetic interactions. We show that the zero temperature phase diagram in a �longitudinal� field H
involves a sequence of up and down domains whose size varies continuously with H, between −Hc and Hc,
which represent the edges of the ferromagnetic up and down phases. The implications of long-range interaction
in many body systems are discussed.
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I. INTRODUCTION

It is known that long-range interactions lead to significant
changes in the behavior of interacting many body systems.
Thus, though the Ising model in one dimension with a short-
range ferromagnetic interaction does not exhibit a phase
transition, the corresponding model with a ferromagnetic in-
teraction that falls off as a power law 1 /r� has a phase tran-
sition at nonzero temperature1–3 for ��2. A similar effect is
found for the Ising spin glass in one dimension, which is
unfrustrated with nearest neighbor interactions, but becomes
sufficiently frustrated with a power-law interaction so that
for ��1 a finite T transition is attained.4,5

For short-range models with a finite transition tempera-
ture, addition of long-range interactions having a power-law
falloff can lead to changes in the universality class of the
phase transition. For sufficiently small power-law exponent,
critical exponents are found to vary continuously with the
power-law exponent.6

There have been several studies of the Ising model in
higher dimensions, frustrated by Coulomb7,8 or dipolar9,10

long-range interactions, but without a magnetic field. Here,
we examine the effects of a frustrating long-range interaction
on the phase diagram of a one-dimensional, Ising model at
zero temperature in the presence of a magnetic field. This
work is motivated by the proposal of Spivak and Kivelson11

�and generalized with Jamei et al.12� that the putative first
order phase transition between the Wigner crystal and Fermi
liquid phases of the interacting electron gas in two dimen-
sions at T=0 is preempted, due to the long-range Coulomb
interaction, by a series of “microemulsion” phases character-
ized by phase separation on a mesoscopic scale. In our sys-
tem, the magnetic field rather than the density will tune the
system between phases. In general, a system with a long-
range interaction that frustrates the order favored by a short-
range interaction will not macroscopically separate into the
phases of the unfrustrated system once the long-range inter-
action is strong enough. This is because the short-range in-
teraction energy increase due to having mesoscopic domains
is smaller than the long-range interaction energy increase due
to having macroscopic domains. �Thus, in such systems, the
Maxwell construction for determining phase separation must
be generalized.13�

In this work, we demonstrate that a Coulomb frustrated
Ising model in a spatial continuum in one dimension �and its
generalization to other power laws� admits analytical solu-
tion at zero temperature. �Note that we use “Coulomb inter-
action” to refer to the three-dimensional case proportional to
1 /r.� We find that this system possesses a regime exhibiting
modulated phases �i.e., mesoscopic phase separation�, with a
period that varies continuously with applied magnetic field.

II. MODEL

We study a one-dimensional frustrated Ising model given
by adding to the familiar ferromagnetic Ising chain in a mag-
netic field, where only nearest neighbors interact, a compet-
ing long-range antiferromagnetic interaction with a power-
law falloff. We investigate the model in a one-dimensional
continuum, where its formal Hamiltonian is given by

HH = J�
−�

�

dr�d��r�
dr

� − H�
−�

�

dr��r�

+
Q

2
�

−�

� �
−�

�

drdr�v��r���r���r�� , �1�

where �r��r−r��. Here, ��r�= �1 is a bivalued function of
position r �Ising spin�, J and Q are parameters representing
the strengths of the short-range ferromagnetic and long-range
antiferromagnetic interactions, respectively, and H is the
strength of a uniform magnetic field. In this paper, we take
the long-range antiferromagnetic interaction as v�r�
=e−br / �r+a��, with exponent �	0. Ultraviolet and infrared
cutoffs a and b, respectively, must sometimes be retained to
eliminate divergences. In the case H=0, this model has been
solved by Giuliani et al.,14 and for H=0 and v�r� equal to the
inverse Fourier transform of the inverse Laplacian, Grousson
et al.15 have studied the model in three dimensions under the
assumption that the ground state is periodic.

It proves helpful to perform a Legendre transformation on
the energy and work at fixed average spin density �̄
=limL→�

1
2L�−L

L ��x�dx instead of fixed magnetic field strength
H, especially for ��1, where the interaction energy density
is infrared divergent for �̄�0. Since the field term in HH is
constant for fixed �̄, the formal Hamiltonian at a given fixed
�̄ and a, b→0 is
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��r���r��
�r − r���
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III. DETAILS OF CALCULATION

To investigate the T=0 properties of this classical system,
we minimize the energy density to find the ground state. We
assume that the ground state has a simple periodic structure,
where each period comprises a length l↑ of up spins followed
by a length l↓ of down spins. In the H=0 case, it has been
proved14 that the ground state must be of this form, with l↑
= l↓. In the Appendix, Monte Carlo results are presented that
confirm a simple periodic configuration to be the ground
state for H�0. A period has total length L� l↑+ l↓, and
simple algebra reveals that l↑= �1+ �̄�L /2 and l↓= �1
− �̄�L /2. Minimizing the energy density for a given �̄ under
this assumption is equivalent to minimizing the energy den-
sity of a single period with respect to variation in L �we
choose L, but any of the interdependent variables �l↑ , l↓ ,L	
could be used�. The function ��r� is specified by the two
parameters, �̄ and L:

��r� = 
+ 1, 0 � �r mod L� � l↑
− 1, l↑ � �r mod L� � L ,

� �3�

with l↑ as given above. Before writing down an explicit for-
mula for the energy density, we must choose a zero of en-
ergy, and the appropriate choice depends on the value of �.

A. Case I: 0���1

When 0���1, we choose the zero of energy to be a
uniform spin density of value �̄. This is equivalent to placing
the system in a background jellium of “spin charge,” with
density −�̄, and results in the replacement of � with

���r� � ��r� − �̄ �4�

in Eq. �2�. The energy density of a configuration with aver-
age spin �̄ and total period L, after again using �r��r−r��,
is given by


IR��̄,L� =
4J

L
+

Q

2L
�

0

L �
−�

�

drdr�
e−b�r���r����r��

��r + a�� . �5�

The first term is the energy of two domain walls per period
divided by the period length L. Our zero of energy has been
chosen to eliminate the infrared divergence, making b unnec-
essary. The ultraviolet cutoff a must be kept when ��1.
Thus, if we restrict ourselves to ��1, the energy density of
a configuration with average spin �̄ and total period L is
given by


IR��̄,L� =
4J

L
+

Q

2L
�

−0

L �
−�

�

drdr�
���r����r��

�r − r���
�6�

and is ensured to be finite. The function �� is periodic with
period L, and we define its Fourier transform:

���r� = �
G

�G� eirG, �7�

�G� =
1

L
�

0

L

���r�e−irGdr , �8�

where the sum is over reciprocal lattice vectors G=2�m /L
for m�Z. Taking the Fourier transform of the second term in
Eq. �5� gives


��̄,L� =
4J

L
+

Q

2 �
G

vG��G� �2. �9�

We have used �0
Ldreir�G1−G2�=LG1,G2

and have defined the
Fourier transform of v�r�, vG=�−�

� drv�r�e−irG. In the case �
�1, we can compute vG with a, b=0 so that v�r�=1 / �r��. We
obtain

vG = 2�
0

� cos�Gr�
r� dr = 2G�−1��1 − ��sin��

2
� �� � 1� ,

�10�

where we have skipped intermediate steps in the integration.
Looking back at Eq. �9�, we next must calculate the Fourier
series coefficients of ���r�. We achieve this by calculating
the Fourier coefficients �G of ��r�. Then, since �G� =�G for
G�0, and �G=0� =0 by definition, we obtain �G� :

�G =
1

L
�

−l↑

0

dr�1�e−irG + �
0

l↓
dr�− 1�e−irG

=
i

GL
�2 − eil↑G − e−il↓G� . �11�

By substituting G=2�m /L and inserting Eqs. �10� and �11�
into Eq. �9�, we arrive at a final expression for the energy
density:


IR��̄,L� =
4J

L
+

Q2�+1��3 − ��sin
��

2

L�−1�1 − ���2 − ��
C��̄,�� , �12�

where we have defined

C��̄,�� = �
m=1

�
1 − �− 1�m cos��m�̄�

��m�3−� , �13�

which converges for ��2. Finally, we solve
�
IR

�L =0 to obtain
the length of the period �L� that minimizes the energy density
subject to the specified value of �̄ �and under the assumption
0���1�:

L0 = �2 − ��
J

Q
�2�−1��3 − ��sin

��

2
C��̄,���−1�1/�2−��

.

�14�

This expression is well defined on a larger interval than 0
���1, and we will return to this point in subsequent sec-
tions. Also, if this optimal period length were written as a
function of magnetic field instead of �̄, it would diverge at
two critical values �Hc that mark the onset of domain for-
mation �see Fig. 2 and further discussion in the following
section�.
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B. Case II: 1���2

When �	1, it is better to choose the fully polarized �fer-
romagnetic� state as the zero of energy in order to eliminate
the ultraviolet divergence of the energy integrals. The energy
density then reads


UV��̄,L� =
4J

L
+

Q

2L
�

0

L �
−�

�

drdr�v��r����r���r�� − 1� .

�15�

The first term is unchanged from the previous case, since the
derivative is only sensitive to domain boundaries, and in the
second term, we explicitly subtract the energy of a fully po-
larized configuration. In the interaction v�r�, we can set a
=0 at any �, since our choice of the zero of energy removes
the ultraviolet divergence. The infrared cutoff b can be set to
zero only when �	1, and this determines the lowest �
where our final formula will be applicable. Performing a
Fourier transform on the second term of Eq. �15� leads to


UV��̄,L� =
4J

L
+

Q

2 �
G�0

�vG − v0���G�2. �16�

Since �G is again given by Eq. �11�, all that remains is to
calculate the expression

vG − v0 = 2�
0

� �cos�Gr� − 1�
r� dr

= 2G�−1��1 − ��sin��

2
�, � � �1,3� , �17�

which converges to the second line when 1���3. Note that
Eq. �17� is precisely the same as Eq. �10�, which is valid for
0���1. Since �G agrees with �G� except at G=0, and G
=0 is excluded in the sum of Eq. �16�, the results obtained
for 0���1 and 1���2 are given by the same expression
�14�. �The upper bound ��2 is imposed by the sum �13�.�
We will show in the next section that this expression also
holds for �=1, extending its domain to 0���2.

In Fig. 1, the size of the up spin domain �l↑� is plotted at
several values of �� �1,2� as a function of �̄. As � in-
creases, the frustrating interaction becomes shorter ranged
and the size of the domains becomes larger as expected. One

must be careful, however, in interpreting Fig. 1 since the unit
itself depends on � in a way that tends to zero as �→2. This
exposes a difficulty of working with the continuum model
with a variable exponent �, as the length scale is dependent
both on � and J /Q. Figure 2 shows for fixed �=3 /2 the size
of both spin domains, as well as their sum L, as a function of
the applied field H �obtained via Legendre transform�. We
see an abrupt jump from zero to a finite domain size at H
= �Hc, where there exists exactly one down or up domain,
respectively, in a background of opposite spin.

C. Case III: �=1

When �=1, a and b cannot both be set to zero simulta-
neously in 
IR or 
UV, as one would encounter either an ul-
traviolet or infrared divergence, respectively. If a ,b	0, then

IR and 
UV are finite for all � and differ only by an
L-independent constant �a comparison of equations �9� and
�16� show this constant to be Q

2 v0�1− �̄2��. When a	0 and
b=0, 
IR is finite for all � and 
UV differs by an infinite
L-independent constant. The reverse is true, with 
UV finite,
for a=0 and b	0. Thus, the optimal period lengths found by
minimizing 
IR and 
UV agree and are defined for all � so
long as an appropriate cutoff is kept nonzero. When 0��
�1, we can take the remaining cutoff to zero in 
IR, whereas
when 1���2, we can do the same in 
UV. In both cases, the
result of minimizing the energy density leads to expression
�14�, written L0��� to emphasize its dependence on �. Al-
though it is tempting to infer that the optimal periodic length
at �=1 is L0�1�, we must take care that the limits we have
taken commute. The value L0�1� is obtained by taking the
cutoff to zero, then � to 1. We must check that the same
result is given by first taking � to 1, then the cutoff to zero.

We start with Eq. �15�, which gives the energy density for
all � when a=0 and b	0. After first setting �=1, we calcu-
late the optimal period length in terms of the cutoff b	0 and
then take the limit b→0. The Fourier transform of the long-
range interaction v�r� when �=1, a=0, and b	0 is

vG − v0 = 2�
0

� e−br�cos�Gr� − 1�
r

dr = − ln1 +
G2

b2 � .

�18�

Inserting into Eq. �16� and using G=2�m /L gives
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FIG. 1. �Color online� Size of the spin up domain in the ground
state of Eq. �2� as a function of average spin �̄. The vertical axis is
in units of � 2−�
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FIG. 2. �Color online� Size of the spin up domain l↑, spin down
domain l↓, and their sum L �period of the configuration� that mini-
mizes the energy of classical Hamiltonian �2� with �=1.5. We ob-
tain these quantities as a function of applied field H by performing
a Legendre transformation.

MODULATED PHASES IN MAGNETIC MODELS… PHYSICAL REVIEW B 77, 054432 �2008�

054432-3




UV,�=1 =
4J

Q
− 2Q �

m=−�

�

ln�1 + 2�m

bL
�2�

�1 − �− 1�m cos��m�̄�
��m�2 � . �19�

Solving
�
UV,�=1

�L =0 yields an implicit equation for the optimal
period length:

L0� =
J

2Q� �
m=−�

�

hm�L0��1 − �− 1�m cos��m�̄�
��m�2 ��−1

,

�20�

where hm�L�=�1+ � bL
2�m

�2�−1. In the limit b→0, hm�L�→1
and Eq. �20� reduces to the �=1 value of Eq. �14�. Thus, we
have shown that the result of taking the cutoff to zero and
then � to 1 is identical to taking � to 1 and then the cutoff to
zero. This implies that Eq. �14� is, indeed, valid at �=1 and
gives a single continuous expression for the optimal periodic
length when 0���2. We restate that result here for conve-
nience:

L0 = �2 − ��
J

Q
�2�−1��3 − ��sin

��

2
C��̄,���−1�1/�2−��

.

�21�

D. Case IV: �	2

When �	2, there is no problem with infrared divergence
and b may be set to zero from the outset. To keep the energy
density finite, the ultraviolet cutoff a, however, cannot be set
to zero and must be carried through the calculation. Although
the analysis leading to Eqs. �16� and �17� can be extended to
�	2, the sum in Eq. �13� would diverge, and it is preferable
to analyze the system entirely in real space, starting from Eq.
�15�. Only regions where ��r����r�� �i.e., ��r���r��=−1�
yield nonzero contributions in the second term, and after
some algebra, for L�a, the energy density can be written as


UV��̄,L� =
4J

L
+

4Q

�� − 2��� − 1�L�C���̄,�� + �2−�

L�−2 −
1

a�−2� ,

�22�

where we have defined the following sum, convergent for
�	1:

C���̄,�� = �
n=1

�

��n + ��2−� − 2n2−� + �n − ��2−�� , �23�

and �= �1+ �̄� /2. For larger a /L, there are corrections to C�
of order a /L. We set the derivative of the energy per site with
respect to the period L to zero and, thus, find the ground state
L:

d
UV

dL
= −

4J

L2 −
4Q

�� − 2�L� �C���̄,�� + �2−��

+
4Q

�� − 1��� − 2�L2a2−�,

0 = − J +
Q

� − 2
� a2−�

� − 1
− L2−��C���̄,�� + �2−��� ,

J

Q
=

1

� − 2
� a2−�

� − 1
−

�2−�C���̄,��
L�−2 � . �24�

In the present case of �	2, C���̄ ,��	0, so the last line
above will have a solution with finite L only below a critical
value of J /Q:
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FIG. 3. Zero temperature phase diagram of Hamiltonian �2�,
showing where finite domains are present in the ground state and
whether the domain sizes are dependent on the UV cutoff a in the
limit a→0.
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FIG. 4. Ground state energy density of the discrete Hamiltonian
�A1� with �=1.5 on a chain with nearest neighbor spacing a=0.1
and fixed magnetization M =0. Monte Carlo results were obtained
from systems of 2000 sites, converged after starting from a uni-
formly random initial configuration. The values plotted are the av-
erages over many runs �each with a different starting configuration�,
and error bars show the standard deviation of the resulting distribu-
tion. The periodic result shows the minimum energy density that
can be achieved by an exactly periodic configuration.
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 J

Q
�

c
=

a2−�

�� − 2��� − 1�
. �25�

For larger values of J /Q, the energy is minimized by infinite
L, so the ground state has macroscopic phase separation,
since the energy of a domain wall is then always positive.

Thus, for �	2, this model with a given J /Q may or may
not show finite domains in its ground state, depending on the
cutoff a. In this regime, finite domains form in the ground
state only for J /Q� �J /Q�c, as specified by Eq. �25�. Above
this value, the ferromagnetic interaction is too strong relative
to the antiferromagnetic interaction for domains to form. Fig-
ure 3 shows the regions of phase space where domains exist
and where the domain size is cutoff independent in the limit
a→0.

E. Case V: �=2

In the special case �=2, an analysis similar to the above
�	2 case can be done, which results in an energy density
�valid for L�a�


UV��̄,L� =
4J

L
+

4Q�2

L
�ln a

�L
� −

�L

a
�

+
4Q�2

L
�ln a

�L
� −

�L

a
�

+
8Q��

L
ln a

��L
� +

F��̄�
L

, �26�

where �= �1− �̄� /2 and F��̄� is a function independent of L.

By solving
d
UV

dL =0, we find that the ground state period L0� is
exponentially dependent on J /Q with a prefactor propor-
tional to a:

L0� = a exp� J

Q
+ F���̄�� , �27�

where F���̄� is another function independent of L and of
order unity for �̄� �−1, +1�. This form can be argued from
dimensional analysis, since J /Q is dimensionless at �=2,
and the only length scale in the problem is a. The boundary
case �=2 separates the regime where L approaches a finite
limit given by Eq. �14� as a→0 for ��2 from the cutoff-
dependent regime for �	2.

IV. CONCLUDING REMARKS

In summary, we have studied the generalized Coulomb-
frustrated Ising model in a one-dimensional continuum for
different exponents � of the long-range interaction ��=1 for
the three-dimensional Coulomb case�. We have derived an
analytic solution for the ground state domain configuration
of this model under the assumption that the ground state
configuration has a simple periodic structure. This assump-
tion has been confirmed by Monte Carlo simulations �see the
Appendix�. Such simulations can be done in any dimension
d, and mark an avenue for future work; more complicated
domain patterns presumably do occur for d	1.

We find that for 0���2, as the magnetic field H is in-
creased from −�, the ground state is ferromagnetic until a
critical field −Hc is reached, at which point a single finite-
length domain of flipped spins is formed in an otherwise
polarized background. For −Hc�H�Hc, periodic configura-
tions with l↑ up spins followed by l↓ down spins become the
ground state, and the system is said to be in a microemulsion
phase. In higher dimensions, much numerical work has been
done in the absence of a magnetic field �see Refs. 7–9�, and
applications have been made to magnetic thin films16 in two
dimensions as well as the metal-insulator transition in two
and three dimensions.17 Analytical expressions analogous to
our results can be derived assuming that the ground state is
simply periodic along only one direction10 �i.e., a stripe con-
figuration�. However, in higher dimensions, the ground state
is not necessarily a stripe configuration. In fact, for suffi-
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FIG. 5. Mean up and down spin domain sizes in the ground state
of Hamiltonian �A1� with �=1.5, lattice spacing a=0.1, and mag-
netization M =0. The ground state was found via Monte Carlo simu-
lation on systems of 2000 sites. The sizes plotted are averages over
many simulation runs �each with a different random starting con-
figuration�, and error bars show the standard deviation of the do-
main sizes.
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FIG. 6. Ground state energy density of Eq. �A1� with �=1.5,
a=0.1, and M =0.3. Monte Carlo and periodic configuration results
obtained as for Fig. 4.
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ciently strong magnetic field, the ground state is believed to
be a bubble configuration, in which droplets of the minority
phase exist in a sea of the majority phase.18 More generally,
one is forced to resort to approximations and numerics. The
numerical Monte Carlo work can be readily extended to
higher dimensions and can be used to investigate domain
formation and behavior as a magnetic field is varied �i.e., in
the non-charge-neutral case�.

Our solutions describe how l↑ increases and l↓ decreases
with increasing H. At zero field, l↑= l↓, and at H= �Hc, we
find that l↑ or l↓ diverges to infinity, respectively, while the
length of the minority domain remains nonzero and finite.
For ��2, whether or not the microemulsion phases appear
in the transition between fully polarized up and down states
depends on the dimensionless quantity �Qa�−2� /J. In the case
that microemulsion phases do occur in this region, their
properties depend on the ultraviolet cutoff a. Our results pro-
vide more explicit examples of models with frustrating and
sufficiently long-range interactions that have ordered micro-
emulsion phases instead of macroscopic phase separation.
However, we do not expect this long-range order to survive
for any � at finite temperature, since the system is one-
dimensional and there exists a soft mode that does not couple
to the long-range interaction �in which the domain walls
move in a way that preserves the overall magnetization�.
Also, whether such long-range order is obtained in an inher-
ently quantum system such as the two-dimensional electron
gas requires further investigation. In this context, it is worth
noting that claims exist in the literature in favor of the clas-
sical scenario, both for the electron gas11 and for the highly
disordered Anderson model with long-range Coulomb
interactions.19

APPENDIX: MONTE CARLO ANALYSIS

The approximation central to this paper is that the ground
state of H�̄ �Eq. �2�� has a simple periodic structure. While
this has been proved for H=0 �i.e., �̄=0�, no such result
exists for nonzero magnetization. Thus, to justify the ap-
proximation, we have performed Monte Carlo simulations on
a discretized version of Eq. �2�:

H�̄ = − J�
i

�i�i+1 + Q�
ij

�i� j

�i − j��
. �A1�

If we introduce a lattice spacing parameter a, then in the
limit J /Q→0 and a→0 such that Qa�−2

J =C for constant C,
the above Hamiltonian is equivalent to the continuum formu-
lation �2� with J /Q=C. We solve for the ground state the
discretized model using a Monte Carlo algorithm with simu-
lated annealing. Updates are governed by a Wolff cluster

method,20 which preserves the overall magnetization and,
thus, �̄ is fixed during a simulation run �similar to the ana-
lytical calculation�. Enough runs are averaged over so that
the variation in the sizes of the resulting domains is negli-
gible. Figure 4 is a typical comparison of the final �con-
verged� Monte Carlo energy and the optimal energy of a
periodic configuration as a function of Q /J for fixed expo-
nent �=1.5, magnetization M =0, and lattice spacing a=0.1.
We generally see a nearly exact overlap of the energies. Fur-
thermore, we can look at sizes of the spin up and spin down
domains, and find that the width of these distributions is very
narrow. This is shown in Fig. 5, where we plot for the same
system the mean domain size as a function of Q /J and use
error bars to indicate the standard deviation of the same
quantity.

The conclusion that the ground state is a periodic alterna-
tion of uniformly sized domains for M =0 only confirms the
aforementioned proof.14 However, analogous results at M
�0, shown for M =0.3 in Figs. 6 and 7, strongly support the
assertion that this conclusion is true for any magnetization.
In particular, we find universally that spin configuration con-
verged upon by each Monte Carlo run has an energy density
which closely approaches, but is greater than, that of the
optimal exactly periodic configuration.

In summary, we find that at any �̄� �−1,1�, and for all
values of J /Q, the ground state consists of uniform spin up
domains of length l↑ interleaved with uniform spin down
domains of length l↓ �but l↑� l↓ when M �0�. Thus, these
results give convincing numerical support for the central as-
sumption made in this paper.
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FIG. 7. Mean up and down spin domain sizes in the ground state
of Hamiltonian �A1� with �=1.5, lattice spacing a=0.1, and mag-
netization M =0.3. The ground state was found via Monte Carlo
simulation as in Fig. 5.

NIELSEN, BHATT, AND HUSE PHYSICAL REVIEW B 77, 054432 �2008�

054432-6



1 F. Dyson, Commun. Math. Phys. 12, 91 �1969�.
2 P. W. Anderson, G. Yuval, and D. R. Hamann, Phys. Rev. B 1,

4464 �1970�; J. Bhattacharjee, S. Chakravarty, J. L. Richardson,
and D. J. Scalapino, ibid. 24, 3862 �1981�.

3 J. Fröhlich and T. Spencer, Commun. Math. Phys. 84, 87 �1982�.
4 G. Kotliar, P. W. Anderson, and D. L. Stein, Phys. Rev. B 27, 602

�1983�.
5 R. N. Bhatt and A. P. Young, J. Magn. Magn. Mater. 54-57, 191

�1986�.
6 M. E. Fisher, S.-k. Ma, and B. G. Nickel, Phys. Rev. Lett. 29, 917

�1972�.
7 U. Löw, V. J. Emery, K. Fabricius, and S. A. Kivelson, Phys. Rev.

Lett. 72, 1918 �1994�.
8 P. Viot and G. Tarjus, Europhys. Lett. 44, 423 �1998�.
9 Yan Mu and Yu-qiang Ma, J. Chem. Phys. 117, 1686 �2002�.

10 Kwok-On Ng and David Vanderbilt, Phys. Rev. B 52, 2177
�1995�.

11 B. Spivak and S. A. Kivelson, Phys. Rev. B 70, 155114 �2004�.
12 R. Jamei, S. A. Kivelson, and B. Spivak, Phys. Rev. Lett. 94,

056805 �2005�.

13 J. Lorenzana, C. Castellani, and C. Di Castro, Phys. Rev. B 64,
235127 �2001�.

14 A. Giuliani, J. L. Lebowitz, and E. H. Lieb, Phys. Rev. B 74,
064420 �2006�.

15 M. Grousson, G. Tarjus, and P. Viot, Phys. Rev. E 62, 7781
�2000�.

16 K. De’Bell, A. B. MacIsaac, and J. P. Whitehead, Rev. Mod.
Phys. 72, 225 �2000�.

17 C. Ortix, J. Lorenzana, and C. Di Castro, Phys. Rev. B 73,
245117 �2006�.

18 T. Garel and S. Doniach, Phys. Rev. B 26, 325 �1982�.
19 R. N. Bhatt and T. V. Ramakrishnan, J. Phys. C 17, L639 �1984�

and R. N. Bhatt, Philos. Mag. B 50, 189 �1984� have extended
the classical model of A. L. Efros and B. I. Shklovskii, J. Phys.
C 8, L49 �1975� of electrons on highly disordered sites interact-
ing with long-range Coulomb interactions to include quantum
mechanical hopping.

20 M. Grousson, G. Tarjus, and P. Viot, Phys. Rev. E 64, 036109
�2001�.

MODULATED PHASES IN MAGNETIC MODELS… PHYSICAL REVIEW B 77, 054432 �2008�

054432-7


