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The charge carrier transport and transverse pattern formation in ac-driven thin-film electroluminescent
devices are studied on a hydrodynamic level. A set of model equations is set up to describe the coupled
dynamics of the charge carriers and the local lattice temperature. Assuming a laterally homogeneous system,
the number and stability of stationary states is analyzed in one-dimensional simulations. Starting from laterally
inhomogeneous initial conditions, the formation and dynamics of transverse patterns is studied in two-
dimensional simulations. The influence of frequency and amplitude of the applied voltage as well as of the
relative time scales of thermal and electrical transport on the results is investigated. Depending on the param-
eters, we find a variety of different patterns, such as localized high- or low-current filaments, temporally or
spatially oscillating solutions, and moving high-field domains. The results are interpreted on the basis of null
cline diagrams for the space charge and lattice temperature dynamics. The two-dimensional patterns are

compared to luminescence patterns that were found in various experiments.
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I. INTRODUCTION

Thin-film structures made of a wide band gap semicon-
ductor layer, which is doped with luminescence centers and
sandwiched between two insulating layers, are both of basic
physical interest and of technological relevance. When
driven by a sufficiently high ac voltage, such metal-insulator-
semiconductor-insulator-metal (MISIM) devices emit light,
the color of which can be controlled by doping with specific
impurity centers such as Mn or Cr. This light emission is the
basis for their application, e.g., in flat-panel displays.' Due to
the high electric fields, these systems are driven very far
from thermal equilibrium. In particular, in the transition re-
gion between the dark state at low voltages and the bright
state at high voltages, it has been found that they exhibit a
variety of spatiotemporal light-density and current-density
structures (see, e.g., Refs. 2-8), which makes them attractive
candidates for the study of nonlinear pattern formation phe-
nomena in solid state systems.

Pattern formation phenomena in semiconductors depend
on the type of the nonlinearity in the current-voltage
characteristic.” In the case of an N-shaped characteristic,
typically, a formation of static or dynamic domains in the
longitudinal direction, i.e., in the direction of the current
flow, is observed. Prominent examples for this case are semi-
conductor superlattices, where the N shape results from the
tunneling characteristic through the barriers.!%!3 In contrast,
an S-shaped current-voltage characteristic, as it occurs in
thin-film electroluminescent devices, typically leads to pat-
tern formation in the directions transverse to the current flow.
Such an § shape is often based on impact ionization pro-
cesses, and generic patterns are static or dynamic current
filaments or fronts.'#~1® In ac-driven ZnS:Mn films, a par-
ticularly rich scenario of such transverse patterns has been
observed, which includes, in addition to filaments and fronts,
also structures such as autowaves, spiral waves, and target
patterns.*%7-17
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The theoretical modeling of pattern formation phenomena
in ac-driven MISIM structures, starting from the fundamen-
tal semiconductor transport processes, faces severe difficul-
ties arising from strongly different length and time scales
entering the carrier transport and the pattern formation dy-
namics. A basic ingredient for the simulation of transverse
pattern formation is an accurate model for the longitudinal
charge carrier transport between the two electrodes since this
is the main transport direction. There have been several
approaches'®?* to model the longitudinal transport in such
thin-film devices. They all rely on the same basic assump-
tions on the relevant processes: Carriers are released from
interface states at the insulator-semiconductor interface by
tunneling in the high electric fields, impact ionization pro-
cesses result in a multiplication of the injected carriers, and
the capture of some part of the free carriers by localized traps
leads to the buildup of a space charge.

Howard, Sahni, and Alt'® presented the first model for the
one-dimensional transport in a ZnS:Mn MISIM structure
(HSA model). For the tunnel injection current, they applied
an expression resulting from a Wentzel-Kramers-Brillouin
(WKB) approximation, and the impact ionization (IT) coeffi-
cient was modeled by an analytical formula that exhibited a
pronounced threshold. A drawback of this model is that the
field dependence of this II coefficient is much steeper than
either experiments®* or recent Monte Carlo simulations®
would suggest. A second drawback, which is even more es-
sential for our present purposes, is based in the structure of
the model: Because of the reduction of the drift-diffusion
model to a first order differential equation for the current
density, it cannot be extended to more than one spatial di-
mension, and so transverse pattern formation cannot be ex-
plained on the basis of the HSA model.

In a previous paper,”® we have studied the one-
dimensional transport on the basis of a full hydrodynamic
model including electron injection from interface states,
band-to-band impact ionization, hole trapping, and thermal
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reemission of trapped holes into the valence band. The cal-
culations have been performed by using three different mod-
els for the II coefficient. Besides the shape taken in the HSA
model, we also used the field dependences extracted form the
experiments by Thompson and Allen** and from the Monte
Carlo simulation by Kuligk et al.”> From the calculations, we
have extracted the average electric current as a function of
the amplitude and frequency of the applied voltage. For all
three II models, the system exhibited a bistable behavior in
wide parameter ranges. Furthermore, the results showed that,
as could be expected from the extremely high electric fields,
very high carrier temperatures are reached. However, be-
cause of the small values of the heat conductivity resulting
from the low densities of free carriers and because of the
small gradients in the electron and hole current densities,
heat transport effects described by gradients of the energy
current densities turned out to be negligible. This allowed us
to effectively reduce the hydrodynamic transport model to a
drift-diffusion-like model, but with spatially and temporally
varying carrier temperatures.

The model presented in this paper is based on the model
given in Ref. 26 but extended to two spatial dimensions, the
longitudinal (z) and one lateral (x) direction. For a hydrody-
namic or drift-diffusion model, such an extension is straight-
forward. Nevertheless, it strongly increases the numerical ef-
fort mainly because of the long times that have to be
simulated. In addition, the model has been extended by in-
cluding the local lattice temperature as a dynamical variable.
It can be expected that due to the strong driving, the Joule
heating increases the device temperature—especially when
operating at high frequencies—which results in a reduction
of the space charge due to an increased thermal emission of
trapped holes.*?7-28 To model this behavior, we have added a
transport equation for the lattice temperature with an Ohmic
heat source and have considered a thermally activated emis-
sion process of holes from hole traps.

Based on this model, we have calculated the stable peri-
odic stationary states of the laterally homogeneous system,
i.e., the states where the system after one period of the driv-
ing voltage is unchanged, for different amplitudes and fre-
quencies of the applied voltage. Since even in the bistable
regime in most cases the laterally homogeneous state is
stable with respect to small perturbations, numerical uncer-
tainties are not sufficient to obtain laterally inhomogeneous
states. Therefore, in order to obtain the formation of trans-
verse patterns, some kind of seed is necessary. In the present
case, we have prepared such a seed by an inhomogeneous
initial condition where we have put some part of the device
on the lower branch and another part on the upper branch of
the hysteresis loop. We have checked that also by adding
some static or dynamic noise to the simulations modeling
device imperfections, which are always present in a real
structure, the same patterns are obtained, but in a much less
controllable way and sometimes only after very long simu-
lation times.

II. TRANSPORT MODEL

In this paper, we study a MISIM structure identical to the
one discussed in Ref. 26, which is shown in Fig. 1. In such a
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FIG. 1. Scheme of the MISIM structure with the semiconductor
ZnS:Mn layer, two insulating layers of BaTiO3, an aluminum con-
tact on one side, a transparent indium-tin-oxide contact on the other
side, and a glass substrate.

structure, various spatiotemporal patterns have been ob-
served experimentally.®!” It consists of a manganese doped
ZnS layer, which is sandwiched between two insulating
BaTiO; layers. On one side, it is contacted by an aluminum
layer, and on the other side by a transparent indium-tin-oxide
contact so that the emitted light patterns can be observed
with the help of a microscope. In the calculation, we include
the longitudinal (z) and one transverse (x) direction of the
device.

A. Transport equations

To model the carrier dynamics, we use a two-dimensional
version of the hydrodynamic model presented in Ref. 26,
where a detailed discussion of the one-dimensional (longitu-
dinal) charge carrier dynamics can be found. Here, we want
to give a brief summary of the equations used in the present
case and to discuss the extensions and modifications with
respect to our previous studies. The main physical processes
considered are the field-induced tunnel injection of electrons
from surface states at the semiconductor-insulator interface
to the conduction band, recombination with interface states
on the opposite side, and electron-hole pair generation by
impact ionization. The generated holes can be trapped and
re-emitted by hole traps. In addition to our previous studies,
we now include the heating of the crystal lattice due to
Ohmic heating, which affects the emission process of
trapped holes to the valence band.

The time constants, which define the drift and diffusion
velocities of free holes and electrons, are much smaller than
the time scales on which the trapped holes, the surface
charge density, and the external forces are changing. This
means that for a given space charge profile, given surface
charge densities on the left and right interfaces, and a given
value of the applied external voltage, the free carrier densi-
ties can be considered as stationary. For this reason, the time
derivatives in the transport equations for the free carriers can
be neglected. With the additional approximation of neglect-
ing the heat transport terms, which has been checked and
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justified in Ref. 26, the resulting hydrodynamic transport
equations for electrons and free holes are given by

0=_V'jn+GII_Rnp_Rnt’ (1)

T, T,
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T, T,
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Here, n, j,, and T, (p, j,, and T,) denote the density, current
density, and temperature of the electrons (free holes), respec-

tively, ¢ is the electrostatic potential, Dn,pz@,un,p are the
diffusion constants at the reference temperature 7,=300 K,
and kp and e denote Boltzmann’s constant and the elemen-
tary charge, respectively. The energy relaxation times of
electrons and holes TE =11,/ Ty are chosen to be tempera-
ture dependent, as proposed by Lundstrom.?® In order to take
the velocity saturation effect of the carrier velocities at high
electric fields into account, we use standard field dependent
mobilities given by

—,LL; (7)

s E 2
1+('u”x )
U

np

M p(E) =

with the low field mobilities ,u,g and the saturation velocities
of electrons and holes v’ The terms Gy, R,,, R, R, and
G(zl), describe generation and recombination rates, which will
be specified below.

For the carrier system, there are thus only three transient
equations left, which have to be integrated in time. These are

the equations for the trapped hole density p, and for the

interface charge densities p;, at the left and right
semiconductor-insulator interfaces given by
dpx,z,1)
TT = Rpt(-xsZ’t) - an(x’zst)’ (8)
5P1(x t)
P a,[n(x,0,0) = gl + 0, [p(x,0,0) = pol + ji(x,1),

)
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Ip,(x,1) .
L) = o] + o [p(Lut) = pol =i (x).
(10)
Here, o, , are the surface recombination velocities of elec-

trons and holes, n, and p, are the thermal equilibrium values
of the electron and free hole densities, and jﬁ" are the injected
tunnel current densities at the respective interfaces.

This system of equations for the charge carrier distribu-
tions has to be solved together with Poisson’s equation,

e

Ap=- :(pﬁp —n+pdz)+pdz-L), (11)
r<o

with the vacuum permittivity €, and the dielectric permittiv-

ity €,, which is 14 in the insulator and 8 in the semiconduc-

tor.

To model the self-heating effect of the MISIM device, in
particular, at high frequencies of the applied voltage, we ex-
tend the model by including a transport equation for the lat-
tice temperature 7; with an Ohmic heat source according to

_TL DLATL+ (Jp .]n) E (12)
with the temperature diffusion constant D; =«/(pc;), the lat-
tice heat conductivity «, the heat capacity c;, and the mate-
rial density p.

B. Boundary conditions

The transport equations have to be completed by bound-
ary conditions. In the longitudinal z direction, we use the
same boundary conditions as in the one-dimensional
calculations.?® For the electrons, they describe the processes
of surface recombination and tunnel injection while for the
free holes, only surface recombination is present, resulting in
the following equations for the normal components of the
current densities:

Jnz(6,0,1) = = 0, [n(x,0,1) = no] + j(x,1),
jn,z(x’L’t) = O-n[n(xaL’t) - nO] _jt(x’t)’

Jp2(6,0,0) == 0,[p(x,0,1) = p],

jp,z(x’L7t) = O'p[p(x7L,f) _P0]~

The electrostatic potential at the contacts (z=—L;,, and z=L
+L;,,) is given by the time-dependent applied voltage V(r)
=U cos(2mft), with amplitude U and frequency f according
to

QD(X,— LinsJ) = V(t)’

The boundary conditions for the lattice temperature at z=
—-L;,s and z=L+L;,, are modeled by a thermal resistance 1/ 7
according to

o(x,L+ Ly, 1) =0.

J
DL(?_ZTL(-X»_ Lins’t) = ﬂ[TL(x’_ Lins) - TO]’
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d
DLr?_ZTL(x’L + Line?) = = LT (x,L + Line, ) — Tp).

In the lateral x direction, we use periodic boundary condi-
tions for all variables to avoid unwanted boundary effects in
this direction.

C. Rates

The impact ionization rate Gy is taken to be the product of
electron current density and a field dependent impact ioniza-
tion coefficient «(E). In this paper, we use a field depen-
dence of «, which was calculated by Redmer, Kuligk, and
Fitzer from Monte Carlo simulations?-° and is shown in
Ref. 26 as the RKF coefficient. Also the WKB expression
used for the tunnel current density can be found in Ref. 26.

For the recombination processes of free electrons with
trapped and free holes, we apply the rates

Rnp = ’)/np(np - nOPO) > (13)

R, = Vulnp,— nopy), (14)

with the recombination coefficients ,, and 7,, and the ther-
mal equilibrium values of the trapped hole density p,y. The
process of hole trapping and emission is expressed by

R, = YN, = p)p = v(T)p;, (15)

where v, is the hole capture coefficient, vy, the hole emission
rate, and N, the density of trap centers. The lattice tempera-
ture dependence of 7y, can be expressed as’!

E-E

%471)=7QNLSXP( 2371U>’ (16)
with the effective density of energy levels for the valence
band N, the energy level of the valence band edge E,, and
the energy level of the traps E,. This is consistent with an
expression given by Vlasenko et al.,>” which is justified by
measurements of the temperature dependence of the hyster-
esis widths. Using AE=E,—E,, Eq. (16) can be rewritten in a

form that contains the emission rate 37; at 7;=300 K,

- AE T
muhnm4gﬁ@—iﬂ. (17)
The temperature dependence of all other coefficients is much
weaker and is therefore neglected in the calculations.

The material and structure parameters that have been used
in the simulations are summarized in Table I. In the z direc-
tion, we have used a nonuniform discretization grid of 70
points, and in the x direction, it turned out that at least 64
points per 10 um are needed. For each period of the applied
voltage, we used 100 time steps.

III. RESULTS
A. Constant lattice temperature

Before analyzing the full dynamics of the carrier system
coupled to the lattice temperature, in this section, we shall

PHYSICAL REVIEW B 77, 045321 (2008)

TABLE 1. Material and structure parameters used in the
simulations.

Parameter Value
Insulator width L;,s=300 nm
ZnS-layer width L=500 nm

Surface recombination velocities 0,=10" cm/s

0,=10" cm/s

w=165 cm?/V s*
,LL?)=5 cm?/V s

Low field mobilities

v5=2x107 cm/sP

Maximum drift velocity n
5=2x107 cm/s

Energy relaxation time =107 s
Hole trap density N,=10"7 cm™
Hole capture coefficient Y.=107% cm3/s
Hole emission rate at 300 K 7,=10% 57!
Specific heat capacity ;=500 J/kg K
Material density p=4 g/cm’
Lattice heat conductivity k=17 W/m K
Inverse thermal resistance 7=40.0 m/s
Trap energy level (E,—E,) AE=0.5 eV*

4Reference 32.
bReference 33.
‘Reference 27.

briefly discuss the behavior of the system at different but
constant lattice temperatures 7;. The results will show how
the lattice temperature affects the carrier dynamics; there-
fore, they will be the basis for the interpretation of the be-
havior of the full model in the following sections.

From our previous studies,”® we know that in a certain
parameter range (determined by the amplitude and the fre-
quency of the driving voltage), the one-dimensional transport
exhibits a bistable behavior. The average current as a func-
tion of the voltage amplitude is characterized by a hysteresis
loop with a lower and an upper branch in a certain range of
voltages. If we extend such a bistable system to two dimen-
sions, a natural question arises: What happens if spatially
inhomogeneous initial conditions are given? The simplest in-
homogeneous case is a situation where one part of the simu-
lated area is set to the high state, which is defined by high
densities of trapped holes and surface charges p,(z)=p/(z),
p= pﬁ,, while the other is set to the low state with low
carrier densities p,(z)= pi(z), Pz,FPf,r- Thus, the initial condi-
tions can be written as

Pir) © xeX

p?(z) (18a)

0
X,Z) =
p; (x,2) reX,
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FIG. 2. Temporal evolution of p,(x,7) starting from an inhomo-
geneous initial conditions for three different lattice temperatures:
(a) T;=280 K, (b) 7T;=305 K, and (c) T, =315 K. The lattice tem-
perature has been taken to be constant. Driving voltage: U
=110V, f=10 kHz.

/
pl,r : X & X
p?,(x) = h
pl,r

18b
xeX, ( )

with some interval X. In this section, X is chosen to be X
=[12 um,28 um] for a full lateral width of the simulated
device of 40 um.

The temporal evolution of the trapped hole density spa-
tially averaged over the thickness L of the ZnS layer and
temporally averaged over a driving period 7,

1 t+7 L
pix,t)=— f dt’ f dzp,(x,z,1"), (19)
LT t 0

for such initial conditions is shown in Fig. 2 as a function of
time and the lateral coordinate x for three different values of
the lattice temperature. Black corresponds to high densities
of trapped holes, i.e., to regions of the structure on the upper
branch of the hysteresis loop, and white to low densities, i.e.,
to regions on the lower branch. In Fig. 2(a), which shows the
result for a lattice temperature of 7; =280 K, we see that the
high-state area increases with time and, after a certain num-
ber of periods, covers the whole simulated area. Figure 2(c)
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shows the behavior at a lattice temperature of 7;=315 K.
Now, we find that the low-state area propagates until it cov-
ers the entire system. Thus, obviously, the velocity v of the
fronts, which separate the high-state area from the low-state
area, is a function of the lattice temperature and changes its
sign at a temperature of approximately 305 K, as can be seen
in Fig. 2(b). One can calculate the lattice temperature at
which the front velocity vanishes for every frequency and
amplitude of the driving voltage, and we will call this the
v=0 temperature in further discussions.

To explain the moving fronts and the lattice temperature
dependence of the front velocity, we need to know how the
stationary states of the system depend on the lattice tempera-
ture. Here—as in the following—stationary means that the
system does not change from one period to another. Of
course, within one period, there is still a time dependence of
the variables. To obtain this temperature dependence, we cal-
culate the stationary states of the laterally homogeneous
charge carrier system for every lattice temperature. A neces-
sary condition for a stationary state of the trapped hole den-
sity is given by a zero net increase rate in Eq. (8) when
averaged over one period and over the longitudinal coordi-
nate z,

_
R=1:)

+T L

a | R o) ~Ruer =0, @0

0

as discussed in Ref. 26. To study the temperature depen-
dence, we have calculated the stationary state at a given volt-
age and frequency as a function of the lattice temperature.
For this purpose, we start a one-dimensional simulation at a
constant lattice temperature 7;=T,,;, and calculate p, after
the system has converged to a stationary state. If 77 is suffi-
ciently low, there is only a single stationary solution, and
thus the result is independent of the initial condition. Taking
the calculated p, profile as a new initial condition, we in-
crease the lattice temperature and let the system converge
again to a stationary state and calculate p,. We repeat this
procedure up to a certain maximum value of 7;=T,,,,. Since
in the region of bistability, this yields only one of the two
solutions, we then have to repeat the procedure by stepwise
decreasing 7, until we reach again T,;,. The result of such a
calculation for an applied voltage amplitude of U=110 V
and a driving frequency of f=10 kHz is plotted in Fig. 3
(solid line). Here, the trapped hole density profile p,(z) has
been characterized by its average value of p,. Obviously the
system exhibits only one stationary state for temperatures
above 320 K and below 275 K. In between, the system has
two stable stationary states. Because the calculated values of
P, describe the stable stationary states in the plane, it can be
concluded that in the vicinity of the lines the net growth rate

R,,t is positive on the left of that line and negative on the right
of it. Therefore, for each temperature 7; of the bistable in-
terval the p, axis is separated into a region where the system
is attracted to the low state and a region where it is attracted
to the high state. The border between these regions is given
by an unstable stationary state. Because it is not possible to
find the unstable stationary states of the charge carrier
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FIG. 3. Null cline diagram for the case of fixed lattice tempera-
ture. The Ept=0 line connects the stable stationary states of the
charge carrier system in the p,-7; plane. The dotted lines indicate
the temperatures shown in Fig. 2. Driving voltage: U=110V, f
=10 kHz.

system with our method, the exact position of this border line
cannot be seen in the diagram, but it should connect the two
stable lines to each other in some way.

Let us now explain our findings of the two-dimensional
simulations in terms of the temperature dependence of the
stationary states. At a lattice temperature of 280 K, we are
close to the end of the lower branch in Fig. 3. Thus, the
unstable stationary solution will be close to the low state, and
a rather small perturbation will bring the system into the
attractive region of the high state while very strong pertur-
bations would be needed to drive the system from the high to
the low state. In our case of an inhomogeneous initial con-
dition, such perturbations are provided by the fronts between
low and high states. Because of the large basin of attraction
of the high state, this state will spread out, leading to moving
fronts. Due to the periodic boundary conditions, the fronts
eventually reach each other, resulting in a system that is
completely in the high state, as has been found in Fig. 2(a).
In contrast, at 7;,=315 K, we are close to the end of the
upper branch of the stationary profile. Thus, the unstable
stationary solution will be close to the high state, resulting in
a large basin of attraction of the low state. In this case, the
low state will spread out, resulting in a collapse of the high
state [see Fig. 2(c)]. As we have already seen above, between
these values of the lattice temperature where the front veloci-
ties have opposite signs, there is one temperature where the
front velocity vanishes. In the present case, this happens at
approximately 7; =305 K. Evidently, at this temperature, the
unstable stationary p, profile should be approximately in the
middle between the two stable ones.

B. Small frequencies, bistable mode

Let us now return to the full model including the effect of
lattice heating. In general, Ohmic heating and heat transport
lead to a spatially inhomogeneous and time-dependent lattice
temperature profile which, in turn, influences the carrier dy-
namics. First, we are again interested in the number and sta-
bility of the stationary states of the laterally homogeneous
system. In the last section, we identified these states as the
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intersections of the EP,=0 line with the corresponding
T;=const line in a p,-T; parameter plane.

In the present case of a spatially and temporally varying
lattice temperature profile, the stationary state of the system
also requires, in addition to a stationary value of p,, a sta-

tionary state of T, the lattice temperature averaged with re-
spect to one period, and the longitudinal coordinate z accord-
ing to

B 1 T L
T, (x,1) = E’f dt’f dzT;(x,z,t"). (21)
' 0

This temperature is stationary if the right hand side of Eq.
(12) vanishes when averaged over t and z, i.e.,

_ 1 +T L (92 e
RTLz_J dt/f dZ|:DL_2TL+_(jp_jn).E =0.
L7), 0 Jz cp

(22)

We will refer to ETL as the net temperature increase rate. In

the T;-p, plane the stationary states are then characterized by
the intersections of the lines I?,,t:O and R; =0. Such a dia-
gram is generally called a null cline diagram,** and it will be
the basis for the interpretation of the dynamical behavior in
the present and in the following sections.

With a nonconstant lattice temperature, it is more compli-
cated to calculate and plot a null cline diagram. We start the

algorithm for calculating the Epr=0 line exactly as we did it
before by setting the lattice temperature on a constant value
of 79 and calculate the stationary states of the carrier system
p(T)) in the temperature range Ty, <7;<T.. Although
the real temperature profiles are not exactly constant, this is a
very good approximation due to the high diffusion constant
and the slow reaction speed (compared to the driving period)

of the lattice temperature. To obtain the ET =0 line, we start
for each value of T(L) with the corresponding p, profile in the
temperature equation. Without changing the p, profile, we
then calculate the stationary solution of the lattice tempera-
ture equation, resulting in a temperature profile 7;(p,). At the
end, we get for every temperature the stable stationary states
of the carrier system, and for all stationary states of the car-
rier system we get a stationary state of the lattice tempera-
ture. If we characterize the state of the carrier system by the
average density p, and the lattice temperature profile (which
is almost constant) by the temperature T, we can plot the
null clines in a p-T, plane. The results for a driving fre-
quency of 10 kHz and two different driving voltages of 110
and 113 V are shown in Fig. 4 (solid and dashed lines). The
horizontal dotted lines indicate the corresponding v=0 tem-
peratures, i.e., the temperatures where a front between the
low and the high state does not move. The stationary states

of the system are given by the intersection of the ﬁpt:O and

ETL=O lines. Again, our method only allows us to obtain
stable stationary states. The diagram thus shows that at both
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FIG. 4. Null cline diagram. The El,t=0 line shows the stable
stationary states of the charge carrier system, and the ﬁTL=0 line the
stable stationary states of the lattice temperature. The v=0 tempera-
ture indicates the temperature where the velocity of the transition

front between low- and high-state regions vanishes. Driving volt-
age: (a) U=110V, f=10 kHz; (b) U=113 V, f=10 kHz.

voltages we have a bistable system and that the temperature
of one stable state is lower than the v=0 temperature while
the other is higher.

If we start a two-dimensional simulation with inhomoge-
neous initial conditions, as given by Egs. (18a) and (18b),
and a rather wide high-state interval X=[16 um,24 um] at
an applied voltage amplitude of U=110 V and a frequency
of f=10 kHz, the system exhibits a temporal evolution of the
trapped hole density and the lattice temperature, as plotted in
Figs. 5(a) and 5(b). The high-state region starts to shrink,
reaches a minimal size after about 30 000 periods and then
grows very slowly until it reaches a fixed size after about
60 000 periods. The lattice temperature, which has been
taken to be homogeneously 300 K at the beginning, in-
creases rapidly in the high-state region and converges with
the trapped hole density to a stationary profile but, due to the
strong diffusion process, the transition from high to low tem-
perature is much less steep. If we start the system with a
quite small initial high-state interval X=[19 um,21 um], we
find a temporal evolution of the trapped hole density and the
lattice temperature, as shown in Figs. 5(c) and 5(d). The
high-state region initially grows very fast and finally con-
verges to the same width as in the case of the initially wide
high-state region. The lattice temperature also grows and
ends up at the same profile that has been found before. Thus,
under the present driving conditions, we observe the forma-
tion of a high-state filament with geometrical parameters that
do not depend on the details of the initial condition.

We can explain this filament formation on the basis of the
null cline structure in Fig. 4(a). Starting from its initial value
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FIG. 5. Temporal evolution of the average trapped hole density
[(a) and (c)] and the average lattice temperature [(b) and (d)] in a
two-dimensional system, which started with two different inhomo-
geneous initial conditions. Driving voltage: U=110 V, f=10 kHz.

of 300 K, the lattice temperature in Fig. 5(b) rises very fast
in the high-state region and causes temperatures at the tran-
sition fronts in Fig. 5(a), which are above the temperature at
which the front velocity is zero. Consequently, the high-state
area decreases. When the high-state area becomes smaller,
the lattice temperature 7, at the transition fronts decreases
and finally reaches the value at which the front speed van-
ishes. Then, the system converges into a stationary inhomo-
geneous state. The very small initial high-state region in Fig.
5(c), on the other hand, leads to a front temperature that
gives rise to a front velocity with the opposite sign, i.e.,
directing toward the low-state region. The growing high-state
region then causes the lattice temperature to rise and the
front velocity to decrease until it drops to zero. Thus, due to
this stabilization caused by the interplay between carrier dy-
namics and lattice temperature, a stationary filament with a
well-defined size has been formed.

Figure 6 shows the temporal evolution of the system with
identical initial conditions as in Figs. 5(c) and 5(d), but at a
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FIG. 6. Temporal evolution of the average trapped hole density
(a) and the average lattice temperature (b) in a two-dimensional
system, which started with inhomogeneous initial conditions. Driv-
ing voltage: U=113 V, f=10 kHz.
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driving voltage amplitude of 113 V. Again, the high-state
area increases, but now it increases until it almost covers the
whole structure. Only when, due to the periodic boundary
conditions, the moving fronts come sufficiently close to each
other does the growth stop and a stationary state with a small
low-state region remain. This behavior can again be under-
stood on the basis of the corresponding null cline diagram
plotted in Fig. 4(b). The main difference compared to the
previous case is the fact that now the temperature of vanish-
ing front speed is only slightly below the temperature of the
high state. When going from the high-state to the low-state
region the temperature decreases, and in the present case, at
the front between these regions, it is lower than the v=0
temperature. Therefore, the fronts will move and the high-
state region will grow. However, when one front approaches
another one, due to the vicinity of the other high-state region,
the temperature at the front increases until at a certain dis-
tance it reaches the v=0 temperature and the front will be-
come stationary. Thus, a low-state filament (dark filament) is
formed within a high-state region.

In both cases, we observe moving fronts, which reach a
stationary state because of a repulsive interaction between
two fronts. At small voltages, this repulsive interaction inhib-
its the complete collapse of a high-state region; instead,
small solitary high-state regions with a stable size are
formed. At higher voltages, a collapse of a low-state region
is avoided, resulting in the formation of a small low-state
region. Our results agree qualitatively with experimental
findings, where at low driving frequencies and amplitudes
isolated small luminescent spots have been observed and at
higher amplitudes isolated areas of no luminescence were
found.®!” The front velocity of approximately 20 um/s is of
the same order of magnitude as that reported in Ref. 8. How-
ever, it should be mentioned that there are also other experi-
ments where much higher velocities up to 1000 um/s were
observed, for example, in Ref. 17.

C. High frequencies, oscillating mode

Complex patterns, such as spiral waves and target pat-
terns, were found in various experiments when higher fre-
quencies were applied. Obviously, it is not possible to simu-
late such patterns in a two-dimensional model; nevertheless,
we can analyze the properties of our model under higher
frequencies and answer the question whether such complex
patterns should be expected in a three-dimensional model.
For this purpose, we have performed calculations for the case
of a driving frequency of 100 kHz.

To get an impression of the stationary states of the later-
ally homogeneous system, we first discuss the null cline dia-
grams plotted in Fig. 7 for the two voltages (a) 113 V and (b)
116 V. Let us first concentrate on the lower voltage [Fig.
7(a)]. In this case, we find only one stable stationary state,
which has a low density of trapped holes and a lattice tem-
perature below the v=0 temperature. Although the system is
not bistable, we start the two-dimensional simulation with
inhomogeneous initial conditions. Figure 8(a) shows the
temporal evolution of an initially small high-state area (X
=[79 um,81 um]). Again, we find a stable high-current fila-
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FIG. 7. Null cline diagram. The 1?,,[=o line shows the stable
stationary states of the charge carrier system, and the ETL=0 line the
stable stationary states of the lattice temperature. The v =0 tempera-
ture indicates the temperature where the velocity of the transition

front between low- and high-state regions vanishes. Driving volt-
age: (a) U=113 V, f=100 kHz; (b) U=116 V, f=100 kHz.

ment with a characteristic size. In the surroundings of a very
small high-current area, the temperature [Fig. 8(b)] is almost
equal to the low-state temperature, so the filament grows
until the lattice temperature at the fronts is equal to the
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FIG. 8. Temporal evolution of the average trapped hole density
[(a) and (c)] and the average lattice temperature [(b) and (d)] in a
two-dimensional system, which started with two different inhomo-
geneous initial conditions. Note that only the central part of a total
simulated lateral width of 160 um is shown. Driving voltage:
U=113 V, f=100 kHz.
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lation. Driving voltage: U=116 V, f=100 kHz.

v=0 temperature. If we start the simulation with a large
high-state area (X=[72 um,88 wm]), we find the temporal
evolution shown in Figs. 8(c) and 8(d). Since there is no
stable high state in the one-dimensional case, the almost ho-
mogeneous center of the high-state area switches to the low
state. At the borders of the high-state area, however, the lat-
tice temperature is not high enough to let the space charge
vanish, and so two separated small high-state areas are build
up. We find a weak repulsive interaction between these small
areas, but the resulting movement can hardly be seen in Fig.
8(c). The reason for this interaction is a very small difference
between the lattice temperatures at the outer and inner bor-
ders of the high-state regions.

A two-component system with a null cline diagram such
as the one in Fig. 7(a) is often called an excitable medium.
Such media are widely studied, and it was often reported that
they can cause rotating wave patterns and other spatiotem-
poral patterns when the ratio of propagation velocities of the
components is within a certain range.3®> We will come back to
this point below.

Figure 7(b) shows the null cline diagram for an amplitude
of 116 V. Here, we find no stable stationary state at all. Of
course, there will be at least one intersection of the null
clines in the unstable region corresponding to an unstable
stationary state. However, the system will not stay in that
state because even infinitesimally small perturbations will
cause the system to leave that state. On the other hand, there
is no other state the system could converge to. Systems with
such a null cline diagram often show oscillatory dynamics
when the system behaves as one dimensional, i.e., when it
remains laterally homogeneous (see, e.g., Ref. 35). That this
is indeed the case can be seen in Fig. 9, where we have
plotted the average trapped hole density and the average lat-
tice temperature as functions of time obtained from a one-
dimensional calculation. We clearly see that if we start a
simulation with a high state, the temperature rises and, be-
cause of the increased hole emission process, causes the
trapped hole density to decrease. When the trapped hole den-
sity is low enough, the temperature decreases and, finally, the
trapped hole density can rise again. For the present param-
eters, we find an oscillation period of approximately 7000
driving periods corresponding to about 70 ms.

If we start a two-dimensional simulation with inhomoge-
neous initial conditions (X=[78 um,81 um]) at the same
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FIG. 10. Temporal evolution of the average trapped hole density
(a) and the average lattice temperature (b) in a two-dimensional
system, which started with inhomogeneous initial conditions. Driv-
ing voltage: U=116 V, f=100 kHz.

driving parameters, we find a temporal evolution of the sys-
tem, as shown in Fig. 10. The high-state area in the middle
does not vanish because the temperature diffusion effect
drops the local temperature to the v=0 value. The homoge-
neous areas around this filament change from low to high
state. However, in a small region around the original fila-
ment, the temperature is higher, which inhibits this switching
to the high state. The temperature in the high-state region
then starts to grow, resulting in a switching back to the low
state, as seen in the one-dimensional calculations. However,
small regions at the edges of the high-state area have a lower
lattice temperature, and so they will remain in a high state.
Thus, two new filaments have been formed on each side of
the initial filament. This process repeats until the whole area
is covered by a spatially periodic pattern of filaments. As a
result of this process, it should be expected that a three-
dimensional simulation of the system might show concentric
rings of different sizes. This would fit to the so called target
patterns, which have been reported in Ref. 6.

IV. SMALL TEMPERATURE DIFFUSION CONSTANT

One important parameter of two-component reaction-
diffusion models is the ratio of the propagation velocities.
There are indications from some experiments that the propa-
gation velocity of the charge carrier system is somehow in-
fluenced by driving and preparation parameters of the
MISIM structure. Indeed, measured front velocities range
from about 10 um/s (Ref. 8), in agreement with our results
to more than 1000 wm/s (Ref. 17). Increasing the character-
istic lateral velocities of the charge carrier system would re-
quire modifications in the transport model, e.g., by adding
surface diffusion processes. Such an extension is beyond the
scope of the present paper. However, we can study the influ-
ence of the ratio between the characteristic velocities of the
carriers and the temperature by changing the temperature dif-
fusion constant. For this purpose, in the present section, we
have lowered the lattice heat conductivity by 3 orders of
magnitude to a value of k=17 X 107> W/m K.

The one-dimensional behavior of the system remains ap-
proximately the same as for the original heat conductivity.
So, at a frequency of f=100 kHz, we find again the null cline
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FIG. 11. Temporal evolution of the average trapped hole density
[(a) and (c)] and the average lattice temperature [(b) and (d)] in a
two-dimensional system with reduced temperature diffusion coeffi-
cient, which started with inhomogeneous initial conditions. Driving
voltage: [(a) and (b)] U=113V, f=100kHz; [(c) and (d)]
U=1145V, f=100 kHz.

diagram of an excitable and an oscillatory medium at small
and high voltage amplitudes, respectively. Only the slope of
the ETL=O lines at high p, values increases slightly due to the
slower heat transport. However, if we start two-dimensional
simulations with inhomogeneous initial conditions, we find
considerably modified results. Figure 11(a) shows the
temporal evolution of an initially small high-state interval
(X=[18 wm,22 wm]) in the case of an excitable medium
(U=113 V). Again, the almost homogeneous center of the
high-state region switches to the low state. Because of the
small temperature diffusion constant, the lattice temperature
at the borders is lower than the v=0 temperature [Fig. 11(b)],
and so the fronts start to move toward the low-state regions
and to heat the lattice at the regions that are switched into the
high state. Because of the absence of a stable high state in
the one-dimensional simulation, the heated regions switch
back to the low state, and so two moving high-state pulses
appear, which are both followed by high temperature pulses.
When these two pulses collide with each other at the borders
of the simulation area, they annihilate each other. This type
of dynamics resembles the solitary ring-shaped waves, which
have been observed by Zuccaro et al.® On the other hand,
this kind of dynamics can also cause rotating wave
patterns,35 which have been found, for example, by Riifer er
al.V

We find another interesting spatiotemporal behavior when
we use the same initial conditions but a slightly larger volt-
age amplitude of 114.5 V, where the null clines do not ex-
hibit a stable stationary state in the one-dimensional simula-
tion but show an oscillatory dynamics with an oscillation
period of approximately 31 000 driving periods. Figure 11(c)
shows that in the beginning we find a similar situation as in
Fig. 11(a), but after a while the core of the initial high-state
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region switches back from the low to the high state and sends
out another pair of traveling high-state pulses. Finally, this
causes a traveling wave train created by the oscillating core.
This behavior is qualitatively similar to the series of ring
waves sent out periodically by a core, which has been ob-
served by Vlasenko et al.?’

V. CONCLUSIONS

We have analyzed the formation and dynamics of trans-
verse patterns in ac-driven ZnS:Mn thin-film electrolumines-
cent devices. Based on a material- and structure-specific
model for the carrier dynamics in the semiconductor layer,
we have found a variety of different static or dynamic pat-
terns, and we have studied the influence of different driving
and material parameters on their dynamical behavior. The
physics of the pattern formation is closely related to a deli-
cate interplay between space charges and the local lattice
temperature: High-current regions are associated with large
space charges due to the trapping of holes generated by im-
pact ionization processes; high currents, on the other hand,
lead to a strong Joule heating of the lattice, which increase
the thermal emission of holes from the trap states and thus
reduce the space charge. This interplay reflects itself in the
null cline diagram in the space of spatially averaged space
charges and lattice temperatures, which is therefore well
suited for the interpretation of the numerically obtained pat-
tern dynamics.

To describe the interaction of carrier transport and lattice
heating in ZnS:Mn thin-film electroluminescent structures,
two-dimensional transport equations for the charge carrier
system and for the lattice temperature have been formulated.
The number and stability of stable stationary states of the
one-dimensional system have been determined by calculat-
ing null cline diagrams for different frequencies and ampli-
tudes of the applied voltage. By numerical simulations, the
temporal evolution in a two-dimensional system after inho-
mogeneous initial conditions has been calculated for differ-
ent parameters.

For low frequencies, we found from the null cline dia-
gram that the system is bistable in a wide range of voltage
amplitudes. Here, in a two-dimensional simulation, the given
inhomogeneous initial conditions give rise to either a small
stable high-state area in a low-state system or vice versa,
corresponding to a bright or dark filament. The width of
these filaments is found to be independent of the initially
given widths of the regions. This fits to experimental obser-
vations, where two different inhomogeneous scenarios have
been observed at low frequencies: small luminescent spots
called filaments at lower amplitudes and isolated dark areas
in a bright background at higher amplitudes.

At high frequencies, the null clines show either only a
single stable stationary state (for small voltage amplitudes)
or no stable stationary state at all (for higher amplitudes). For
small amplitudes, the null cline diagram corresponds to the
typical situation of excitable media. The two-dimensional
simulation with inhomogeneous initial conditions results
again in small stable high-state areas; however, they evolve
in a different way from the inhomogeneous initial condition.
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For a reduced value of the lattice heat conductivity, also
dynamical patterns like moving pulses show up.

A system with only an unstable stationary state exhibits
an oscillatory behavior in a one-dimensional simulation. In a
two-dimensional simulation with inhomogeneous initial con-
ditions, it leads to spatially periodic patterns in a qualitative
agreement with the experimentally observed target patterns.
For a low value of the lattice heat conductivity, we observe
periodic traveling pulses, which are sent out by a core.

In conclusion, we have demonstrated that the model pre-
sented in this paper exhibits a variety of stable stationary and
nonstationary spatially inhomogeneous solutions when vary-
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ing the driving and/or material parameters. An extension of
this model to three spatial dimensions could be an important
step toward finding and explaining pattern formation in
ZnS:Mn thin-film devices.
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