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First-principles calculations for the electronic and geometric structures of three different types of armchair
silicon carbide nanotubes from �3, 3� to �11, 11� have been performed using hybrid density functional theory
and the finite cluster approximation. Full geometry and spin optimizations have been performed without any
symmetry constraints. A detailed comparison of the structures and stabilities of the three types of nanotubes is
presented. For type 1 nanotube, the cohesive energy appears to saturate at 4.63 eV, whereas for type 2 and 3
nanotubes, the cohesive energy saturates at approximately 4.44 eV. The dependence of the electronic band
gaps on the respective tube diameters, energy density of states, and dipole moments as well as Mulliken charge
distributions have been investigated. For type 1 nanotubes, Si atoms moved toward the tube axis and C atoms
moved in the opposite direction after relaxation, consistent with other SiC nanotubes found in literature. For
type 2 and the newly proposed type 3, this displacement direction is reversed. The band gaps for type 1
nanotubes are larger than bulk 3C-SiC gap, varying between 2.78 and 2.91 eV, while type 2 and type 3
nanotubes have significantly lower band gaps. Unlike the other two types, band gap for type 3 nanotubes
decreases monotonically with increasing tube diameter from 1.22 eV for the smallest tube to 0.79 eV for the
largest �11, 11� tube studied here. The corresponding numbers for type 2 are 1.49 and 0.91 eV with an
oscillatory pattern. None of the tubes appear to be magnetic. It is expected that these tubes will have interesting
and important applications in the field of band gap engineering and molecular electronics.
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I. INTRODUCTION

Nanotubes are one of the most studied nanostructures in
the current literature. Since the discovery of multiwalled car-
bon nanotubes �CNT� in 1991,1 there has been an explosive
growth of interest in these kinds of quasi-one-dimensional
structures due to their fascinating physical properties and
huge potential applications in the electronics industry. Ex-
ploring the underlying physics of these structures constitutes
the basic building blocks of modern fields of nanoscience
and nanotechnology. One distinguishing feature of carbon
among other group IV elements in the Periodic Table is that
it can participate in either sp2 or sp3 bond configurations and
can form a variety of phases, such as diamond, graphite, and
fullerenes.2 Single-walled carbon nanotubes have unique
characteristics in that they can behave either as metals or
semiconductors depending on the tube diameter and chirality.
Armchair carbon nanotubes are metallic, while zigzag struc-
tures are semiconductors. Length and curvature also play a
significant role on structures and energetics.3–7 Also, carbon-
nanotube-based field-effect transistors have advantages over
conventional silicon metal-oxide-semiconductor-field-effect
transistors such as strong one-dimensional electron confine-
ment, and full depletion in the nanoscale diameter of single-
walled carbon nanotubes lead to a suppression of short-
channel effects in transistor devices.8–11 Nanotube-based
nonlinear devices can be compact, fast, and sensitive because
nanotubes are strong, stable, and uniquely conductive. Re-
searchers have demonstrated that nanotube transistors can
have a large current density, high gain, and high carrier
mobility.12–15 Prototype nanotube sensors have demonstrated
high sensitivity and detection of electromagnetic and acous-
tic signals as well as different chemicals.16–18 Carbon-
nanotube-based field-effect transistor, depending on the bias-

ing conditions, can serve as an electrical switch, a light
source, and a light detector. Carbon nanotubes provide an
ideal model system to study the electrical transport proper-
ties of one-dimensional nanostructures and molecules.19,20

The extraordinary success in synthesizing and in applica-
tions of CNTs has prompted significant experimental and
theoretical research on nanostructures of other elements.
Group-III nitrides, such as BN, AlN, and GaN, have been
synthesized through different techniques.21–23 Synthesis of
several other nanotubes have been reported, for example,
NiCl, H2Ti3O3, TiO2, and Si.24–27 Silicon carbide �SiC� in
bulk form is one of the hardest materials and is very suitable
for electronic devices designed for operations in extreme
environments. In fact, SiC, with its wide band gap, high
thermal conductivity, and radiation resistance, is particularly
important for use in high-temperature and radiation environ-
ments. It is reasonable to assume that the unique properties
of bulk SiC, along with properties due to quantum size ef-
fects, would also reflect in SiC nanostructures. Indeed, pos-
sibilities and promises abound for SiC nanostructures for ap-
plications such as nanosensors and nanodevices which can
be operated at high temperature, high frequency, and high
power. Our group has studied, in detail, the stability of Si60
fullerenelike cage by substitutional and endohedral place-
ments of carbon atoms. We found that substitutional carbon
doping made the Si60 clusters more stable than endohedral
doping. Also, stability is higher when the Si and the C atoms
are in separate subunits on the cage.28–30 First-principles cal-
culations based on density functional theory has been per-
formed on the electronic and structural properties of silicon
substitutional doping in carbon nanotubes.31

Except carbon, group-IV elements have considerable en-
ergy differences between sp2 and sp3 bonds which suppress
the realization of graphitic phase.32 SiC, in fact, also has a
significant energy difference between the sp2 and sp3 bonds.
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Despite these facts, SiC nanotubes have been successfully
synthesized by different groups.33–41 Sun et al.33 have re-
ported the synthesis of SiC nanotubes through a substitu-
tional reaction with Si atoms replacing half of the C atoms
from a multiwalled carbon nanotube. The observed SiC
nanotubes were also multiwalled but with higher interplanar
spacings than those of multiwalled carbon nanotubes. This
indicated weak coupling between inner and outer tubes and
possibility of separating them with ease. This motivated us to
explore the properties of single wall SiC nanotubes. Indeed,
from technological points of view, single-wall nanotubes
play more important rolls in molecular electronics.
Borowiak-Palen et al.35 produced SiC nanotubes based on
high-temperature reactions between silicon powders and
multiwalled carbon nanotubes. Hu et al.37 formed SiC nano-
tubes by reacting CH4 with SiO. SiC nanotubes are expected
to have some advantages over carbon nanotubes. They may
possess high reactivity of exterior surface facilitating side-
wall decoration and stability at high temperature, harsh en-
vironment nanofiber, and nanotube reinforced ceramics.42

Some ab initio methods43 have shown that the most stable
SiC nanotube has the ratio of Si to C of 1: 1. These studies
claim that other ratios will eventually collapse the tube into
nanowire or clusters with solid interiors. Menon et al.44 have
shown that there are two different arrangements �type 1 and
type 2� for the most stable SiC nanotubes. They have studied
certain nanotubes in armchair and zigzag configuration. Type
1 consists of alternating Si and C atoms with each Si atoms
having three C neighbors and vice versa. In type 2 configu-
ration, each Si atom has two C neighbors and one Si neigh-
bor and vice versa. Generalized tight-binding molecular-
dynamics and ab initio methods were used to study only
armchair �6, 6� and zigzag �12, 0�. Their calculations re-
vealed that SiC nanotubes with alternating Si and C atoms
�type 1� are energetically preferred over the forms that con-
tain C-C and Si-Si bonds �type 2� in addition to Si-C bonds.
We propose in this work a new type 3 SiC tube which has the
same number of Si and C atoms, but differs in the relative
spatial positions of Si and C atoms. In this type, each Si has
two C and one Si neighbors, has the same constraint as type
2, but Si and C atoms are arranged alternatively in each layer
unlike in type 2 where each layer contains either Si or C
atoms. So type 3 has one similarity with type 1 in alternating
Si and C atoms along one layer perpendicular to the tube
axis, though it differs in overall atomic arrangement. As the
results below show, type 3 is indeed found to be less stable
than types 1 and 2; however, depending on particular appli-
cations, type 3 SiC nanotubes can provide an alternate
choice. This study is an ab initio study of the evolution of
physical and electronic properties with size (the tube diam-
eter) of three different types of SiC nanotubes of the same
helicity. In particular, in this work, we have studied detailed
electronic and geometric structure properties of three differ-
ent types of single wall armchair SiC nanotubes from �3, 3�
to �11, 11�. We have reported the properties of zigzag SiC
nanotubes in Ref. 45.

II. COMPUTATIONAL METHOD

Two standard methods in computational condensed matter
physics are based on Hartree-Fock �HF� theory and density

functional theory �DFT� in the local density approximation
or in the generalized gradient approximation. Both methods
have their advantages and disadvantages.46,47 For example,
DFT within the local spin density approximation calculations
underestimate the band gaps of semiconductors. The discon-
tinuity of exchange-correlation Kohn-Sham potential results
in this discrepancy between theoretical and experimental
band gaps.48,49 On the other hand, hybrid density functional
theory incorporating HF exchange with DFT exchange-
correlation has proved to be an efficient method for many
systems. It has been recently verified that hybrid functionals
can reproduce the band gaps of semiconductors and insula-
tors quite well.50,51 In particular, screened hybrid functionals
can accurately reproduce band gaps in carbon based
materials.52–55 Thus, in this work, we have opted to use hy-
brid density functional theory for a detailed step by step
investigation of SiC nanotubes. In particular, we have used
the B3LYP56 hybrid functional and the Los Alamos National
Laboratory double-� basis set57 as implemented in the
GAUSSIAN 03 suite of programs.58 For silicon atom, the Hay-
Wadt pseudopotential59 and the associated basis set are used
for the core and the valence electrons, respectively. For car-
bon and hydrogen atoms, the Dunning-Huzinaga double-�
basis set has been employed. Here, we have used finite clus-
ter approach with dangling bonds terminated by hydrogen
atoms to simulate the effect of infinite nanotubes. All com-
putations reported here have been performed at the super-
computing facilities of the University of Texas at Arlington.

As mentioned before, we have used the finite cluster-CNT
based approach for single wall CNT to construct SiC nano-
tubes. This approach comprises of rolling a graphenelike
sheet of Si and C to form a nanotube. This rolling up can be
described in terms of the chiral vector Ch, which connects
two sites of the two-dimensional graphenelike sheet that are
crystallographically equivalent. This chiral vector maps an
atom from the left hand border onto an atom on the right
border line and is an integer multiple of the two basis vectors
a1 and a2, i.e., Ch=na1+ma2. So the geometry of any nano-
tube can be described by the integer pair �n ,m� which deter-
mines the chiral vector. An armchair nanotube corresponds to
the case of n=m, and a zigzag nanotube corresponds to the
case of m=0. All other �n ,m� chiral vectors correspond to
chiral nanotubes. Here, we are concerned about the armchair
nanotube only. As mentioned above, in type 1 arrangement,
silicon and carbon atoms are placed alternatively without any
adjacent Si or C atoms. In type 2 and type 3 arrangements,
the nearest neighbors of each Si atom consist of two C atoms
and another Si atom and vice versa. The difference between
type 2 and type 3 lies in the relative spatial position of Si and
C atoms. If we consider one layer perpendicular to the tube
axis, in type 3, Si and C atoms are alternating, while in type
2, each layer contains either Si or C atoms. Figure 1 shows
the relative positions of Si and C atoms in all three types of
nanotubes, while Figs. 2–4 show the top and side views of
�4, 4� and �10, 10� of all three types of nanotubes.

III. RESULTS AND DISCUSSIONS

Table I and Fig. 5 show the variations of the cohesive
energies per atom with respect to the total number of Si and
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C atoms for all three types of nanotubes. The cohesive en-
ergy or the binding energy per atom for each system was
calculated according to the following formula:

Eb = ��aE�Si� + bE�C� + cE�H�� − �E�SiaCbHc���/�a + b + c� ,

�1�

where a, b, and c are the number of Si, C, and H atoms,
respectively. E �Si�, E �C�, and E �H� are the ground state
total energies of Si, C, and H atoms, respectively, and E
�SiaCbHc� is the total energy of the optimized clusters repre-
senting the nanotubes. The default energy convergence crite-
rion was set to 0.0001 a.u. It is evident that type 1 tubes are
most stable, while types 2 and 3 have almost the same bind-

ing energy. The energy differences are, however, quite small
between all three types of armchair SiC nanotubes and we
believe that suitable experimental conditions can design and
produce all three types of nanotubes. As the number of atoms
increases, the cohesive energy per atom also increases and
approaches saturation. This phenomenon is a common fea-
ture for all types of nanotubes. For comparison, the largest
type 1 silicon carbide nanotube �SiCNT� studied �11, 11� has
a cohesive energy of 4.638 eV/atom, about 67.67% of the
bulk �3C-SiC� cohesive energy of 6.854 eV/atom. As Si-C
bonds are stronger than Si-Si bonds, type 1 nanotubes are
more stable than the other two types. The overall symmetry
is another reason for their higher binding energies since clus-
ters tend to prefer symmetric structures with higher binding
energies.

Table II summarizes the bond length distribution for all
nanotubes studied. This bond length distribution rather than

(a)

(b) (c)

FIG. 1. �Color online� Atomic arrangements for �a� type 1, �b�
type 2, and �c� type 3 nanotubes. The carbon atoms are red and
silicon atoms are blue. The dashed lines represent the orientation of
tube axis.

FIG. 2. �Color online� Top and side views of single wall type 1
�4, 4� and �10, 10� SiC nanotubes. Red atoms are carbon and blue
atoms are Si.

FIG. 3. �Color online� Top and side views of single wall type 2
�4, 4� and �10, 10� SiC nanotubes. Red atoms are carbon and blue
atoms are Si.

FIG. 4. �Color online� Top and side views of single wall type 3
�4, 4� and �10, 10� SiC nanotubes. Red atoms are carbon and blue
atoms are Si.
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fixed bond length is reminiscent of our ab initio calculations
performed on hydrogen passivated finite SiC clusters. Gen-
eralized tight-binding molecular-dynamics calculations per-
formed on infinite nanotubes usually gives fixed bond
lengths unlike ab initio calculations. As the diameter or total
number of Si and C atoms increase, this bond alteration or
the variation range tends to decrease. Tubes of higher curva-
ture with smaller diameter have weaker bonds, resulting in a
possible reduction of Young modulus, similar to the cases of
C and composite BxCyNz nanotubes.60 Si-C bond lengths are
more widely spread in type 3 than the other two types. This
range is narrowest for type 2. On the other hand, Si-Si and
C-C bond lengths have more wide range in type 2 than type
3, suggesting possible less electron delocalization in type 2
structures.

After optimization, the nanotube surfaces were found to
be slightly rippled. For type 1, more electronegative C atoms
moved outward and more electropositive Si moved inward,
resulting in two concentric cylinders. This is in good agree-
ment with other ab initio results.42,44,61,62 This surface recon-
struction has similar feature observed for group-III nitride
nanotubes, where N atoms move away from the tube axis

and group-III elements such as Ga, Al, and B move toward
the axis.63–65 For type 2 and type 3 tubes, the average radial
distance of Si atoms were higher than that for C atoms, be-
cause in those structures in addition to Si-C bonds there are
Si-Si and C-C covalent-type bonds. For the latter two cases,
this reverse buckling makes the nanotubes Si coated. As
mentioned before, Figs. 2–4 show the views of three differ-
ent types of nanotubes along the axis of symmetry and side
views for the armchair configurations. Tight-binding
studies66,67 and Monte Carlo simulations using semiempirical
potentials68 gave an inward displacement of Si and C atoms
by relaxation. In contrast to that, one ab initio study69 on
3C-SiC surface reported displacements of Si and C atoms
into different directions. These radial bucklings caused by
bond bending will create surface dipoles and modify the sur-
face band structure, indicating some relevant potential appli-
cations of SiC nanotube. Table III shows the average tube
diameter and the amount of radial buckling. Type 2 tubes
have maximum diameter, followed by type 3 and type 1
nanotubes. The radial buckling has been calculated by sub-
tracting the mean Si radius from the mean C radius �for type
1� and for types 2 and 3, subtracting the mean C radius from

TABLE I. Cohesive energies/atom �in eV� for armchair SiC nanotubes.

Nanotube Stoichiometry
Total number

of atoms

Cohesive energy
per atom

�eV�

Type 1 Type 2 Type 3

SiC �3, 3� Si30C30H12 72 4.398 4.328 4.228

SiC �4, 4� Si40C40H16 96 4.507 4.344 4.325

SiC �5, 5� Si50C50H20 120 4.560 4.388 4.373

SiC �6, 6� Si60C60H24 144 4.589 4.411 4.399

SiC �7, 7� Si70C70H28 168 4.607 4.425 4.416

SiC �8, 8� Si80C80H32 192 4.619 4.437 4.427

SiC �9, 9� Si90C90H36 216 4.628 4.443 4.435

SiC �10, 10� Si100C100H40 240 4.634 4.448 4.440

SiC �11, 11� Si110C110H44 264 4.638 4.451 4.444

TABLE II. Bond length distributions �in Å� for armchair SiC nanotubes.

Nanotube

Type 1
Si-C
�Å�

Type 2 Type 3

Si-C
�Å�

Si-Si
�Å�

C-C
�Å�

Si-C
�Å�

Si-Si
�Å�

C-C
�Å�

SiC �3, 3� 1.75–1.83 1.82–1.88 2.25–2.31 1.38–1.43 1.75–1.89 2.25–2.27 1.43–1.45

SiC �4, 4� 1.75–1.82 1.82–1.87 2.24–2.30 1.39–1.45 1.76–1.87 2.23–2.25 1.44–1.45

SiC �5, 5� 1.76–1.82 1.82–1.86 2.23–2.27 1.39–1.45 1.76–1.85 2.23–2.24 1.44–1.45

SiC �6, 6� 1.76–1.81 1.82–1.85 2.25–2.26 1.39–1.44 1.76–1.85 2.22–2.23 1.44–1.46

SiC �7, 7� 1.76–1.81 1.82–1.85 2.24–2.27 1.39–1.45 1.76–1.85 2.22–2.23 1.44–1.46

SiC �8, 8� 1.76–1.82 1.82–1.85 2.23–2.25 1.39–1.45 1.77–1.85 2.22–2.23 1.44–1.46

SiC �9, 9� 1.76–1.81 1.82–1.85 2.23–2.25 1.39–1.45 1.77–1.85 2.22–2.23 1.44–1.46

SiC�10,10� 1.76–1.82 1.82–1.84 2.23–2.25 1.39–1.45 1.77–1.84 2.22–2.23 1.44–1.46

SiC�11,11� 1.76–1.81 1.82–1.84 2.25–2.25 1.39–1.45 1.77–1.85 2.22–2.23 1.44–1.46
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the mean Si radius. The common feature for all types is that
the amount of buckling decreases as the tube diameter in-
creases. This has been shown in Fig. 6. Similar trends were
observed for BN nanotubes60 which has the same arrange-
ment as type 1. However, the amounts of buckling for type 1
nanotubes are smaller than the values found in another ab
initio calculation.42 The reason for this difference is attrib-
uted to the fact that we have first rolled up the unoptimized
graphene SiC sheet and then performed full optimization
rather than rolling up the optimized sheet. We believe this is
more reasonable since graphene SiC sheets do not exist in
nature and because typically in experimental works as men-
tioned here and reported in the literature, SiC nanotubes
were synthesized using carbon nanotubes as templates.33–41

This difference can also be attributed to different theoretical
approaches. Nonetheless, the variation of these bucklings
with diameter, namely, the reduction of buckling with diam-
eter increases, well matched with type 1 SiC42 and BN nano-
tube cases.60 The buckling effect is most pronounced in type
2, then type 3 followed by type 1. We need to stress here that
the surface reconstruction appears to be a minor effect and
might possibly be related to the finite length of the tubes.

We also performed Mulliken charge analysis for the nano-
tubes studied here.46 All the structures show significant elec-
tron transfer from Si to C atoms. Figure 7 implies type 1
armchair structures are more ionic than type 2 and type 3
nanotubes, as they have only Si-C bonds. In fact, the Si-C
bonds in type 1 are fully ionic, whereas in type 2 and 3, the
bonds, Si-C, Si-Si, and C-C, are a mixture of ionic and co-
valent bonds. The asymmetry in charge distribution in SiC
nanotubes has been and can further be exploited to achieve
different electronic properties by exterior-wall decoration at
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FIG. 5. �Color online� Cohesive energy/atom �eV� vs total num-
ber of Si and C atoms.

TABLE III. Tube diameters �in Å� and radial buckling �in Å� for armchair SiC nanotubes.

Nanotube

Type 1 Type 2 Type 3

Tube
diameter

�Å�

Radial
buckling

�Å�

Tube
diameter

�Å�

Radial
buckling

�Å�

Tube
diameter

�Å�

Radial
buckling

�Å�

SiC �3, 3� 5.313 0.037 5.412 0.214 5.375 0.182

SiC �4, 4� 7.022 0.033 7.162 0.202 7.116 0.093

SiC �5, 5� 8.760 0.028 8.936 0.164 8.841 0.071

SiC �6, 6� 10.451 0.023 10.694 0.133 10.582 0.052

SiC �7, 7� 11.786 0.021 12.161 0.115 12.050 0.043

SiC �8, 8� 13.905 0.016 14.240 0.108 14.070 0.035

SiC �9, 9� 15.723 0.013 16.012 0.107 15.816 0.031

SiC �10, 10� 17.351 0.011 17.793 0.092 17.562 0.027

SiC �11, 11� 19.087 0.009 19.576 0.082 19.304 0.022

FIG. 6. �Color online� Tube buckling �Å� vs tube diameter �Å�
for all three types of SiC nanotubes.
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different adsorption sites.70,71 This charge transfer is consis-
tent with the radial buckling for type 1 SiCNT as the charge
transfer is presumed to occur in one of the C valence orbitals,
to which electrons flow from Si atom. The probable exis-
tence of more point charges on the wall of type 1 nanotubes
might make them better hydrogen storage device than carbon
nanotubes72 and we are indeed pursuing such studies now.73

However, the same possibilities might also exist for type 2
and 3 nanotubes. Table IV shows the calculated dipole mo-
ment for all three types of SiC nanotubes from �3, 3� to �11,
11�. Despite the fact that type 1 has ionic bonding between Si
and C atoms, the overall dipole moment is low compared to
type 2 and type 3 nanotubes. The almost zero dipole mo-

ments of type 1 structures indicate an overall highly symmet-
ric charge distribution though all the Si-C bonds are ionic. It
is clearly shown that type 3 has slightly higher dipole mo-
ment than type 1; thus, it can probably be attributed the same
charge symmetry as type 1. In contrast, type 2 structures
have significantly higher values which indicate overall
charge asymmetry. This fact reveals that symmetric configu-
rations of type 2 nanotubes are characterized by a higher
potential energy than the asymmetric configurations, imply-
ing that type 2 symmetric nanotubes are less stable than
asymmetric type 2 nanotubes. This will have the effect of
adherence of type 2 nanotubes into bundles if experimentally
synthesized. It is worth noting that type 2 nanotubes have
two ends populated by either Si or C atoms. Here, the sepa-
rations of the positive and negative charges are compara-
tively large, causing increases in dipole moments. Also, ac-
cumulations of charges increase with increases in tube
diameters. In type 1 and type 3, the layers perpendicular to
the tube axis have alternating C and Si atoms, resulting in
low dipole moments. Type 1 nanotubes have almost zero
dipole moment due the existence of all perfect hexagons in
those structures. In the case of type 3 nanotubes though we
do not see any charge polarization, there are two different
types of imperfect hexagons, with each having two different
orientations. This is the origin of their slightly higher dipole
moment than type 1 nanotubes.

The highest occupied molecular orbital �HOMO� and the
lowest unoccupied molecular orbital �LUMO� gaps give a
measure of the “band gap” for the infinite periodic SiC nano-
tubes. This measure is qualitative in the sense that the tubes
studied are finite in length and any extrapolation to infinite
tubes should be viewed with caution. After optimization, the
lengths of type 1 nanotubes varied from 16.211 to 16.257 Å,
with the average length being 16.228 Å. The corresponding
numbers for type 2 are 16.014 and 16.346 Å, with the aver-
age being 16.297 Å. For type 3, the lengths varied from
16.278 and 16.345 Å, the average being 16.335 Å. The ef-
fects of finite size for carbon nanotubes have been studied in
detail in the literature74–77 and we intend to pursue such stud-
ies in the future for SiC nanotubes. Table V and Fig. 8 pro-
vide the evolution of these gaps as a function of tube diam-
eters for all the structures. The electronic states are also
listed in Table V. All the ground state structures we have
studied here are in singlet state, i.e., no magnetic structures
have been found. The gap is increasing with increasing di-
ameter for type 1 nanotubes and approaching saturation. A
slight decreasing trend is observed after �7, 7� but not sig-
nificant. Type 1 nanotubes have larger band gaps than bulk
3C-SiC �2.4 eV�. Type 2 and 3 nanotubes have significantly
lower gaps. In the case of type 2, gap and tube diameter have
an alternating relationship, while for type 3, band gap de-
creases monotonically with increasing tube diameter and is
expected to approach small gap semiconducting to semime-
tallic regime. These wide ranges of SiC armchair nanotube
gaps are in sharp contrast to carbon nanotubes, which are
essentially metallic in armchair configuration. Carbon nano-
tubes are semiconductors in other helicity. The origin of wide
band gap for type 1 SiC nanotubes lies in the fact that they
have only ioniclike Si-C bonds as compared to the covalent
C-C bonds in carbon nanotubes and some Si-Si and C-C

FIG. 7. �Color online� Mulliken charge distributions for �8, 8�
nanotubes. Top �type 1�, bottom left �type 2� and bottom right �type
3�. Carbon atoms gained and silicon atoms lost charge. In case of
type 1, maximum amount of charge transfer between Si and C at-
oms is 1.70e. For type 2 and type 3, these values are 0.83e and
1.13e, respectively.

TABLE IV. Dipole moments of armchair SiC nanotubes �in
Debye�.

Nanotube
Type 1

�D�
Type 2

�D�
Type 3

�D�

SiC �3, 3� 0.018 1.242 0.307

SiC �4, 4� 0.001 6.067 0.446

SiC �5, 5� 0.001 7.713 0.226

SiC �6, 6� 0.001 9.767 0.033

SiC �7, 7� 0.050 11.499 0.007

SiC �8, 8� 0.018 13.398 1.311

SiC �9, 9� 0.001 13.337 0.024

SiC �10, 10� 0.000 14.669 0.011

SiC �11, 11� 0.010 16.378 0.371
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bonds in other two types SiC nanotubes in addition to Si-C
bonds. More ionic-type bonding localizes the electronic
states in type 1 nanotubes and consequently increases the
band gap.42 The band gap variation with tube diameter indi-
cates that type 1 tubes are always wide band gap structures,
while type 2 and specifically type 3 tubes are small gap semi-
conductors and might exhibit metallic behavior. The evolu-
tion of band gap with the tube diameter can be analyzed by
the curvature induced �-� hybridization.35 In the case of

type 1 SiC nanotube, as the diameter decreases, curvature
increases and the induced �-� hybridization has the effect of
down shifting the conduction bands, resulting in lower gaps
with decreasing diameters. For type 3, this trend is reversed
in that the curvature induced �-� hybridization has the effect
of uplifting the conduction bands for type 3 structures, re-
sulting in higher band gaps with decreasing diameters. This
reverse trend is related to the existence of different bonds in
two types of nanotubes. Figure 9 demonstrates energy den-
sity of states �DOS� for largest nanotubes �11, 11� in three
different configurations. The DOS is built by fitting a Gauss-
ian function in each eigenvalue and then summing them up.
The Gaussian width used to broaden the eigenvalues is
0.05 eV and E=0 refers to the HOMO. The comparatively
large gap of type 1 �11, 11� to the gaps in the other two types
is clearly visible.

Tuning the band gap of semiconductors is an important
task and challenging endeavor in molecular electronics as it
facilitates the integration of devices and systems for perform-
ing a specific work. Among all three types of SiC nanotubes
we studied, type 1 which is the most stable one has valence
charge density strongly accumulated around C atoms. Sig-
nificant electron transfer from Si to C atoms results in charge
accumulation which makes the nanotube wall highly reactive
to the external atom or group of atoms. This asymmetry has
been exploited to band structure modification by side wall
decoration with H, CH3, SiH3, N, NH, NH2,70,71,78 and Si or
C substitution by N atom.78 In this work, it has been shown
that by changing the relative positions of C and Si atoms, it
is possible to have nanotubes with various band gaps. In
nanotube-based technology Schottky barriers form at the
metal/nanotube junctions, through which carriers must
tunnel.79 These barriers have a profound effect on the func-
tion and performance of CNT-based transistors. In general,
the charge transfer takes place at the metal nanotube inter-
face leading to band bending and the creation of Schottky
barrier.80 The proposed type 3 single wall SiC armchair
nanotube gap is inversely proportional to tube diameter, as is
the effective mass, for electrons and holes. Thus, at a given
temperature, a larger diameter nanotube will have a larger

TABLE V. HOMO-LUMO gaps �in eV� and electronic states for armchair SiC nanotubes.

SiC
Nanotube

Type 1
armchair

Type 2
armchair

Type 3
armchair

HOMO-
LUMO

gap
Electronic

state

HOMO-
LUMO

gap
Electronic

state

HOMO-
LUMO

gap
Electronic

state

SiC �3, 3� 2.776 1A 1.487 1A 1.216 1A

SiC �4, 4� 2.823 1A 0.806 1A 1.084 1A

SiC �5, 5� 2.889 1A 0.839 1A 0.905 1A

SiC �6, 6� 2.932 1A 0.876 1A 0.835 1A

SiC �7, 7� 2.937 1A 0.727 1A 0.808 1A

SiC �8, 8� 2.923 1A 0.882 1A 0.799 1A

SiC �9, 9� 2.919 1A 0.897 1A 0.795 1A

SiC�10, 10� 2.913 1A 0.905 1A 0.792 1A

SiC�11, 11� 2.906 1A 0.907 1A 0.791 1A

FIG. 8. �Color online� HOMO-LUMO gap �eV� vs tube diam-
eter �Å� for all three types of nanotubes.
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free carrier concentration than a smaller diameter nanotube,
and they will have a lower effective mass. Consequently,
because of the smaller band gap of large diameter nanotubes,
the band lineup at the metal/nanotube interface will result in
lower Schottky barriers at the transistor source and drain.
Tunneling through these barriers will be facilitated because
of the smaller effective mass. Though type 2 nanotubes do
not show any continuous gap decrease with the increasing
diameter, the relationship between HOMO-LUMO gap with
the diameter shows they might possess smaller gap at the
larger diameters. These indicate that in Si CNT based junc-
tions, type 3 and type 2 might play important role at the
nanoscale molecular electronic networks, where SiC nano-
tubes are desirable over carbon nanotubes for some specific
reasons. For example, one of the limitations of CNTs is their
inability to survive in high-temperature, harsh-environment
applications. Silicon carbide nanotubes are preferred for their

superior material properties under such conditions.

IV. CONCLUSIONS

We have studied three different types of single wall SiC
nanotubes in armchair configuration. Detailed analysis and
comparison for stability and geometry have been performed
along with the evolution of electronic properties with the
tube diameters. Within the same helicity and under the con-
straint of Si to C ratio as 1:1, the dominant factor in deciding
the stability, tube morphology, and electronic behavior is the
relative position of Si and C atoms, and consequently, the
nature of chemical bonds. As the number of atoms increases,
the cohesive energy of nanotubes increases and approaches
saturation. This is a common feature for all types of nano-
tubes. Three armchair nanotubes are close in energy, with
type 1 predicted to be most stable. Slight difference in hy-
bridization of Si and C atoms on the tube surface causes
radial buckling and surface dipoles forming from these buck-
lings may have potential applications at the nanoscale re-
gime. The Mulliken charge analysis shows that type 1 struc-
tures are more ionic than type 2 and 3 structures. Unlike
carbon nanotubes which are metallic in armchair configura-
tion, all three types of SiC nanotubes are semiconductors,
where type 1 tubes have the largest band gaps. Strong ionic-
type bonding localizes the electronic states which results in
wide band gap for the type 1 nanotubes. Type 2 and 3 nano-
tubes have significantly lower gaps. While type 2 nanotubes
exhibit a zigzag type trend in gap and diameter relationship,
there is a monotonous decrease in band gap with increasing
tube diameter for type 3. The smaller band gaps of type 2
and type 3 armchair SiC nanotubes with larger diameters can
open a new road to reduce Schottky barrier at the nanotube
metal junction. These two types might even exhibit metallic
behavior at higher diameter. Our binding energy calculations
reveal that all three types of armchair nanotubes are stable
and close in energy. Thus, if they are synthesized under suit-
able environment, one can envision all-nanotube electronics
based on SiC nanotubes, where metallic and semiconducting
tubes would form high current carrying conductors and ac-
tive devices respectively.
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