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I. INTRODUCTION

Recently, the study of quantum phase transition is a topic
of great interest in condensed matter and statistical
physics,1–3 especially due to the availability of various ex-
perimental results, for example: the quantum spin glass
LiHoxY1−xF4,4 two-dimensional electron gas in semiconduc-
tor heterostructures,5 heavy fermion material CeCu6−xAux,

6

high-temperature superconductors,7 etc. Systems near criti-
cality are usually characterized by fluctuations over many
length scales. In contrast to the phase transitions in classical
models, quantum systems have fluctuations driven by the
Heisenberg uncertainty principle even in the ground state.
The analysis of the ground state and its thermodynamic prop-
erties are thus of central importance for understanding the
critical behavior of such systems.

The quantum phase transition is governed by quantum
fluctuations, and appears in the vicinity of zero temperature
when an external parameter is varied. These quantum fluc-
tuations may permit the system to pass from one local mini-
mum of the free energy to another due to tunneling through
barrier at rates that do not vanish as temperature T ap-
proaches zero. The statics and the dynamics are inextricably
linked. Another interesting subject is that the thermal physics
�classical phase transition� is inherently dissipative, while the
quantum phase transition �T=0� is governed by the
Schrödinger equation where energy is conserved and does
not depend on time.

On the other hand, in the presence of disorder one en-
counters new features that are usually absent in the pure
system. The random competition between ferromagnetic and
antiferromagnetic interactions, although this competition
may have a number of possible microscopic states, is the
necessary requirement for the existence of the spin glass
�SG� phase. The SG phase has been observed in various
physical systems; e.g., in the metallic alloys with substitu-
tional magnetic impurities such as CuMn and AuFe. Other
examples are the amorphous systems and in compounds with
nonequivalent sites randomly available to magnetic ions.

From the theoretical point of view, the study of the SG
phase represents a quite difficult task in statistical mechanics.
In the literature, the SG theory has been based on infinite-
range interactions models, that are exactly solvable, and give

a first qualitative understanding of the thermodynamical be-
havior. Among them are the susceptibility cusp at the freez-
ing temperature and the field induced transition away from
SG phase at finite magnetic field. The model proposed years
ago by Sherrington and Kirkpatrick �SK�,8 denoted by SK
model, presents unusual properties, such as the characteriza-
tion of the SG phase by replica-symmetric breaking order
parameters9 organized in a hierarchical structure, defining an
ultrametric space. In the presence of an external uniform
field �easy axis direction�, we have the existence of a phase
transition, called by de Almeida–Thouless �AT� line,10 which
separates a high-temperature region where the SG order pa-
rameter is unique from a low-temperature one, defined in
terms of an infinite number of order parameters.9 Another
exactly solvable SG mean field model was proposed by van
Hemmen11 �VH model�. Unlike the SK model, the above
model does not depend on the use of the replica trick. The
validity of the mean field results for the description of real
SG represents a very controversial matter.12

The quantum version of the SK Ising spin glass in a
transverse field proposed in Ref. 13 was first motivated by
the experimental results in mixed-hydrogen-bonded
ferroelectrics.14 Various authors13,15–32 have considered the
Ising SG in a transverse field, with predictions ranging from
the destruction of the SG state to an enhancement in the
transition temperature with the introduction of quantum fluc-
tuations. Experimentally, in the classical SG phase transition,
the ac susceptibility ��w� does not diverge at the freezing
temperature Tc but merely exhibits a cusp. On the other
hand, the nonlinear susceptibility �3 presents a critical sin-
gularity at Tc, and has been an indispensable physical param-
eter accessible in experiments to probe the SG phase transi-
tion, with a scaling behavior �3��T−Tc�−�, � ranging from
0.9 to 3.8. For the case of quantum SG phase transition, for
example in the disordered dipolar quantum Ising magnet
LiHoxY1−xF4 �Ref. 4� in the presence of a transverse field,
there exist qualitative differences with the their classical
counterpart. In the high-temperature �small transverse field�
limit �i.e., T�25 mK� a divergence in �3 at the critical point
�c is observed �� represents the transverse field�, in accor-
dance with the classical SG phase transition, i.e., a critical
behavior in the form �3���−�c�−�, is exhibited. However,
in the low-temperature �high transverse field� limit, the di-
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vergence in �3 effectively disappears; only a flat maximum is
encountered.

There are few studies on the calculation of the nonlinear
susceptibility �3 in quantum spin glass. Using a perturbative
approach16 in the SK model in a transverse field, �3 was
obtained as a function of the temperature and the transverse
field, whereas near the critical field �c�T=0� we have the
usual scaling form �3���−�c�−�� with �� lying between
0.29 and 0.75. The studies on the mean field
approximation24,28 have also found a divergence at �c�T
=0� with ��=1.0. It has also been shown that the mean field
results28 for the quantum Ising SG present logarithmic cor-
rections to the power-law behavior of �3. In finite dimension-
ality, the Monte Carlo simulations30 on a square lattice signal
even a stronger divergence for �3 at T=0 with ���2.8, close
to the ��2.9 for the thermal transition in the three-
dimensional Ising model. Many of the calculations of �3
have been performed in the static limit, i.e., �3 independent
of the frequency. Therefore, these works have observed the
usual critical behavior �3���−�c�−�� in the low-
temperature regime, in clear contradiction with experimental
measurements of the magnetic LiHoxY1−xF4 �Ref. 4� that
shows a flat maximum.

The experimental data in the magnetic system
LiHoxY1−xF4 have shown that sufficient dilution destroys the
long-range order,4 and the disorder and frustration �caused
by a competition between the ferromagnetic and antiferro-
magnetic interactions in a dipole-coupled system� combine
to give rise to a SG phase at x=0.167 with a transition tem-
perature Tc�0.15 K. They have measured the imaginary
component of the dynamic susceptibility ���w� as a function
of both w and the strength of the transverse field above and
below the SG transition temperature Tc��=0�=0.15 K. The
application of the transverse field � radically affects the time
scale of the Ising system’s response. The measurement of the
static susceptibility �o �or dc susceptibility, that is the w
→0 limit of the real part ���w�� presents a finite slope at the
zero transverse field with ��o /����=0=0. The theoretical
study of the dynamic nonlinear susceptibility �3�w� �Ref. 23�
in the quantum spherical SG model has been performed ex-
actly to show that the divergence occurs when the frequency
approaches the zero-value, but a nonsingular behavior is ob-
served at the critical point T=0 for w�0.

Some quantum spin glass models have been proposed in
the literature, for example, the quantum SK,15 quantum
rotors,1,20 p-spin in a transverse field,25 and quantum p-spin
spherical33 models. It is generally found that, in terms of a
suitably defined quantum parameter �, a critical line Tc���
in the T−� plane separates the quantum spin glass and the
paramagnetic phases. In the case of the quantum p-spin
model,25,30 we have a tricritical point at �Tt ,�t� that sepa-
rates the critical curve Tc��� in two parts: For T�Tt �high-
temperature� the SG phase transition is of second-order, and
for T�Tt �low-temperature� we have the first-order phase
transition driven by quantum fluctuations. The limit of p=2
corresponds to the quantum SK model,15 and the phase tran-
sition is continuous �second-order�. For p�3 the critical be-
havior at low temperatures presents a first-order phase tran-
sition with a small latent heat, that decreases in the form Tp−1

�where T is the absolute temperature�. Generally, these ap-
proximations can be the source of ambiguity at zero tempera-
ture where the third law of thermodynamics is usually vio-
lated. Another quantum SG model that was recently studied34

is the generalization of the VH model11 in the presence of a
transverse field �quantum VH model�, where the stability
limit �phase diagrams� was investigated.

In the past few decades, various types of anisotropies in-
dicate a profound influence on the critical properties of
the spin models. The anisotropies due to the crystal-field
of the host and the nonmagnetic impurities which affect
the spin interaction symmetries are some of the examples.
The main models are the Blume-Capel35 �BC� and
Blume-Emery-Griffiths36 �BEG� models. Besides consider-
ing the effects of Ising exchange interactions, the BC model
includes a longitudinal crystal field, while the BEG model
deals with a biquadratic interaction and a longitudinal crystal
field in a Hamiltonian. This longitudinal crystal-field aniso-
tropy has been shown to describe the excitation energy to
create the bipolarons for a ferroelectric phase transition in
SrTiO3 compound.37 These classical models have emerged as
good candidates for displaying first- or second-order phase
transition. A tricritical point and the reentrant behavior are
also observed in the phase diagram for the integer spin case.
In particular, the BC model is described by the following
Hamiltonian:

HBC = − J�
�i,j	

Si
zSj

z + D�
i

�Si
z�2, �1�

where the first sum is over the pairs of nearest-neighbor
spins, J is the exchange interaction, D represents the longi-
tudinal crystal field, and Si

z is the z component of the spin-1
operator at site i. In the classical case, when the positive
uniaxial anisotropy �D�0� is large at low temperatures, one
obtains a condensation into a nonmagnetic spin phase �or
paramagnetic phase P� accompanied by the destruction of
the ferromagnetic �F� state, whereas the ferromagnetic phase
exists for arbitrary positive values of D�Dc=zJ /2 �z is the
coordination number�. At point D=Dc we have a first-order
phase transition between the F and P phases. For D=0,
model �1�, the phase diagram in the �T−D� plane in two and
three-dimensional lattices presents a second-order phase
transition at high temperatures. Moreover, with the increase
of D the critical temperature decreases. At low temperatures,
the system presents a first-order phase transition, with a tri-
critical point �TCP� separating these transitions. The pure BC
model �1� has been studied intensively by various methods:
Mean-field approximation �MFA�,35,38 effective-field theory
�EFT�,39–42 renormalization group approach,43–45 series
expansion,46 Monte Carlo simulation,47 and so on.

An extension of the BC model with random exchange
interaction �Jij� has been exactly solved for the infinite-range
interaction case. This model is not only simple but is also
experimentally accessible. Hence it can be used to describe
the thermodynamic properties of the �SG� state. Randomness
and frustration are present and in the mean-field limit the
equations of state m= ��Si

z		c= f�m ,q� and q= ��Si
z	2	c

=g�m ,q� are derived, where �¯	c denote the configurational
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average, m is the magnetization per spin, and q is the SG
order parameter per spin. The simple versions of the random
BC model have been considered by various authors to de-
scribe the SG phase that are described by the VH �Ref. 48�
and SK �Ref. 49� models.

On the other hand, the determination of the properties of
quantum models is a nontrivial problem due to the noncom-
mutativity of the operators in the Hamiltonian. In particular,
the influence of a transverse crystal-field in the BC model �1�
can even change the nature of the phase transition because of
the quantum effects. The Hamiltonian is given by

H = − J�
�i,j	

Si
zSj

z + D�
i

�Si
z�2 + D��

i

�Si
x�2, �2�

where D� is the transverse crystal-field anisotropy parameter.
Using the spin identity �Si

x�2+ �Si
y�2+ �Si

z�2=S�S+1�. Equation
�2� can be rewritten as

H = − J�
�i,j	

Si
zSj

z − Dx�
i

�Si
x�2 − Dy�

i

�Si
y�2, �3�

where Dx=D−D� and Dy =D. In particular, for D�=0 or
Dx=Dy the quantum Hamiltonian �3� reduces to the purely
classical model �1�.

The pure Ising model with biaxial anisotropy given by Eq.
�3� has been studied by using the effective-field theory
�EFT�.50–54 The appearance of this anisotropy has been dem-
onstrated experimentally by changing the thickness of the
nonmagnetic TaN interlayer in FeTaN /TaN /FeTaN
sandwiches.55

Jiang and Wang56 have included in the Eq. �3� a transverse
magnetic field and the new Hamiltonian is now given by

H = − J�
�i,j	

Si
zSj

z − Dx�
i

�Si
x�2 − Dy�

i

�Si
y�2 − ��

i

Si
x, �4�

where � is the transverse field.
The transverse crystal-field and magnetic field parameters

in the Hamiltonian present different effects. For example, in
the Hamiltonian �4� with Dx=Dy =0, � destroys the long-
range order, where only second-order phase transition is ob-
served in the phase diagram and the system is invariant to the
change in the sign of �, i.e., Tc�−��=Tc���. The critical
behavior of the phase diagram in the T−� plane shows a
maximum point at �=0, with the critical temperature de-
creasing with the increase in the transverse field and at T
=0 we have two symmetric quantum phase transitions at �
= ��c that are dependent on the topology of the lattice. On
the other hand, in the case of the Hamiltonian �4� with �
=Dy =0, the parameter Dx also destroys the long-range order.
However, we have second- and first-order phase transitions
in the phase diagram that are dependent on the dimensional-
ity of the lattice and the sign of Dx �i.e., Tc�−Dx��Tc�Dx� for
Dx�0�. For large values of Dx, positive or negative, the
system has no long-range order, while the ordered phase ex-
ists for Dx between D1x�0 and D2x�0.

Results obtained by EFT �Ref. 53� on a simple cubic lat-
tice have shown a second-order phase transition and the criti-
cal temperature goes to zero at two symmetric critical trans-
verse crystal-field values D1x=−D2x for Dy =0. Moreover, it

was observed that with the increase in Dx starting from the
negative value, Tc increases from Tc=0 at Dx=D1x, passes
through a maximum at Dx�0, and vanishes again at a posi-
tive value of Dx=D2x. The phase diagram in the T−Dx plane
is completely different than that in the T−Dz plane for the
Blume-Capel model, where the latter presents first- and
second-order phase transitions with presence of a TCP. An-
other interesting result observed by Xu and Yan53 in the
Hamiltonian �4� with �=0 is the presence of a TCP only for
Dy �0. On the contrary, mean-field solution indicated the
presence of a TCP �corresponds to the limit of infinite coor-
dination number, z→	� for Dy =0 and can be attributed to
the presence of long-range interaction.

Previous studies in the Ising model with biaxial aniso-
tropy have concentrated on the pure limit, and did not ad-
dress the disordered model. In fact, the disordered distribu-
tion plays an important role in the spin models, and it may
affect the order of the phase transition and lead to some new
results. Various works have studied the spin glass Ising
model with biaxial anisotropy. The TCP in the quantum an-
isotropic spin-1 glass Ising model has been investigated.57

They showed that the disordered model possesses unusual
features, manifesting both continuous and first-order phase
transitions. This shows that the role of the biaxial crystal
field is very important. Yet few works have ever considered a
quantum SG Ising model with biaxial anisotropy and trans-
verse magnetic field. At this stage, it is then natural to ask the
question as to what would happen if one treats the SG phase
by considering a more general model with competing
anisotropies. It is clear that some preliminary studies have
been made only for some particular cases: �i� For �=0 �ab-
sence of transverse field� using the SK model;57 for �=0 and
Dx=Dy �longitudinal crystal-field� using the VH �Ref. 48�
and SK �Ref. 49� models. However, to the best of our knowl-
edge, no attention has been paid to the nature of the phase
transition in the more general case of the random long-range
exchange interaction �mean-field approach� given by the
Hamiltonian �4�. This fact has motivated the present investi-
gation, where the quantum SG phase transition is studied by
employing the generalized VH model.

The organization of the present paper is as follows. In
Sec. II, the quantum VH model and formalism are presented.
The detailed numerical results and discussions are presented
in Sec. III. Finally, some concluding remarks are given in
Sec. IV.

II. GENERAL FORMULATION

The generalization of the classical Mattis spin glass
model58 with competing interactions has been studied by
various authors.11,24,59–62 The study of this generalized Mattis
model is very interesting not only in understanding the be-
havior of those relatively realistic spin glass models but also
in the context of the models of neural networks that is known
as the Hopfield spin glass.63

A. Model

The purpose of this paper is to study the quantum phase
transition of the generalized VH model with biaxial aniso-
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tropy and transverse field described by the following Hamil-
tonian

H = −
Jo

N
�
�i,j�

Si
zSj

z − �
�i,j�

JijSi
zSj

z − H�
i

Si
z − ��

i

Si
x

− �
i

�Dx�Si
x�2 + Dy�Si

y�2� , �5�

where �i , j� denotes a sum over all possible pairs of spins, Jo

represents a ferromagnetic interaction, H and � are the lon-
gitudinal and transverse magnetic fields, respectively, D
 is
the transverse crystal field �
=x ,y�, Si

� is the ��=x ,y ,z�
component of a spin operator at site i, and Jij is the spin glass
random coupling defined by

Jij =
J

N
��i j + � ji� , �6�

where �i’s and i’s are independent, identically distributed,
random variables with even distribution around zero and a
finite variance. We are interested in particular in the T=0
limit, where the effect of quantum fluctuations on phase dia-
gram is examined.

In the model �5�, the ferromagnetic bonds �Jo� favor a
parallel alignment of the spins whereas the antiferromagnetic
bonds �random exchange Jij� can favor an antiparallel align-
ment. The competition of ferromagnetic and antiferromag-
netic bonds induce frustration to a spin glass model. We
restrict ourselves to the case of two different distributions,
the discrete �or bimodal distribution� is given by

PB�xi� =
1

2
���xi − 1� + ��xi + 1�� , �7�

and the continuous �or Gaussian distribution� given by

PG�xi� =
1


2�
e−xi

2/2, �8�

where xi=�i or i.
In order to study theoretically the thermal properties of

the Hamiltonian �5�, we have to calculate the partition func-
tion

Z = Tr e−�H = �



�
�e−�H�
	 , �9�

for the orthogonal complete set of states �
	.

B. Calculations

Some obvious identities should be satisfied that are im-
portant to calculate the partition function Z, such as

�
�i,j�

Si
zSj

z =
1

2���i

Si
z2

− �
i

�Si
z�2� �10�

and

�
�i,j�

��i j + � ji�Si
zSj

z =
1

2���i

��i + i�Si
z�2

− ��
i

�iSi
z2

− ��
i

iSi
z2

− 2�
i

�ii�Si
z�2� . �11�

Using the identities �10� and �11�, the Hamiltonian �5� can
be rewritten as

H = −
Jo

2N��
i

Si
z2

−
J

2N��
i

��i + i�Si
z�2

+
J

2N��
i

�iSi
z2

+
J

2N��
i

iSi
z2

− �
i

Ai, �12�

with

Ai = �
�=x,y,z

�Hi
�Si

� + Di
��Si

z�2� , �13�

where Hi
x=�, Hi

y =0, Hi
z=H, Di

x=Dx, Di
y =Dy, and Di

z

= �J /2N���+2�ii� ��=Jo /J�.
Many methods for studying the quantum spin systems are

based on the Suzuki-Trotter formula.64 According to this for-
mula, we can decompose an exponential operator instead of
working with the original expression e−�H. By this decom-
position method, we can obtain more accurate approxima-
tions to the original operator. We consider the exponential
operator eA+B, where A and B are noncommutable operators.
In many cases, it is difficult to diagonalize the sum of the
operators, A+B. If it is practically possible to diagonalize
each A and B, then the simplest correction term in first order
is65

eA+B � eAeB. �14�

Now, using the approximate decomposition in first order
�14� we can express the partition function as

Z = Tr�e�Ko/2N���i
Si

z2

e�K/2N���i
��i + i�Si

z�2

e−�K/2N���i
�iSi

z2

�e−�K/2N���i
iSi

z2

�
i=1

N

e�Ai� , �15�

where Ko=�Jo and K=�J.
The quadratic terms in Eq. �15� can be rewritten by using

the Gaussian identity

e��2
=

1

2�

�
−	

	

dx e−x2/2+
2��x. �16�

Using this identity, Eq. �15� is rewritten as follows

Z =
N2

4�2�
−	

	

dx�
−	

	

dy�
−	

	

dz�
−	

	

dw

�e−�N/2��x2+y2+z2+w2�+N ln ��x,y,z,w�, �17�

with

��x,y,z,w� = Tr�eL1Sz+L2Sx+L3�Sx�2+L4�Sy�2+L5�Sz�2
� , �18�

where
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L1 = 
Kox + 
K��� + �y + i��z + w�� + L , �19�

L2 = �� , �20�

L3 = �Dx, �21�

L4 = �Dy , �22�

and

L5 =
K

2N
�� + 2�� , �23�

where i=
−1 is the pure complex number and �=Jo /J.
In the present model only a quenched system is consid-

ered where the free energy rather than the logarithm of the
partition function is to be averaged. Therefore, the free en-
ergy per spin is given by the following expression:

f � −
�F

N
= � ln Z

N
�

c
= �

−	

	

d�
−	

	

d� P��P���
ln Z

N
.

�24�

Using the steepest-descent method Eq. �17� can be written
in the thermodynamic limit �N→ 	 � as

f �� lim
N→	

� ln Z
N
��

c

= −
�x*2 + y*2 + z*2 + w*2�

2
+ �ln ��x*,y*,z*,w*�	c.

�25�

The saddle-point condition becomes

� � f

�x


*
= 0 → x* = 
Kom ,

� � f

�y


*
= 0 → y* = 
K�q1 + q2� ,

� � f

�z


*
= 0 → z* = i
Kq1,

� � f

�w


*
= 0 → w* = i
Kq2, �26�

where the asterisk represents the value at a saddle point, and

m =�� 1

N
�

i

Si
z��

c

, �27�

q1 =�� 1

N
�

i

�iSi
z��

c

, �28�

and

q2 =�� 1

N
�

i

iSi
z��

c

, �29�

where m is the average magnetization per spin and q1 and q2
are the average SG order parameters per spin, defined by van
Hemmen.11 At the saddle point P= �x* ,y* ,z* ,w*�, Eq. �25�
becomes

f�m,q1,q2� = −
�Kom2 + 2Kq1q2

�

2
+ �ln ��x*,y*,z*,w*�	c,

�30�

with

��x*,y*,z*,w*� = Tr eB � Tr�ehSz+��Sx+�Dx�Sx�2+�Dy�Sy�2
� ,

�31�

where h=Kom+K��q2+q1�+�H, and in the N→	 limit the
parameter L5 of Eq. �23� is zero.

For spin S=1, in S2 and Sz representation B can be written
in the form of 3�3 matrix as

B = �h + L+ a L−

a 2L+ a

L− a − h + L+ � , �32�

where L�=��Dx�Dy� /2 and a=�� /
2. This form of B can
readily be diagonalized and its eigenvalues found. Then the
three eigenvalues are

�1 = − a1/3 + 2
− Q cos
�

3
,

�2 = − a1/3 + 2
− Q cos�� + 2�

3
 ,

�3 = − a1/3 + 2
− Q cos�� + 4�

3
 , �33�

with

� = arccos�− R/
− Q3� , �34�

R = �9a1a2 − 27a3 − 2a1
3�/54, �35�

Q = �3a2 − a1
2�/9, �36�

a1 = − 4L+, �37�

a2 = 5�L+�2 − h2 − �L−�2 − 2a2, �38�

and

a3 = − 2�L+�3 + 2L+��L−�2 + h2� − 2a2�L− − L+� . �39�

Then Eq. �31� can be written as

��T,H,Dx,Dy,�� = Tr�eB� = �
r=1

3

e�r, �40�

where the eigenvalues ��1 ,�2 ,�3� are given in Eq. �33�.
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C. Free energy and equations of state

Substituting Eq. �40� in Eq. �30� we have the free energy
given by

f�m,q� = −
�Kom2 + 2Kq2�

2
+�ln�

r=1

3

e�r�
c

, �41�

whose minimum corresponds always to q1=q2=q, m where q
is given by the self-consistent equations

m = �
−	

	

d�
−	

	

d� P��P���� � ln �

�L


H=0
�42�

and

q =
1

2
�

−	

	

d�
−	

	

d��� + �P��P���� � ln �

�L


H=0
, �43�

where P�x� is the probability distribution given by Eq. �7�,
for the bimodal distribution case, or by Eq. �8�, for the
Gaussian distribution case. From the above equations it fol-
lows that for �=0 and Dx=Dy �longitudinal crystal field�
one recovers the results of de Almeida and Moreira.48

III. RESULTS AND DISCUSSION

All the results presented in this section are obtained from
the numerical solutions of Eqs. �41�–�43�. To study the phase
diagram, we define the dimensionless parameters: T
���J�−1, ��Jo /J, dx=Dx /J, dy =Dy /J, and �=� /J. We re-
strict the study for the case of �=0, where the interactions
are random in sign and the ordering is of SG type �m=0,q
�0�.

The second-order phase transition occurs with the break-
down of the SG order parameter q. So the phase transition
boundaries of the SG phase are determined from the zero
value of the coefficient of the second-order term in Eq. �41�
when the free energy is expanded in terms of q. The Landau
free energy expansion is given by

F�q� � a2q2 + a4q4 + a6q6 + . . . , �44�

where the coefficients an= �1 /n ! ���nf /�qn�q=0 are functions
of the parameters dx, dy, and �. The coordinates of the TCP
are determined by a2=a4=0 and a6�0 and the second-order
transition by a2=0 and a4�0. Some authors51,56 have used
the condition a2=0 and a4�0 erroneously to determine the
first-order line, but this condition corresponds to the unstable
solution of the system.

For Jo=0, ferromagnetic �F� phase is not expected. How-
ever, there is a transition temperature from the SG to the
paramagnetic �P� phase that is dependent on the parameters
�, Dx, and Dy. The phase transition between the SG �m
=0,q�0� and P�m=0,q=0� phases is determined by equal-
ing the free energies of the two phases, i.e., fP�0,0�
= fSG�0,q� and the SG order parameter q is given by Eq.
�43�. Simultaneously solving these expressions we obtain the
freezing temperature Tc as a function of �, Dx, and Dy. For
second-order �continuous� phase transition we find q=0,
while for the first-order phase transition q�0 and this finite

value corresponds to the discontinuity of the SG order pa-
rameter at T=Tc. When Jo�0, a F phase �m�0,q=0� exists
in addition to the SG and P phases. In the case of the bimo-
dal distribution given by Eq. �7�, we also have the mixed
phase �M� characterized by �m�0,q�0�.

First, let us examine the variation of the reduced transition
temperature with the transverse crystal field dx for dy =0 and
different values of ��=0,0.2,0.4,0.6�. The results are de-
picted in Fig. 1, where we use the bimodal distribution. The
choice of the bimodal and the Gaussian has been based on
including two very different kinds of distribution. Please
note that the differences between the bimodal �discrete� and
the Gaussian �continuous� distributions are qualitatively high
in all respects. Hence, when the Gaussian and the bimodal
give similar results, we believe that a trimodal �discrete� dis-
tribution, for example, should not change our results qualita-
tively. The solid lines represent the critical temperature,
dashed lines the first-order transition temperature, and the
black circles the TCP. For �=0 and negative values of dx, the
critical temperature increases from Tc=0 at �dx�1c=−2.0 with
the increase of dx, passes through a maximum at dx�−0.80,
and then decreases rapidly to a TCP for positive values of dx.
Above TCP and for large values of dx we have a first-order
phase transition line that decreases and Tc vanishes again at a
positive �dx�2c=2.0 value. In the present work, the SG tran-
sition temperature goes to zero at the two values of the sym-
metric transversal crystal field �dx�1c=−2.0 �quantum critical
point� and �dx�2c=2.0 �quantum first-order point�. The stabil-
ity limit of the SG phase presented in Fig. 1 for �=0 and
dy =0 is different than that found on a lattice with finite co-
ordination number �z� 	 � by using EFT in the pure Ising
model,53 where only second-order phase transition was
found. The inversion point in the T−dx plane in Fig. 1 can be
understood considering the behavior of the free energy with
the three parameters � ,dx, and T. We see that when dx�0 the
tendency of the minimum of the free energy is to become
more and more negative as we increase dx ,T, or the magnetic
field. But when we are in the negative values of dx we ob-
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FIG. 1. Phase diagram in the T−dx plane for the VH biaxial

model with dy =0 and different values of transverse field
��=0,0.2,0.4,0.6� in decreasing order. The continuous �dashed�
lines correspond to the second �first�-order phase transition line.
The TCP is made by a black circle. The inset shows the region of
the reentrant behavior at low temperature for �=0.4.
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serve that the free energy behaves differently with three pa-
rameters. While the minimum of the free energy decreases
with the increase of T and field, it increases with the decrease
in dx. Thus the inversion occurs. Moreover, we observe that
the Hamiltonian is not symmetric with the change from dx
→−dx. When the temperature is high we see that still the
temperature alone dominates but after dx�−1.5, dx domi-
nates and the inversion occurs.

In order to illustrate the first-order transition behavior in
the phase diagram in Fig. 1, we present in Fig. 2 the thermo-
dynamical behavior of the free energy f�q� as a function of
the order parameter q. We chose the point kBTc /J=0.05 and
dx=1.94 from Fig. 1 for this analysis. Three minimum points
are observed �q=0,q= �0.20�, where �q=0.20 corresponds
to the discontinuity of the SG order parameter q in this point
of first-order phase transition.

Increasing the transverse field �, the phase diagram �Fig.
1� has the same topology as that for �=0, but the TCP dis-
appears when � is larger than a critical value, �c=0.501. The
same qualitative results are obtained by using Gaussian dis-
tribution; therefore, we will omit the results here. Reentrant
phase transition can be seen explicitly for �=0.40 at low
temperatures. The inset in Fig. 1 shows this reentrant behav-
ior. The origin of this reentrance is not so clear, but may be
attributed to the competitive quantum effects due to the
transverse crystal field and transverse magnetic field �i.e.,
parameters � and dx�, where the two effects do not affect in
the same manner. The transition in which the transverse crys-
tal field dominates has the tendency to be first order, while
the transverse field tends to make it second order. So, when
the temperature is lowered from above, the transition is more
characteristic of the transverse field. If the temperature is
lowered further, the crystal field contributes mainly and the
reentrance to the disorder phase may take place. For the pa-
rameter dy in the range 0�dy �2, we have the same quali-
tative phase diagram in the T−dx plane with presence of
first-order and second-order phase transitions, reentrance and
TCP that are dependents of the value of �. The maximum
value of Tc decreases as dy and � increases.

In Fig. 3 we present the phase diagram for �=0 and dif-
ferent values of dy�=0,0.1,0.5,1.0��0. On the other hand,

for dy �0 the TCP is absent in all critical lines. The critical
temperature goes to zero, for two antisymmetric values: dx1
and dx2. Our results are qualitatively similar to that obtained
by EFT �Ref. 53� calculations on a simple cubic lattice �z
=6�, except for dy =0 �and �=0� where we observe a TCP.
An extension of the calculations of Xu and Yan53 using EFT,
to investigate the tricritical behavior as a function of the
coordination number �z� has been discussed by de Sousa.66

For z�7 a TCP appears in the phase diagram for Dy =0,
where the tricritical temperature �tricritical transverse
crystal-field parameter� increases �decreases� as z increases.
Moreover, when z→	 the results tend to MFA values
�kBT /zJ�TCP=0.2845 and �Dx /zJ�TCP=0.9471.

We can also show the phase diagram in the T−dy plane,
but the results are entirely the same as those of Figs. 1–3
because the x axis and the y axis are the two equivalent axes
relative to the z axis. Therefore, the effects of the two trans-
verse crystal-field parameters are all equivalent.

We study the ground-state behavior of the present model
by taking into account the zero temperature limit �T=0�. To
illustrate, we choose �=0 and obtain the phase diagram in
the dx−dy plane in Fig. 4. From the figure we observe that
when dx�0 and dx�0 we have a second-order �continuous
line� and first-order �dashed line� quantum phase transition,
respectively. The values of dx corresponding to dy =0 are
symmetric �dx=−2.0 and 2.0�. Moreover, in this region we
have a SG phase.

In order to investigate the influence of the transverse field,
we choose dy =0 to obtain the phase diagram in the dx−�
plane at T=0. In Fig. 5, we plot the above phase diagram for
dx�−2.0 where the SG phase exists between two quantum
critical points, �1c and �2c, corresponding to a reentrant be-
havior of the order parameter q as a function of the trans-
verse field �. For −2.0�dx� �dx�TCP we have only one quan-
tum critical point, where ��dx�TCP=0.498, �TCP=0.501�
corresponds to the coordinates of the TCP. Although there
exists no TCP in the negative direction of dx, we observe that
in the positive direction of dx the TCP exists for dy �0. The
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FIG. 2. Behavior of free energy as a function of the SG param-

eter q for the VH biaxial model with kBT /J=0.05, �=0, and dx

=1.94.
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FIG. 3. Phase diagram in the T−dx plane for the VH biaxial

model with �=0 and different values of transverse crystal-field
dy�=0,0.1,0.5,1� in decreasing order. The continuous �dashed�
lines correspond to the second �first�-order phase transition line.
The TCP is made by a black circle.

FIRST-ORDER QUANTUM PHASE TRANSITION IN AN… PHYSICAL REVIEW B 77, 024424 �2008�

024424-7



TCP is suppressed as dy decreases. The second-order transi-
tion lines do not touch the dx axis for all dy �0.

IV. CONCLUSIONS

In summary, we have studied the phase diagram of the
quantum VH model in the presence of a biaxial crystal-field
anisotropy and a transverse field. The general formulation for
the free energy and order parameter of the model are derived.
Unlike the pure model for a simple cubic lattice, we observe
the disappearance of TCP for dy =0 and ��0.501. In the
former case EFT predicts a tricritical behavior for �=0. Re-
sults obtained by de Sousa66 using EFT have indicated the

presence of a TCP when the coordination number is z�7. In
the absence of transverse field ��=0� and dy �0 only second-
order phase transition has been predicted, while for dy �0 a
TCP is observed. For the same values of the parameters of
the model a reentrant behavior is observed. In particular, for
�=0.4 and dy =0 two transition temperature are found in the
range 0.61�dx�0.64. Finally, it is evident that the present
quantum model is not yet sufficiently close to real spin-glass
systems.
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