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A systematic approach on collective diffusion in an interacting lattice gas adsorbed on a non-homogeneous
substrate is formulated. It is based on a variational Ritz procedure of determining a diffusive eigenvalue of a
transition rate matrix describing microscopic kinetics of particle migration processes in the system. Form of a
trial eigenvector and a choice of variational parameters are discussed and justified on physical grounds.
Reed-Ehrlich factorization of the collective diffusion coefficient into the thermodynamic and kinetic factors is
explicitly shown to emerge naturally from the variational approach, and closed expressions for both factors are
derived. Validity of the approach is tested by applying it to the simplest case of diffusion of noninteracting
adparticles across steps on a stepped substrate (modeled by a Schwoebel barrier). The coverage dependence of
collective diffusion coefficient, obtained in an algebraic form, agrees very well with the results of Monte Carlo
simulations. It is demonstrated that the results obtained provide a substantial improvement over the mean-field
theory results for the same system. Generalizations necessary to include interparticle interactions are listed and

discussed.
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I. INTRODUCTION

The collective or chemical diffusion of adsorbed species
involves jumps of interacting particles from one binding site
to another. From a perspective of a theorist, it is a compli-
cated many-body problem of diffusion in low-dimensional
systems to which a variety of approaches were applied rang-
ing from analytic ones based on master, Fokker-Planck, and
Kramers equations to numerical Monte Carlo or molecular
dynamics simulations. An important background is provided
by the works of Reed and Ehrlich,! an early summary by
Gomer,” and recent reviews by Danani et al.? and Ala-Nissila
et al.* Relevant analytic results for some generic simple
models are collected by Haus and Kehr,” and interrelations
between different statistical descriptions of these processes
have been reviewed by Allnatt and Lidiard.

Our interest is the coverage dependence of the collective
diffusion coefficient in a kinetic lattice gas model. We men-
tion here a number of theoretical works devoted to it due to
their relevance to this work and to our earlier efforts.”!! One
of the earliest seems a linear response theory approach by
Zwerger,'? which allowed him to derive analytic expressions
for the coverage dependent collective diffusion coefficient
D(6) for a one-dimensional (1D) lattice gas with nearest-
neighbor (NN) and next-nearest-neighbor (NNN) interac-
tions. Kreuzer and Zhang, using a version of the kinetic lat-
tice gas model which they developed earlier to study thermal
desorption kinetics,'>!* investigated D(6,T) (with T being
temperature) in a 1D lattice gas with NN interactions and
different models of microscopic kinetics.!> Starting form the
master equation describing kinetics of microscopic states of
the system, the equation for the time evolution of the local
density was derived in terms of correlation functions which

1098-0121/2007/76(24)/245401(17)

245401-1

PACS number(s): 66.30.Pa, 02.50.Ga, 66.10.Cb, 68.43.Jk

were then approximately evaluated by applying a gradient
expansion. Somewhat earlier, an exact analysis of the short
time transients and diffusion on finite 1D chains of adsorp-
tion sites with NN interactions between particles was
reported.'® This time, the analysis was based on the micro-
scopic master equation directly by investigating the eigenval-
ues of the associated rate matrix. Crucial for this approach
was distributing all possible microstates among equivalence
classes of microstates with identical, modulo periodic bound-
ary conditions, relative positions of particles (i.e., all mi-
crostates within the class have an identical geometrical pat-
tern of occupied sites). The same idea is at the basis of the
approach described in this paper, as well as in all our earlier
work”""17 on diffusion in the interacting lattice gas.!®

Our goal is to develop a systematic approach on collective
diffusion of interacting particles on a one-dimensional peri-
odic lattice of adsorption sites with varying binding energies
(potential well depths) and varying barrier heights between
the sites, i.e., on a non-homogeneous but periodic substrate.
The approach is based on the application of Ritz variational
principle to evaluate approximately the smallest (in the ab-
solute value sense) eigenvalue of a rate matrix describing
kinetics of microscopic states of the interacting lattice gas
system. The method evolved from the approach formulated
first in Ref. 7, refined later in Refs. 8—11, and applied
recently!” to account for low-temperature ultrafast mobility
in Pb/Si(111) due to long-range interparticle interactions.

To summarize that in what follows, we note that as in any
variational approach, a crucial initial step is a proposition of
a trial vector approximating best the true diffusive eigenvec-
tor of the rate matrix corresponding to its diffusive eigen-
value —\p, from which the collective diffusion coefficient can
be directly extracted in the long wavelength (k—0) limit:
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D =lim Ai(zk). (1)

k—0

The diffusive eigenvalue, vanishing in the long wavelength
limit [as seen from Eq. (1)], is the one with the smallest
absolute value among all eigenvalues of the rate matrix (all
eigenvalues of the rate matrix are negative). This property
makes the problem of its calculation suitable for the varia-
tional approach. The major difference between the standard
variational approach from quantum mechanics textbooks and
that used for the rate matrix is that the latter is not a Hermit-
ian matrix which requires a careful reexamination of the Ritz
principle. The other difference is technical: we usually do not
possess intuitions serving as a guide in selecting a candidate
for the trial eigenvector (in contrast to the ground state wave
functions for which our intuitions are better developed). Its
selection, ideally guided by physical intuition, is aided by the
structure of the eigenvector for exactly solvable cases. Such
selection must result in the trial eigenvalue which vanishes in
the long wavelength limit. Ideally, the candidate eigenvector
should depend on several free parameters which can be ad-
justed to minimize the absolute value of the calculated eigen-
value. In all applications so far,”"!! no variational parameters
were introduced, severely restricting a class of problems to
which the variational method could be applied. This defi-
ciency will be removed in this work.

The remainder of the paper is organized as follows. In
Sec. II, the system of interest is defined and the theory de-
veloped in Refs. 7, 8, and 11 is summarized and generalized
for the case of a non-homogeneous substrate. In particular,
the microscopic rate matrix is defined toward the end of Sec.
IT A and its exact properties are summarized in Sec. II B. In
Sec. II C, the trial diffusive eigenvector and variational pa-
rameters are proposed and the choice of its form is rational-
ized. Diffusion coefficient is shown in Sec. II D to be a prod-
uct of two factors, which are shown to be exactly the factors
in the Reed-Ehrlich factorization.'* The results of this sec-
tion provide a general framework which can be used for a
variety of applications for systems with different types of
substrate non-homogeneity, different interparticle interac-
tions, and different microscopic kinetics. The expressions
provided can be used directly for systems with NN interac-
tions and phase correlations, but generalizations for NNN
interactions and phase correlations and beyond are straight-
forward. In Sec. III, the method is applied for the simplest
possible nontrivial case of diffusion of noninteracting par-
ticles across steps along stepped substrate, the latter being
modeled by a Schwoebel barrier.?’?! The absence of interac-
tions allows for the entire calculation to be done analytically
for arbitrary step lengths and the result for D(6) is algebraic.
The model system is specified here by two parameters, one
fully specifying the equilibrium properties [r, cf. Eq. (38b)]
and the other specifying the microscopic migration kinetics
[v, cf. Eq. (38a)]. Types of D(6) dependence are presented
and discussed in Sec. IV, where a comparison with Monte
Carlo simulation results of diffusion for selected systems and
a comparison with an earlier investigation of diffusion on a
stepped surface by Merikoski and Ying?>?} are also pro-
vided. Section V is devoted to a preliminary discussion of
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generalizations necessary to include interparticle interac-
tions. This work is in progress and will be reported on in the
near future. The paper is briefly summarized in Sec. VL.

II. THEORY
A. Model and definitions

We envisage a system of N particles distributed over a
substrate being a periodic lattice consisting of L identical
elementary cells labeled j=0,1,2,...,L—1. Each elemen-
tary cell consists of n+1 lattice sites S, labeled ¢
=0,1,2,...,n, separated by a distance a. The length of the
unit cell—the translational period of the lattice—is A
=(n+1)a and the length of the substrate is AL. We have
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jt}:rcell (2)

Each site can bind an adsorbed particle with different energy,
and the barrier heights between adjacent potential wells may
be different for each pair of neighboring sites. Obviously,
binding energy at a site S, within jth unit cell and the sur-
rounding potential barrier heights depend on € (i.e., the po-
sition within the elementary cell) but not on j (the position of
the cell itself). Applying results of this work, however, we
will let, at most, the barrier height between S, and S and the
well depth of S, be different from all the remaining ones.
This is known as a Schwoebel barrier used to model migra-
tion on stepped surfaces.??! With the origin of the coordi-
nate system at the (j=0, £=0) site, the absolute position of a
general (j,€) (i.e., Sy site within the jth elementary cell) is
JjA+<€a. The index €=0,1,2,...,n labels the sites within a
unit cell; so, if an integer needs to be added to (subtracted
from) it and results in an integer larger than n (smaller than
0), then n+ 1 must be subtracted from (added to) the result to
get the actual index €' of the site within a neighboring el-
ementary cell. We refer to a as a fractional lattice constant to
distinguish it from the proper lattice constant A=(n+1)a.
Periodic boundary condition is imposed allowing us to con-
sider all (n+1)L sites (L elementary cells) to be arranged
along a circumference of a circle of length LA. Two possible
directions along the line are referred to either as clockwise
(from left to right) or counterclockwise (from right to left).
In the wave number (k) domain, the periodic boundary im-
plies that the condition

eik.AL =1 (3)

must be used in the calculations before the long wavelength
limit kA <1 is applied.

We treat diffusion within an adsorbate using a kinetic lat-
tice gas model. Basic assumptions are standard: kinetics of
the microstates of the lattice gas is due to stochastic hopping
of particles to neighboring sites, only one particle in the gas
hops at any given instant, an average residence time of par-
ticles at the adsorption sites is much longer than the transit
time between the sites, and the transition rates of these hops
depend on the potential energy landscape experienced by the
hopping particle and its modifications due to instantaneous

245401-2



RITZ VARIATIONAL PRINCIPLE FOR COLLECTIVE...

particle-particle interactions. This allows us to start from the
set of the Markovian master rate equations for the probabili-
ties P({c},r) that a microscopic microstate {c} of a lattice gas
occurs at time ¢,

%P({c},t) = 2 [Wch{e'DP(c' )0 - Wde LD P(chn)].
{e)

4)

{c} is understood as a set of variables specifying which par-
ticular sites in the lattice are occupied and which are not. No
adsorption site can be doubly occupied. W({c},{c'}) is a tran-
sition probability per unit time (transition rate) that the mi-
crostate {c'} changes into {c} due to a jump of a particle from
an occupied site to an unoccupied neighboring site. A pair of
microstates {c} and {¢’} between which such transition may
occur will be referred to as a linked pair of microstates [i.e.,
W({c},{c'}) #0 only when ({c},{c’}) is a linked pair of mi-
crostates]. In practice, the rate W({c},{c’}) does not depend
on all variables needed to specify such a pair. In the absence
of interparticle interactions, the rate depends only on the lo-
cal potential energy landscape experienced by the hopping
particle; for example, for thermally activated jumps, it de-
pends on the difference between the potential energy of the
particle at the top of the potential energy barrier between the
sites involved and that at the initial site. It does not depend
on that in which elementary cell jump occurs. Therefore, if
the {¢'} —{c} transition involves a particle jump from site S,

to S¢,;, then W({c},{c'}) has a value denoted Wﬁ +1» Where
the circle above W refers to the noninteracting case. For
short-range interactions between particles, the rate
W({c},{c'}) depends not only on the local potential energy
landscape but also on the occupation state of the neighboring
sites because, in the above example, interactions modify the
binding energy at the initial site as well as the potential en-
ergy at the top of the barrier. Still, W({c},{c’}) depends only
on a relatively few variables needed to specify the linked pair
of microstates and the rate will be denoted W', ,(-++), where
the ellipses stand for all necessary occupation numbers of
neighboring sites whose occupation influences the rate. In
fact, apart from zero, W({c},{c'}) can only assume four dif-
ferent values in case of n=0 (one site per unit cell) when
only the nearest-neighbor interactions are important.” For a
non-homogeneous substrate (i.e., with several nonequivalent
sites and/or barriers per unit cell), the number of possible
rates is correspondingly larger.

Following Ref. 7, we identify a microstate {c} by select-
ing one particle as a reference particle and specify positions
of all remaining N—1 particles with respect to it. If the po-
sition of the reference particle is X+af,, where X=A4j, is a
position of the elementary cell in which it resides, then a
microstate {c} may be identified by the following set of N
+1 numbers:

Sy ] = [Xi{m}], )

where my is an integer indicating how far, in units of the
fractional lattice constant a, is the sth particle (s=1,2,...,
N-1) from the reference particle (sometimes, it is conve-

c= [X;eo:ml,mz, ..
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nient to allow s=0 with m;=0 to label the reference particle
itself and its position). The set of N integers, {m}
=[€y:m,my, ... ,my_;], is referred to as a configuration—it
accounts for the relative arrangement of particles in a given
microstate {c}. Note the different meanings attached to terms
microstate and configuration in this convention. In order to
avoid the influence of the boundaries, we let j,
=0,+1,+2,...,+% and impose the already mentioned peri-
odic boundary condition allowing elementary cells separated
by AL Xinteger to represent the same cell. If the reference
particle is selected as the leftmost one in the system, then the
integers s=1,2,...,N—1 label the remaining ones in order in
which they are encountered going from the reference particle
in the clockwise (right) direction. Consequently, all m,’s are
positive integers satisfying the ordering condition

Ilsm< - <m<- - <my,<@m+1)L-1, (6)

which assures that the shortest and longest distances between
any two particles are a and [(n+1)L—1]Ja=LA-a, respec-
tively. For the sth particle to the right of the reference one,
residing at site Se, within jth elementary cell, we have m
=(n+1)(j;—jo)+(€,—4€y). Note that for a specified linked
pair of configurations, ({m},{m'}), the site type S, where the
hopping particle initially resides, as well as the occupation
state of each site around it, is uniquely specified. Conse-
quently, the jump rate (in either direction) in this configura-
tion is uniquely specified by specifying the linked pair
({m},{m'}): the transition rate W({c},{c'}) depends only on
({m},{m'}), but it does not depend on the actual position of
the elementary cells, X and X', of the reference particle after
and before the transition (X and X’ must not be the same
when the reference particle itself performs the jump). There-
fore, W({c}.{c"}) = Wy, ynr}» Which allows us to take advan-
tage of the lattice periodicity to take a lattice Fourier trans-
form,

+o0

Pinki)= 2 Py (Xot) = 3 " 40P yy(Ajont), ()

Jo=—%

of both sides of the rate equations [Eq. (4)]. Py,,(X,1)
stands here for P({c}=[X;{m}],7). It is convenient to treat
Pyy(k,t) as an {m}th component of a one-column array
P(k,t) with a macroscopic number of components—each
component corresponds to an admissible microscopic con-
figuration of the system. The Fourier-transformed rate equa-
tions can be written in a compact form,

d
EP(k, 1) =M(k) - P(k,1), (8)

where “-” denotes multiplication following usual “rows times
columns” multiplication rules. Some elements of a square
rate matrix contain a k-dependent phase factor exp(xik.A)
[cf. Egs. (9) and (10) to follow], because a jump of a refer-
ence atom may convert a configuration tied to a lattice cell X
into the one tied to X & A [for more details, cf. Eq. (11) with
the discussion following it in Ref. 8 and Appendix A of
Ref. 7].
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Eigenvalues of the rate matrix account for the temporal
decay of a kth Fourier component of a density fluctuation
from equilibrium. The one vanishing like k> in the long
wavelength limit, —\p(k), is referred to as diffusive eigen-
value and yields the collective diffusion coefficient as al-
ready implied in Eq. (1). The corresponding eigenvector of
M(k) is referred to as the diffusive eigenvector.

B. Rate matrix: Exact properties

The rate matrix has several mathematical properties es-
sential for the development of the method. They have been
derived in Appendix A of Ref. 7, and in what follows, we list
the most important ones.

The matrix elements of M(k) can be expressed in terms of
the original rates Wy, 11},

M{m},{m’}(k) = W{m},{m’}(k) - 5{;71},{;71’}2 W{m”},{m}’ (9)
{m"}

where Jy,, 1) 18 @ Kronecker delta equal to 1 only when all
indices in {m} are equal to the corresponding ones in {m’}
and

Wiy m 1K) = iy 6y (R) W 13- (10)

Note that for {m}={m'}, only the second term in Eq. (9)
contributes because, evidently, Wy, ,y=0. The k-depen-
dent factor F is usually equal to 1 except for {m'}— {m}
transitions involving a jump of the reference atom across a
boundary between neighboring elementary cells. Then,
Fiy imy(k) =exp(Fik.A) (the sign depends on the direction of
the jump). The important point is that Fy,,; (,,1(0)=1 and that
its absolute value for any k is equal to 1.

The rates W satisfy the detailed balance condition which
is inherited by the rate matrix M(k) as follows:

cq _ *

Here, Pj, is the equilibrium probability of configuration
{m}. Consequently, M(k) is not a Hermitian matrix but there
exists a real, diagonal, k-independent transformation matrix
with diagonal matrix elements 1/\@ which transforms it
into a Hermitian matrix. Consequently, the eigenvalues of
M(k) are real, and, using the detailed balance condition, one
can show that all of them are negative reflecting the fact that
all deviations from equilibrium decay with time. Non-
Hermicity of M(k) implies that its left eigenvector, say, €(k),
is not the Hermitian conjugate of the corresponding right
eigenvector e(k) (left eigenvectors, with a tilde above the
symbol, are one-row rather than one-column arrays). De-
tailed balance condition, however, implies that the corre-
sponding components of the left and right eigenvectors are
related to each other through the equilibrium probabilities:

em(k) = P?i}’éfm}(k), (12)

where “#” denotes complex conjugation.
It follows from Eq. (9) that
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> My an(0) =0, (13)

{m}
which is an expression of the particle conservation. Namely,
written as €”(0)-M(0)=0, it implies that there exists an ei-
genvalue —\p(k), exactly the one referred to as the diffusive
eigenvalue, which tends to zero in the long wavelength (k
—0) limit and that all components of the corresponding dif-
fusive left eigenvector €”(k) become equal to each other in
the same limit, say, Eﬁn}(0)=l for all {m}’s. Components of
the diffusive right eigenvector are then, according to Eq.
(12), e}, (0)=P}}, in this limit, i.c.,

M(0) - P<4=0. (14)

Proof of the variational Ritz principle usually formulated
for Hermitian operators (matrices) can be generalized to a
non-Hermitian matrix —M(k) satisfying the detailed balance

condition (11). Namely, for any trial left eigenvector ¢ (pos-

sibly k dependent) and its right eigenvector counterpart ¢
with components

~%
¢{m} = P?;i}(b{m}v (15)
the following inequality holds:
v @ [-MW)]-
A== =N\plh), (16)
¢ &

provided Pfl‘}l}’s are true equilibrium probabilities determined

by Eq. (14). Here, Ap(k) is the smallest eigenvalue of —M(k),
which, for small enough %, is just the diffusive eigenvalue.
Therefore, although there is a freedom in selecting the trial
left eigenvectors, the calculated N};" approximates the true
diffusive eigenvalue from above only when true equilibrium

probabilities Pfgl} are employed in the calculation; our confi-

dence in the accuracy of the calculated dynamic quantity (the

collective diffusion coefficient) hinges on our ability to cal-

culate the static properties of the system exactly. Inequality

(16) allows one to select parameter dependent trial left eigen-

vectors and then minimize the result with respect to these

parameters to get the best possible approximation for A (k).
We see from Eq. (16) that \j;" is a ratio,

ST M) (17)
PN
of the “expectation value” numerator,
norep
~% ~%
ME)= 2 P Wi )| g iy (6) @y, (K) = By (O,
{m}{m'"}
(18)
to the “normalization” denominator,
NUk) = 2 Pyl iy (k). (19)
{m}

Equations (9), (10), and (15) have been used to get the final
expression for the numerator in Eq. (18). The detailed bal-
ance condition (11) allowed us to account in each term the
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sum corresponding to a linked pair of configurations
({m},{m’'}) for transitions from {m’'} to {m} and back. Each
such pair should appear in the sum only once [as indicated
by the comment “no rep” above the sum in Eq. (18)] in order
to avoid double counting.

Note that both M(k) and AN(k) are thermal equilibrium
averages of certain microscopic quantities. Although the sys-
tem considered has fixed size (L) and contains fixed number
of particles (N), the averages can be evaluated using any
convenient statistical ensemble.

C. Trial eigenvector

Selecting the trial left eigenvector of the rate matrix, we
are guided by the results for the case for which the eigenvec-
tor can be found exactly: a system of noninteracting particles
(except for hard core repulsion preventing from more than
one to be adsorbed at any adsorption site) moving on a ho-
mogeneous substrate, i.e., a periodic lattice of identical ad-
sorption sites separated by identical potential energy barriers.
In the language of the present model, we have n=0 (one site

per elementary cell), A=a, and only one jump rate (say, W).
The diffusive eigenvalue does not depend on coverage;?*
have )iD(k)=4Vi/ sin?(ka/2) yielding the collective diffusion
coefficient D=Wa?. The rate matrix M(k) is Hermitian in this
case, and all microscopic configurations are equally probable
(all Pp’s can be set to, say, 1). Components of the left
diffusive eigenvector €°(k) are’

N-1
2D _ D _ ikam
Co o, () = D) =1+ 21 eikam,

ik ik ik
=1 + etkamy 4 pikamy 4 L o 4 i amN_l,

(20)

and the components of the corresponding right eigenvector
are obtained by complex conjugation. Note that for n=0, the
label € is superfluous in the specification of configuration
{m} [cf. Eq. (5)]. Several comments are noteworthy. (i) The
eigenvector is just a sum of phase factors associated with
occupied sites. (ii) A site occupied in configuration {m} by
sth particle has a phase kam; relative to the phase of the site
occupied by the reference particle. (iii) All components of
the diffusive left eigenvector become equal to each other in
the long wavelength limit. This follows from the particle
number conservation as explained in the paragraph contain-
ing Egs. (13) and (14).

These three properties provide a guide in selecting trial
left eigenvectors for all cases considered. For a non-
homogeneous substrate with arbitrary n, interacting or not,
we propose that the trial left eigenvector has {m}th compo-
nent equal, like in Eq. (20), to a sum of phase factors asso-
ciated with all occupied sites in configuration {m}:

N-1
(z{m}(k) = tkaldg+ag) 4 E eikalmg+dp +A¢ ) (21)

s=1

Note that a is now the fractional lattice constant in contrast
to that in Eq. (20). The phase contributed by the sth particle
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is now determined not only by its distance am, from the
reference particle. It receives two additional distinct contri-
butions 543_ and Ags which play a role of the variational pa-
rameters allowing us to minimize A};'(k). Both depend on
position a{ within an elementary cell of site Se at which the
sth particle resides. The first one, 5( , called the geometrical
phase, does not depend on the presence of other particles in
the system. Without sacrificing generality of the approach,
one can select §,=0, meaning that geometrical phases are
counted with respect to that of the S, site. The other phase,
A(S, called the correlational phase, is introduced to account
for correlations between the sth particle and all the remaining
ones and, in principle, it depends on the state of occupation
of all sites in the system. Such general dependence is intrac-
table, so we assume that it is sensitive to the occupation of
sites nearest to SeT only:

A% if site Sy _; is occupied
N s

Af if site Sy . is occupied
Aﬁ- =\ .. s % : (22)
Ags + Agx if both are occupied

0 otherwise.

Effectively, we admit short-range correlations only for corre-
lational phases. It follows then that A€ :—AR when the
short-range energy landscape is symmetrlc with respect to
site Se s i.e., when barriers on its both sides as well as the
binding energy of both sites behind them are identical. Sum-
marizing, a phase associated with each particle in the system
depends on (i) the distance of the particles from the reference
particle, (ii) an address within the elementary cell of the site
which it occupies, and (iii) state of occupation of the sites
adjacent to it.

We note in passing that in a more sophisticated version of
the theory, one might not assume the additivity of the corre-
lational phases embodied in the third line of Eq. (22) This
would result in an extra variational parameters, say, A€ , ot

necessarily equal to AL +AR This possibility was not ex-
plored in this work.

D. Diffusion coefficient

We are now ready to simplify expressions for the numera-
tor M(k) [Eq. (18)] and the denominator N(k) [Eq. (19)] of
the trial diffusive eigenvalue. We will show that the calcula-
tion of the numerator can be reduced to the calculation of
four-site correlation functions, while for the denominator,
two-site correlation functions are needed. In fact, we demon-
strate in Appendix A that the dependence of the diffusion
denominator N(k) on variational parameters 5€S and AQ_ can
be ignored in the long wavelength limit and that

Nk) {(o’?(,u/kBT)

-1
— kyTOkp, (23
e N Y )L,T] sTr.  (232)

or, equivalently,
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NO) = ((AN)?) = (V) —(N)*.

Here, p and k7 are, respectively, the chemical potential and
the isothermal compressibility. The diffusion denominator re-
duces to the square of the particle number fluctuation in the
system (at least for the selected form of the trial left eigen-
vector of the rate matrix in this work). Consequently, in a

(23b)

standard factorization of the collective diffusion
coefficient, %19
N u/kgT
D(@)=DM)(M> , (24)
dln 6 /;

we recognize in N/ N(k=0) the static or thermodynamic fac-
tor, while the rate diffusion coefficient D;(6) (known as the
kinetic factor) is then directly related to the numerator M (k):

D,(6) =N lim M (k)/k?, (25)
k—0

which has to be minimized with respect to the variational
parameters.

We note in passing that it is not the main goal of this
paper to provide another proof of the factorization embodied
in Eq. (24). This was done several times in the past, starting
from phenomenological considerations provided by Reed
and Ehrlich! through their kinetic derivation? followed by
Zhdanov’s strict derivation'®-?® based on mezoscopic consid-
erations. It is, however, quite amusing that two mathemati-
cally abstract factors emerging from a variational approach
to the eigenproblem of the rate matrix describing kinetics of
microstates of the lattice gas, i.e., the norm of the trial eigen-
vector M(k) and the matrix expectation value M(k), are di-
rectly related to the collective diffusion coefficient thermo-
dynamic and kinetic factors, respectively. This was not
anticipated and, only recently,!! clearly spelled out for a spe-
cial case of diffusion in a lattice gas with long-range inter-
particle interactions.

1. Diffusion numerator M (k)

The starting point is Eq. (18). The restriction that no
linked pair of configurations ({m},{m’}) may appear more
than once in the sum is easily met if we allow, in the sum-
mation, only terms in which Wy, 1, is a rate of jump in the
clockwise direction (i.e., jumps to the right). We consider
one term or the sum of terms in which the particle executing
the jump is not the reference particle—its initial position is,
say, S¢. This means Fy,,; ,,1y(k)=1, and we consider the fac-

tor |y, —pyml>. According to Eq. (21), almost all terms

added together in JS{,,,,} are identical to those in (Z{m} except
for (i) the contribution due to the particle hopping from S, to
S¢+1,> (i) the contribution due to a particle residing at S,_j,
and (iii) the contribution due to a particle residing at Sy,,. Of
course, a&{m,} and ${,,,} contain the latter two only if there is a
particle at S,_; and/or S;,,. Consequently, all phase contri-
butions cancel out in the difference, leaving only the differ-
ence of at least one and at most three phase factors. Let us
denote by n,=0 or 1 the occupation number of site S, and by
W', (ng_1,nesn) the jump rate from site S; to Sy, which
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depends on the potential well depth at S, the height of the
barrier to its right, and, on account of interactions, on the
occupation of sites S,_; and S,,.

To provide an example, we consider the transition

Sy (26)

where the dots represent sites which are either occupied or
empty and whose phase contributions to (75{,,,,} and (E{m} are
the same. The hopping sth particle in configuration {m'} re-
sides at a site S, within unspecified elementary cell, and site
S¢_q 1s occupied and Sg,; and Sy, are not. Only phases as-
sociated with these two particles change as the result of the
jump. The jump rate is W, (1,0), and in |y, — ¢y,n/>, only
phase factors associated with sites S,_;, S¢, and S, are dif-
ferent in q~b{m,} than they are in J){m}. Consequently, c?J{mr}

...... .(f’—l) .(f)ﬁo(€+l)

— y|* reads

| pikalm=148_1+A¢_)) | pikalmgrpeAp) _ pika(m=1+8¢_)

_ eika(’7’s+l+5€+l)|2 _ (ka)2(1 _ 5{7_'_ 5€+1 _ A§_1 _ Aﬁ)Z,
(27

where the arrow denotes the long wavelength limit. Note that
the distance of the hopping particle from the reference atom
(am,) drops out of this result already before the limit is
taken. The result holds also when the reference particle itself
executes the jump.”® This means that there is a macroscopic
number of contributions to Eq. (18) with identical combina-
tion of geometrical and correlational phases—the one like in
Eq. (27). The geometrical phase 8,_; associated with the par-
ticle immediately to the left of the hopping one drops out in
the long wavelength limit. In Ref. 7, the four sites explicitly
shown in Eq. (26) have been termed the active cell. Here,
with several nonequivalent sites in an elementary cell, one
must consider active cells centered on each of them [in the
same sense as the active cell shown in Eq. (26) is centered on
site S¢]. Four possible occupation patterns of the cell result in
modifications of a bare jump rate. Of course, interactions and
phase correlations going beyond the nearest sites require
larger active cells and accordingly increased number of their
occupation patterns.

Having all this in mind, we can now write the general
expression for M (k). We have

M(k) = L(ka)> >, W, (28)
=0

where
We= Wi (0,0)Chnih) (1 = 8¢+ 8p,1)” + Wiy (1,0)
X {(nnhh)o(1 = 8; + 8,y = Afy = AD” + Wi,y (0,1)
X (hnhn) (1= 8, + Sppy + ALy, + AL, + Wey (1,1)
X(nnhn)(1 = 8+ 8ppy = Ay = A + AT, + AT,,) .
(29)

Here, (---), denotes four-site correlation function evaluated
with equilibrium probabilities Py,. For example,
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(hnhh)e=((1 =ne_ne(1 =ne)(1=ne0)). (30)

Only correlations involving four neighboring sites are
needed. These correlations provide the dependence on cov-
erage and temperature (the latter is also embedded in the
rates). The number of variational parameters is quite large: n
geometrical phases & (recall that §=0) and, in principle,
2(n+1) correlational ones. They enter into M in a quite
simple way and, in practice, the number of correlational
phases can be significantly reduced if several sites within
elementary cell are identical.

2. Diffusion denominator N (k)

The diffusion denominator A{(k) was evaluated for a ho-
mogeneous substrate in Refs. 7, 9, and 11 for several inter-
action models in 1D homogeneous substrates. Explicit calcu-
lation, based on a quite complicated combinatorics, is not
very transparent but it was shown in Ref. 11 that for a ho-
mogeneous substrate with long-range interactions between
the nearest particles, the diffusion denominator is given in
the long wavelength limit by Egs. (23). In fact, this is not
accidental and can be demonstrated to hold for a non-
homogeneous substrate with arbitrary interactions at least for
the current choice of the trial left eigenvector of the rate
matrix. The proof, interesting in its own right, is not essential
for the application of the method so it is given in Appendix
A. Here, we quote the result only,

n L-1
Nk —— (AN =L X X (ndn),) = 6,6,),
k=0 £,0'=0 J=0

(31)

where ((AN)?)=(N?)—(N)? is the (quadratic) particle number
fluctuation, n}({m})=0,1 is the occupation number of site S,
within jth elementary cell in the configuration {m}, and (- --)
denotes statistical equilibrium average using probabilities
Py, Of course, 0,=(n}) does not depend on j and the cor-
relation is a periodic function of j and j' with period 1:
(n{én’éi):(n?ngﬁj ). Standard thermodynamic relations be-
tween ((AN)?) and the isothermal compressibility «; or
(96/ du)r,p, give the result in Eq. (23a). Extracting from the
sum in Eq. (31) terms with €=¢’ and j=0, we can write

n n L-1
MO) =LY 6(1-0)+L X X (1= 8;.0:8;0)({npn))
€=0 €,6'=0 J=0
- 0((9(!). (32)

Note that only two-site correlation functions are needed here,
but in contrast to M(k), they can involve sites at any dis-
tance from each other. ‘

For the noninteracting system for which (nfn/,)=(n?)
<n{;,)= 0,60, —except when €={' and j=0—the second term
at the right-hand side of Eq. (32) disappears and we get

MO)=L>, 6(1-6). (33)
€=0
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II1. SIMPLE APPLICATION: NONINTERACTING
SCHWOEBEL SYSTEM

We apply the results of Sec. II D to evaluate the collective
diffusion coefficient for a noninteracting lattice gas migrat-
ing along a line with a Schwoebel potential barrier.?>?! An
algebraic expression for D(6) can be derived in this case.
This example is relevant for diffusion on a surface with
steps. Strictly speaking, the latter is a two-dimensional prob-
lem but, without interparticle interactions, the diffusion
along steps and that across them (being of our primary inter-
est here) can be considered separately and the resulting col-
lective diffusion coefficient is a diagonal tensor in a coordi-
nate system with coordinate axes directed along these two
directions. Its first simple theoretical treatment by Butz and
Wagner?’ was motivated by the observed anisotropy of Pd
and Au diffusion on single crystal planes of tungsten. Gen-
eral theoretical formulation (which offers also a possibility of
accounting for interactions) is due to Zhdanov?® who applied
the approach formulated earlier in Ref. 19. It was further
generalized and numerical examples were provided by
Pereyra et al.”® Nonequilibrium diffusion on a stepped sur-
face with various types of interparticle interactions was in-
vestigated recently using numerical simulation?® (interacting
case) and analytic’® (noninteracting case) methods. The only
theoretical attempt to date which offers a possibility of direct
numerical comparison with our results, to be given at the end
of Sec. 1V, is due to Merikoski and Ying.?>?3 It was moti-
vated by diffusion experiments of CO on clean stepped sur-
face of Ni(110).3'-33 Such comparison is important because
the methods in both approaches are entirely different: ana-
Iytic mean-field approach using Green’s function techniques,
on one hand, and the variational eigenvalue problem for the
rate matrix, on the other hand. Note that interparticle inter-
actions are accounted for in our general formulation, and
discussion of such cases will be presented in the future.

In the Schwoebel system model, the “tagged” site S,
binds a particle with different energy than all the remaining
sites Sy, ...,S,, all of which have the same binding energy.
Also, the tagged potential energy barrier height between sites
S, and S, is different than the barrier heights between all
other sites being equal to each other. In the diagram in Eq.
(2), the tagged barrier is at the position of the vertical bars
representing boundaries of the elementary cell. The tagged
site S is immediately to its right.

When no other interactions between particles, except
blocking preventing two particles to occupy the same site,
are present, then there are only four distinct transition rates,

Vfi,g =W, = Ve—,B(éE+A+5EB),
Wg = Vi = pe PO+
Vi/(f =Wy = Ve—ﬁ(5E+A)’

Vif(l) =V= Ve_BA,
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VR

SE+A+3Eg —

SE+A —

n-1 n 0 1 2 3

FIG. 1. Schwoebel barrier potential energy landscape. Only the
Sy adsorption site potential energy well depth and the potential en-
ergy barrier between S, and S sites are different from those for all
remaining n sites and barriers within the elementary cell. Jump rates
defined in Eq. (34) are shown. The Schwoebel barrier shown here
corresponds to r<<1 and y>1.

Wo, =Witl=v, €=12,....n-1. (34)

The expressions at the right hand side of Eqgs. (34) provide
the standard Arrhenius parametrization of the rates in terms
of the frequency prefactor v, B=1/kzT, and potential ener-
gies at the bottom of the wells and the top of the barriers
between them. By definition, A>0 and 6E and SE must be
such that the smallest of the activation energies present in the
exponents is positive. The Schwoebel barrier potential en-
ergy landscape, energy scale, and the hopping rates are visu-
alized in Fig. 1.
If w is the chemical potential, then

ePr
0y =<ngy) = 1 ofi’ (35a)
e POE-p)
O, =(ng) = 15 o Pt €=1,2,....,n—1 (35Db)

are the equilibrium occupation probabilities for, respectively,
the tagged site S, and the remaining ones. The particle den-
sity (coverage) is then

Oy +nb,
g= 20T (36)
n+1
There are two distinct detailed balance conditions,
Vex(l - 90) = WR00(1 - '9x),
VRGX(I - 00) = WLeo(l - 0)()’ (37)

which allow us to introduce two dimensionless system pa-
rameters,

(38a)

= = 38b
"TTa-0)" Vv (38b)

Note that r fully determines the equilibrium properties of the
system; in fact, the first term at the right hand side of Eq.
(38Db) is just a ratio of two possible two-site equilibrium cor-
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relation functions. For r=1, the potential well depths of all
sites are the same (then SE=0, Wx=V, W, =V,=W, and vy
=V/W). When the tagged S site has a potential well deeper
than the remaining sites, then »<<1, as shown in Fig. 1. The
parameter 7y, on the other hand, depends on the difference
OEy of the potential barrier heights encountered by the par-
ticle leaving the S, or S site hopping to the left or right. This
parameter does not enter any equilibrium physical quantities
but it is important for kinetics. For y=1, potential barrier
heights between any neighboring sites are the same (JSEg
=0, Vx=V, W;=Wy=W, and r=W/V). The tagged barrier
higher than all remaining ones, shown in Fig. 1, corresponds
to y>1. Another case of interest is r=-y corresponding to
OEg=-6F and W =V. In such case, the S, well bottom and
the barrier top to its left are raised (r=7y>1) or lowered
(r=7y<1) with respect to all the remaining ones by the same
amount. Consequently, all jumps to the left occur at the same
rate V, while the particle hopping to the right does it at a rate
V for any jump except when it crosses the barrier after two
jumps: one of them occurring at a higher and the other at a
lower rate than V.

The numerator M (k) is obtained from Egs. (28) and (29)
after observing that for the noninteracting case, the correla-
tions factorize; for example, the correlation in Eq. (30) reads

(hnhhye= (1= (e ))np(1 = (e )1 = (nesn)), (39)

with 6, and 6, eventually replacing the occupation number
expectation values according to Eq. (35).

The diffusion coefficient denominator depends only on
the equilibrium properties for which the parameter v is irrel-
evant. For the noninteracting system, we get, from Eq. (33)

MO) =L[6,(1 - 6y) +nb6(1-6,)]. (40)

The collective diffusion coefficient is obtained by evalu-
ating

D(6) (41)

= MO’

in which the size of the system cancels out.

A. Simple case: n=1

To get the feeling of the procedure involved, we consider
first the n=1 case. Here, £=0, 1, and we have two sites with
different potential well depths per elementary cell. The
height of the barrier at each side of each cell is different. The
rates are the first four listed in Eq. (34) and (ny)=6, and
(n;)=0,. There is only one geometrical phase, &8, (recall that
=0 by definition), and four correlational phases, Ag, Aé,
Alf, and Af. There are only two contributions to M (k), W,
and W, in which the correlational phases appear only
through the following sums:

AT+AG= Ay,

A+ AT == A, (42)
From Eq. (29), we get
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W(): Vex(l - 00){[(1 - ex)(l - 0()) + 0x00](1 + 5])2+ 0x(1
= 0)(1+ 6= Ayp)* + (1= 6)6p(1 + 8, + Ay)*},
(43a)

Wi = VI6,(1 = 6p) yH[(1 = 6)(1 = 6p) + 6,6,](1 - 5,)
+0)(1 = 0)(1 =8+ Ag))* + (1 - 6)0,(1 - 8, — Ay}
(43b)

Minimizing with respect to &), Ay, and A, results in three
linear equations for these parameters which yield

1_
5 =—2, (44a)
1+y
Ay =Ll s) (44b)
01_r+1 1/»
Ay=""Lats) (44¢)
=——(1+4).
0= ! ¢

Substituting back to WW;’s, one gets, after some algebra,

2
M = 2EVrika) (1= 80+ 6,1- )], (43)

(r+D(y+1
which, with A given in Eq. (40), results in the coverage
independent collective diffusion coefficient

D=Va—T o (46)
(r+ D) (y+1) ’

This is a remarkably simple result: With blocking interac-
tions only, the diffusion coefficient for the two-well-two-
barrier Schwoebel barrier system does not depend on cover-
age, exactly like in a lattice with one type of wells and
barriers. Note that this is not the exact result but merely the
best variational approximation presently possible. It is en-
couraging that the same result is obtained exactly for =0
and 6=1 when one considers a random walk of a single
particle or single hole on the two-well-two-barrier
Schwoebel barrier lattice.

B. General n=3

For the correlational phases needed in Eq. (29), the sym-
metry property

AR=AR= ... AR =A#0,

n—1—"

Aj=Al=-=Al=-A (47)

leads to cancellations of all of them. The only correlational
phases which remain are Ag, Aé, Af, and Af, but they enter
into the final results only as sums,

R L _
An + A() = An07

Af+ AL =-A,. (48)
We get (recall §,=0)
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WO = Vex(l - 00)[(1 - ax)(l + 51)2 + ex(l + 51 - An())z],

W, =Vo,(1-6)[(1-6)(1- 6+ &)
+0)(1 -6+ 6+ AO])Z],

W,=VO(1-6)(1-8+6,)% [=23,....n-2,

Wn—l = Vex(l - 0x)[(1 - 90)(1 - 6}1—1 + 5;1)2
+ 00(1 - 511—1 + 5n + An())z]s

W, = (VY01 = 6)[(1 - 6,)(1 = 8,)*+ 6,(1 = 5,— Ag))*].
(49)

Equation (37) was used to replace Wg6y(1—#6,) with
VO, (1-6,) in W, and Vi with V/yin W,.

Note that we have ended up with n+2 variational param-
eters: &, for €=1,2,...,n, Ay, and Agy;. Adding all above
results [cf. Eq. (28)] and minimizing M, we obtain n+2
linear equations for these parameters. The set can be solved
for general n=3. Details can be found in Appendix B. Cases
n=0 (trivial, noninteracting case), n=1, and n=2 must be
treated separately (no expressions for the latter; surprisingly
complicated cases are given in this paper). For n=3, expres-
sions for all phases are quite involved and can be easily
deduced from the results listed in Appendix B.

The diffusion coefficient, obtained from Eq. (41) using A/
and M (k) from, respectively, Egs. (40) and (B8) is

(1 - 0){)(90-'- ex)

DO =Va o ) + 61— )
« r(n+1)?
A+yYr+PF+n-Dr+1D)+m-3)r-1)6,
(50)
where
po Do _ Gt (51)

- yAnO - ')/0()"' ex‘

It is worthwhile to list the results for the diffusion coeffi-
cient for #— 0 (single particle migration) and 6— 1 (single
hole migration). They are obtained setting ¢##<1 and eP*
> 1, respectively, in Eq. (35) before using the results in Eq.
(50). The result is

PR r(n+1)?
D(6=0)=Va et D’ (52a)

2
D(6=1)=Vd® rn+1) (52b)

(n+r)[1+y+r(n-17]

Both results are exact and can be derived from the rate equa-
tions describing hoping of an isolated particle or hole on a
lattice shown in Fig. 1.5 Note that for r= Y, 1.e.
SE=—AEp—c.f. Fig. 1—we get D(0)=D(1). This is easy to
understand: the rates of hops of an isolated particle (V, Vj
and Wy) are equal to the rates of hops of an isolated hole in
the opposite direction.
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1. Special case: n>1

For n>1, we expect that different well depths at the
tagged site and different barrier heights at the tagged barrier
should not matter. Indeed, in this limit, we get from Eq. (50)
the coverage independent collective diffusion coefficient

D=Vd®>, n>1, (53)

expected for the noninteracting lattice gas on a homogeneous
substrate. Effectively, the influence of the Schwoebel barrier
is overwhelmed by that due to all remaining identical barri-
ers and sites.

2. Special case: All site wells of equal depths

When the well depths at all sites, including that of S, are
the same (but the potential barrier height of a tagged barrier
between S, and S, is still different from that of the others),
then

Wo=Wo=Ww,
W, =Witl=v, €=0,1,2,...n—1, (54)

which means that the jump rate across the tagged barrier in
either direction is W=Vp=W, while that across any other
one in V (i.e., Wp=V). According to Egs. (34) and (38b), we
have r=1, and the only parameter of the system is 7y which,
from Eq. (38a), becomes

(55)

Vv
takr?

Equilibrium occupation probabilities of each site are the
same,
0= 6= 0. (56)

Substituting this in Eq. (50) results in the diffusion coeffi-
cient

i+l

D=Va r=1, (57)

n+y
which does not depend on coverage. In this case, both A(0)
and M (k) are proportional to 6(1—6) exactly like for a ho-
mogeneous substrate (for which r=y=1).

3. Special case: All barriers of equal heights

Another interesting special case is that of the tagged site
Sy having the well depth different from all others but the
potential barrier height of the tagged barrier between S, and
So being the same as that of all other barriers. The hopping
rate out of the tagged site is denoted W while that out of any
other site is V:

W§+l

Consequently, y=1, and the only system parameter is

Wi =V, €=1.23,...n. (58)
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_ ex(l — 00) _E/
"0V 9

The diffusion denominator N is given in Eq. (40), while the
substitution of y=1 into Eq. (B8) results in

(n+ 1)%(1 + o6,)
(n+1)+06y(n-3)°

M(k) = L(ka)*VO,(1 - 6,) (60)

where

r-1 W=V
o= = .
r+1 W+V

(61)

The resulting diffusion coefficient is

6.(1-6,) (n+ 1)*(1 + o6,)
0p(1=6y) +nb(1-0,) (n+1)+06)(n-3)
v=1, (62)

D(6) = Vd®

from which, for r=1, we recover D=Va? in agreement with
the y=1 limit of Eq. (57).

IV. DISCUSSION AND NUMERICAL EXAMPLES

Before presenting numerical results, several general re-
marks are worth noting. Recall first that while the results for
D(6) [Eq. (50) for n=3 and (46) for n=1] are approximate
variational results which may possibly overestimate the true
diffusion coefficient, the results in Egs. (52) for =0 and 0
=1 are confirmed by an independent calculation to be exact.

In particular, the coverage independence of the diffusion
coefficient for n=1 [two nonequivalent adsorption sites, Eq.
(46)] is plausible in view of the fact that the hopping rates
(Wg,W,,Vg,V) for an isolated particle are isomorphic with
those for an isolated hole resulting in D(#=0)=D(6=1). It
is, of course, possible that the true diffusion coefficient is, for
6+ 0 and 6+ 1, lower than its end values but the variational
result that it, in fact, does not depend on coverage is quite
likely.

Another prediction is that for =1, i.e., when the potential
energy well depths of all adsorption sites are the same, the
diffusion coefficient does not depend on coverage too [Eq.
(57)]. This result is, again, highly plausible due to symmetry
between the kinetics of an isolated hole with respect to that
of an isolated particle for such a potential energy landscape.
The presence of a tagged barrier higher than all the remain-
ing ones (y>1) slows down the diffusive dissipation of den-
sity fluctuations in comparison with that for a homogeneous
substrate resulting in D < Va?. Tagged barrier lower than the
remaining ones (y<1) has the opposite effect. Therefore,
Eq. (57) confirms intuitive expectations.

In order to consider possible behaviors of D(6) systemati-
cally, we summarize the cases investigated in the (r,y) pa-
rameter space in Fig. 2. The thick continuous line, y=(3r
—1)/(r+1), separates the space into two regions: that for
which D> Va? and that for which D<Va?, for n=1. For
parameters r and vy on this line, the n=1 Schwoebel barrier
system behaves, as far as the collective diffusion is con-
cerned, like a homogeneous substrate system. The potential
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10 b Fig. 7
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FIG. 2. Parameter space. Continuous: the y=(3r—1)/(r+1) line
separating region in which D(n=1)/Va®<1 from the one in which
D(n=1)/Va*> 1. Dashes with dots: the r=1 line along which D
does not depend on 6. Points on dotted lines correspond to D(6)
curves to be found in figures to follow as indicated.

energy modifications at the tagged well and the tagged bar-
rier are such that their influences compensate each other so
the line is from now on referred to as the compensation line
[note that, in principle, r and 7y depend on temperature, cf.
Eq. (38), so the compensation is possible at one particular
temperature only]. Another the line of interest (dashes with
dots) is that of r=1 for which the diffusion coefficient is
coverage independent for any n. Note that for any n, accord-
ing to Eq. (57), D<Va® above the compensation line along
this line and D> Va? below the boundary, so, at least for r
=1, the compensation line preserves it meaning also for n
# 1. The remaining lines in Fig. 2 (fine dots) are labeled with
Figs. 3—7. Points along these lines identify parameter pairs
(r,7y) for which D(6) are plotted in respective figures [i.e.,
(r=0.1,y=0.1) is plotted in both Figs. 3 and 6, while (r
=0.01,y=0.1) is plotted in Fig. 6 but not in Fig. 4].

We consider first the case of V=W, which corresponds to
y=rWy/V=V/Vy. Here, the potential energy at the bottom of
the tagged well is modified with respect to all remaining
wells by the same amount as the energy at the tagged barrier
is modified with respect to all other barriers. As seen at the
right hand side of Fig. 3, both the tagged barrier and the
tagged well have lower (higher) energy than all the remain-
ing ones when r=y<1 (r=y>1). For =0, the isolated
particle hops between sites along the substrate from the right
to the left at rate V even when it encounters the Schwoebel
barrier (the tagged well and the tagged barrier): -+« V
—Ve—V—V—V—V---. When it travels to the right, the
hopping rates are also normally V except when it hops over
the tagged barrier at rate Vj and then jumps out of the tagged
well (traveling to the right) at rate Wy: -+ —V—V—V,
— Wr—V—V---. Concentrating on y=r<1, we have Wp
<V < Vg, i.e., the first of the two Schwoebel barrier crossing
jumps is relatively faster and the second one is relatively
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no0o123...

r=y>1

D/ Va?

no123...

r=y<1

FIG. 3. Coverage dependence of the collective diffusion coeffi-
cient for several choices of r=y for n=3 demonstrating the particle-
hole symmetry D(0;r,y=r)=D(1-6;1/r,y=1/r). Potential en-
ergy profiles at the right hand side correspond to cases r=7y>1 and
r=7y<1 relevant to the data in the diagram. For each case, the
potential energy is modified by the same amount at the tagged well
bottom as it is at the corresponding hopping barrier.

slower than the “normal” rate V. For =1, we have to con-
sider hops of isolated holes. Now, every jump of a hole to the
right occurs at the same rate V, ---—V—->V—-V-V-V
— V- -+, while the hole hopping to the left (normally hopping
at rate V) crosses the Schwoebel barrier in two consecutive
jumps, the slower first (rate W) followed by the faster (rate
Vi) one: -+« V«VVpe—Wp—V«—V---. To have the
situation completely analogous to that for =0 (faster jump
followed by the slower one), we must replace r— 1/r, so
D(0=0;r=a,y=a)=D(0=1;r=1/a,y=1/a). Inverting
both r and 7y (while keeping them equal to each other) is
equivalent to the particle-hole transformation. On the other
hand, merely changing the order of the slow and the fast

not123...
y<1,r=1/100

D/Va?

no123...
y>1,1=1100

0 0.2 0.4 0.6 0.8 1

FIG. 4. Coverage dependence of the collective diffusion coeffi-
cient for systems with a deep tagged well (r<<1) for high (y>1,
bottom curves) and low (y<1, top curves) tagged barriers.
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not23...
y<1,r=100

D/ Va2

il

no123...
v>1,r=100

FIG. 5. The same as in Fig. 4 but for systems with a shallow
tagged well (r>1).

jumps does not affect the diffusion coefficient due to the
migration of the isolated particles or holes, so we also have
D(0=0;r,y=r)=D(6=1;r,y=r). Both these relations are
consistent with Egs. (52).

For 6+ 0,1, when the site blocking matters, the diffusion
coefficient is expected to depend on that which of the two
Schwoebel barrier crossing jumps is faster. The particle-hole
transformation now reads D(6;r=a,y=a)=D(1-6;r
=1/a,y=1/a). Our algebraic result in Eq. (62) is expected
to obey this symmetry, but proving it analytically is a very
tedious and nontrivial task. We see, however, in Fig. 3 that it
is perfectly obeyed. In fact, the curves for y=r=a<1 can be
perfectly superimposed on the corresponding curves for y
=r=1/a>1 by plotting them, respectively, as a function of
6 and of 1— 6 on the same plot.

For y#r, the diffusion coefficient does not exhibit the
particle-hole symmetry. Algebraically, this can be seen from
Eqgs. (52) but can also be seen by examining what the hop-

T
________ —(=1000  y_1/10
1.6 n=3
1.4 \ 1 no1t123..
\ Y=1M0,r>1
12 4 g
1/2 )
Ny = i
>
~
A 08 1/5 i
06 1/10
0.4
02+ N
1/100 .. noit123...
X y=110,r<1
0 L L L !
0 0.2 0.4 0.6 0.8 1
0

FIG. 6. Coverage dependence of the collective diffusion coeffi-
cient for systems with low tagged barrier (y<1) for deep (r<1,
bottom curves) and shallow (r>1, top curves) tagged wells.
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il

no123...

y=10,r>1

D/ Va2

no123...

y=10,r<1

FIG. 7. The same as in Fig. 6 but for systems with high tagged
barrier (y>1).

ping rates of an isolated particle are and comparing them
with the hopping rates of an isolated hole. They are not re-
lated to each other by a simple (Wg< W, Vi<« V) transfor-
mation, because away from the Schwoebel barrier, both the
isolated particle and the isolated hole jump at the same rate
V. Therefore, it is convenient to consider possible behaviors
of D(6) by varying either vy or r, keeping one of the param-
eters fixed.

We start with varying 7y for r=const. The diffusion coef-
ficient does not depend on coverage for r=1, so to see some
interesting behavior, we choose r differing from 1 quite sub-
stantially (r depends exponentially on temperature and/or the
well depth modification, so large deviations of r from 1 are
not unrealistic). We choose r=1/100 (Fig. 4) and r=100
(Fig. 5). As seen from Fig. 2, varying vy (i.e., varying the
height of the tagged potential energy barrier), we do not
cross the compensation line in the former but cross it in the
latter case. Indeed, the character of D(6) and of its changes
with varying vy are different in both figures. We have D(6)
<Va? for all coverages for r=0.01 (Fig. 4), while for r
=100 (Fig. 5), the diffusion coefficient becomes larger than
Va? (for coverages up to #=~0.7) once the compensation line
is crossed when vy is lowered below 3.

Slowing down diffusion for all coverages for r<<1 in
comparison with the diffusion in a homogeneous substrate
system may be understood on intuitive grounds. The tagged
well is deeper than all remaining ones (SE >0, cf. diagrams
at right in Fig. 4), and at low temperatures, this well is oc-
cupied with a high probability even at low coverages by a
particle which is difficult to kick out from this position. It,
therefore, blocks other particles from wandering outside the
elementary cells in which they initially are. Consequently, it
takes more time for any density fluctuation to dissipate.
Lowering vy facilitates kicking out particles from the tagged
well, so in Fig. 4, the diffusion coefficient is generally larger
for smaller vy but, still, it is unable to approach the homoge-
neous substrate limit. We know already from Eq. (53) that it
approaches it only for n>1, i.e., when the blocking at the
tagged well, although still present, becomes irrelevant. Note
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that the diffusion coefficient reaches maximum at a coverage
0=~ 1/(n+1)=1/4, which, in equilibrium, corresponds to the
situation in which all particles present in the system are
trapped in deep potential wells of the tagged sites. This be-
havior was already noted by Merikoski and Ying®>?3 in their
analytic mean-field approach using Green’s function tech-
niques.

For r=100 (Fig. 5), the behavior of the diffusion coeffi-
cient is dramatically different from that for »<<1. Here, the
depth of the tagged site well is smaller than that of all other
sites, so there is no blocking of particle migration by the
tagged site at low coverages, particularly when vy is smaller
than about 3 (i.e., below the compensation line along line
labeled Fig. 5 in Fig. 3. In this region of the parameter space
the height of the tagged barrier is either below that of all
other barriers (y<1) or it exceeds them (for y up to about 3)
in the degree insufficient to induce an effective blocking at
the Schwoebel barrier. Consequently, diffusion is more effi-
cient than for a homogeneous substrate system, D(6) > Va?,
for coverages up to about 0.7. In fact, D is almost coverage
independent in this coverage interval. For higher coverages,
the diffusion coefficient drops sharply down to values well
below that for the homogeneous substrate system. This can
be rationalized as the result of blocking migration of holes
by holes trapped at low temperatures at the bottom of the
tagged well. In fact, the r>1 limit D(6=1)— Va*(n+1)?/
r(n—=1)—0 [cf. Eq. (52b)] can be understood exactly in the
same way.

For vy above the compensation line, the diffusion coeffi-
cient drops below Va? for all coverages and develops a peak
at #=1-1/(n+1)=3/4 corresponding, in thermal equilib-
rium, to the situation in which all tagged sites are unoccupied
(filled with holes).

In Fig. 6, we examine D(6) along the y=0.1 line in Fig. 2.
For r’s to the right of the compensation line (r larger than
about 1/3), the character the coverage dependence in Fig. 6
is similar to that already seen in Fig. 5 for y<<1: flat plateau
at D=Va? followed, for still larger ’s by its sharp drop. For
r=1000, the coverage dependence of D is almost steplike.
From Egs. (50), we get D(6=0)— Va’*(n+1)*/n(y+n) for
r>1 and D(0=1)— (n+1)*/r(n—=1)—0 for r>1, v. The
observed r=1000 behavior is a precursor of an r— 0 limit
easily deduced from Eq. (50): For 6<n/(n+1), the shallow
tagged wells are unoccupied [i.e., 6,=0, 6,=0(n+1)/n],
resulting in D(60)=Va*(n+1)*/n(y+n)=16Va*/3(3+7). For
0>n/(n+1), all deep wells are occupied [6,=1, 6,=6(n
+1)—n], resulting in a sudden drop of D(6) to 0 at O=n/(n
+1)=3/4.

Note that for r between about r=1/3 and r=1, we have
rare cases with D(#=1)>D(6=0), but D(6) vary with 6 very
little here. For r below about 1/3, we are in the region to the
left of the compensation line in Fig. 2. Accordingly, D(6)
< Va? for all coverages, with a maximum around 0=1/(n
+1)=1/4. As before, inefficient diffusion is due to the effi-
cient blocking by particles trapped at the bottom of the
tagged site well.

Finally, for y=10 presented in Fig. 7, we never cross the
compensation line in Fig. 2. Consequently, D(6) < Va? for all
coverages. For r<<1, we again have the same behavior as
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D/ Va2

FIG. 8. Coverage dependence of the collective diffusion coeffi-
cient for different n.

that seen in Figs. 4 and 6 [a maximum around 6=1/(n+1)
=1/4]. For the tagged well shallower than the remaining
ones (r>1), D(6) (still lower than Va?) develops a maxi-
mum for #>1/2 but then, for r—oo, it tends toward the
steplike behavior between D(8<n/(n+1))=Va*(n+1)>?/
n(y+n)<Va®> and D(6>n/(n+1))=0 discussed already.
Note that for r=5, we again have a rare case of D(1)
> D(0).

All the numerical examples in Figs. 3-7 are for n=3, i.e.,
systems in which there are three “regular” sites for each
tagged one. For n> 1, the diffusion coefficient tends, accord-
ing to Eq. (53), to the homogeneous substrate limit D=Va?
because the influence of the Schwoebel barrier is then over-
whelmed by that due to regular barriers and sites. In Fig. 8§,
we present the coverage dependence of the diffusion coeffi-
cient for several values of n. For n=1, its coverage indepen-
dent value, according to Eq. (46), is D=4Va’r/(r+1)(y
+1)=2Va*r/(r+1) < Va? for y=1. For n=1000, we are here
close to the homogeneous substrate limit D=Va?. Similarly,
like in Fig. 4, the diffusion coefficient for a given n has a
maximum at approximately 6=1/(n+1), but this is not the
exact rule and is already violated for n=100.

Monte Carlo simulations for the Schwoebel barrier sys-
tem have been performed using the method described in
Refs. 34 and 35, which allow us to determine the coverage
dependence of the collective diffusion coefficient over the
complete coverage interval from the results of a single nu-
merical simulation. The Schwoebel barrier system presents a
formidable challenge exactly because different locations
along the substrate may effectively block the particle hop-
ping and result in very long times before local thermal equi-
librium is reached. Consequently, D(6) with a prominent nar-
row peak like that seen in Fig. 4 is particularly difficult to
simulate. Results of simulations for a few systems are pre-
sented in Fig. 9 and compared with the analytic theoretical
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FIG. 9. Coverage dependence of the collective diffusion coeffi-
cient: Eq. (50), continuous; mean-field approximation of Ref. 23,
Eq. (63), dashes; Monte Carlo simulations, points.

result for parameters listed there. Each type of behavior of
D(6) discussed so far is represented. The analytic results for
n=1 and 9 are the same as in Fig. 8. The following key
results of our theory are confirmed: (i) coverage indepen-
dence for n=1, (ii) a maximum at §=1/(n+1) when r<1
(cf. n=9 case), and (iii) a diffusion coefficient plateau for r
> 1 for coverages up to around n/(n+1)=3/4 followed by
its steep decrease (cf. the n=3 case). Several more simula-
tions, not as accurate as the ones presented in Fig. 9, have
been performed yielding similar results.

Diffusion in a noninteracting adsorbate on a stepped sur-
face, modeled by the Schwoebel barrier, was investigated by
Merikoski and Ying?>?® in terms of Green’s functions
method in a mean-field approach. Their analytic result [Eq.
(3.8) in Ref. 23] reads in our notation (after assuming iden-
tical intrinsic prefactor for each microscopic jump rate) as
follows:

rin+1)?
[n+r(0y0) N (n—Dr+(1+76/6,]
(63)

Dyy(0) = Va*

It is used by the authors also for n=1. It should be directly
compared with the result in Eq. (50) or with Eq. (46) for n
=1. First of all, one can show that for =0 and #=1, both
approaches yield the same exact result. For intermediate cov-
erages, the results differ (having in some cases also a differ-
ent coverage dependence character). For n=1, Eq. (63) pre-
dicts D which does depend on coverage in contrast to our
prediction in Eq. (46). The mean-field result of Ref. 23, Eq.
(63), is plotted in Fig. 9 (dashes). There is no doubt that for
n=1 (the lowest curve), the coverage independence of D is
quite strongly supported by the simulation results. For the
v=1, r=20, n=3 case (topmost curve), the character of the

PHYSICAL REVIEW B 76, 245401 (2007)

coverage dependence predicted by both theories is different
and the simulations support the result of the variational ap-
proach. The same is true, even with a bit noisier simulation
results, in the remaining two cases for which the character of
D(0) is similar in both theories.

The strongest argument, however, favoring the variational
approach over the mean-field one is theoretical. One can
check that the mean-field result for D of Ref. 23 is never
smaller than that resulting from the variational approach:
Dyv(60) = D(6) (with equality occurring only for =0 and 1).
This is seen in all cases shown in Fig. 9. According to the
Ritz principle, the true diffusion coefficient cannot exceed
the variational result (i.e., it cannot lie above the continuous
lines in Fig. 9). Consequently, the results in Eq. (50) [and in
Eq. (46) for n=1] represent a better approximation of the
true diffusion coefficient than Eq. (63) does. We note here
that the only existing analytic approach to nonequilibrium
diffusion for a noninteracting lattice gas on a stepped
surface’® overestimates in the equilibrium limit, as realized
by the authors, the collective diffusion coefficient even more
than Eq. (63) does (cf. Ref. 30 for the discussion of this
point).

V. DIFFUSION WITH INTER-PARTICLE INTERACTIONS:
PRELIMINARY REMARKS

The main goal of this work is to present the systematic
variational approach, based on a kinetic lattice gas model, on
the investigation the collective diffusion process. The ex-
ample, diffusion in a noninteracting gas, was selected for the
illustration purposes due to its simplicity and the possibility
of carrying out all calculations analytically. Truly interesting
application is that to the systems with interactions. Modifi-
cations are quite straightforward. The diffusion coefficient
denominator N(0) is still given by Eq. (A10) or (23a) and
requires an evaluation of two-site correlation functions for
the interacting system. Four-site correlation functions are
needed for the diffusion coefficient numerator M (k) [cf.
Eqgs. (28)—(30)]. Both types of correlations can be evaluated
exactly using properly generalized transfer matrix method.¢
Moreover, limiting attention to the Schwoebel barrier prob-
lem with interactions, there are more than three different
hopping rates of jumps to the right (Wgﬂ, for €=n,0 and ¢
#n,0) which multiply the four-site correlations in Eq. (29).
They depend not only on the type of the site from which the
jump originates (i.e., on €) but also on the occupation state of
the sites nearest to it. In the simplest case, four different rates
correspond to four different occupation patterns’!! of sites
closest to site € from which the jump originate. This results
in 12 different rates (or eight for n=1). Detailed balance
conditions allow us to introduce several parameters analo-
gous to vy (ratios of rates of jumps in opposite directions) and
r [ratios of two four-site correlation functions rather than a
ratio of two two-site correlations in Eq. (38b)]. For the
Schwoebel barrier problem, we get four parameters of each
type. Minimization allows us to express all geometrical and
occupational phases in terms of these parameters. The alge-
bra is rather formidable and tedious, but it can be done using
any of the symbolic manipulation programs such as MATH-
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EMATICA or MAPLE resulting in complicated but algebraic
result for D(6). This program is now being developed and
will be reported soon.

VI. SUMMARY AND CONCLUDING REMARKS

We have developed in this paper a systematic approach on
collective diffusion in lattice gases adsorbed on a non-
homogeneous but periodic substrate. It utilizes a properly
modified, for non-Hermitian matrices, variational Ritz prin-
ciple to find the lowest (diffusive) eigenvalue of the rate
matrix describing microscopic kinetics of the system. The
resulting coverage dependent collective diffusion coefficient
bounds the true one from above. Phases associated, in the
diffusive eigenvector of the matrix, with each occupied site
contain corrections related to the position of the site within
the periodic elementary cell as well as corrections due to a
possible presence of particles at neighboring sites. These cor-
rections are treated as variational parameters minimizing the
diffusive eigenvalue.

The method, applicable in general to interacting lattice
gases, was applied here for the sake of illustration to a lattice
gas without (except for site blocking) interactions confined
to a one-dimensional stepped substrate modeled by a
Schwoebel barrier. This is perhaps the simplest nontrivial
system for which fully algebraic result of manageable com-
plexity can be obtained. Extensive discussion of the coverage
dependence of the collective diffusion coefficient D(6) is
provided. Even without interparticle interactions, the analytic
result for the coverage dependent collective diffusion coeffi-
cient admits a surprisingly rich spectrum of behavior which
can, however, be rationalized using intuitive physical argu-
ments.

The results are compared with the results for D(6) ob-
tained from numerical simulations and with the results of an
analytic mean-field theory approach.??>?* The results of the
Monte Carlo simulations validate the variational approach to
collective diffusion coefficient D(6), which is also shown to
be never larger than that obtained using the mean-field
theory. Consequently, the diffusion coefficient obtained using
the variational approach is a substantial improvement over
the mean-field theory result.

Finally, a procedure to be used to apply the method to the
interacting system is described. The work in this direction is
in progress.

Another direction of possible area of future applications
of the variational approach to collective diffusion is its use
for genuinely two-dimensional systems. For the particular
example of diffusion on a stepped surface without interac-
tions, the diffusion problem along steps is mathematically
separate from the one across them, diffusion is anisotropic,
and the discussion provided in this work applies to the ma-
trix element of the diffusion coefficient tensor which de-
scribes diffusion across the steps. In particular, sharp features
in Figs. 4-7 due to effective blocking of sites at the step
edges by particles or holes remain intact. With the interac-
tions, however, the problem does not factorize and both ma-
trix elements must be obtained together. In principle, the
variational approach in such case can be formulated in a way
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analogous to that described in this work, but in practice, it
soon may become overwhelming due to a large number of
active cell occupation patterns which have to be considered.
In particular, the blocking at the step edge sites might be-
come less effective in two dimensions with interactions than
it 1s in two dimensions without them, but this is not at all
certain considering the long wavelength character of the dif-
fusion process. In any case, structural organization of the
adsorbate taking place in two dimensions with interactions at
finite temperatures may be a factor affecting the collective
diffusion coefficient dependence on coverage more drasti-
cally than the edge site blocking is. In principle, such phase
transformations are built into the equilibrium correlation
functions which enter the theory but, an evaluation of these
correlations is a formidable task in its own right. In fact, an
attempt at an investigation of the collective diffusion in a
lattice gas with strong repulsive interparticle interactions on
a homogeneous square lattice substrate for coverages around
6=0.5 was already made.® The structural organization of the
adsorbate was imposed rather than derived, and the varia-
tional parameters were guessed using physical arguments
rather than being obtained by minimizing the diffusive eigen-
value. An agreement between the results of this approach and
the results of Monte Carlo simulations, although not perfect,
was as good as could be expected given very much oversim-
plified state of the theory.
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APPENDIX A

We use Egs. (19) and (21) to derive the general expression
for N(k) in the limit k—0. To do that, we reexpress
&y (k) in such a form in which the summation over particles
is replaced with summation over all sites in the system. Be-
fore doing that, we note that only am, can be, in Eq. (21),
comparable with the entire size of the system AL. For ex-
ample, for the sth particle residing at site Se, within jth
elementary cell (counting from the j,=0 cell in which the
reference particle resides), we have

am;=Aj,+ (€,—{€y)a, (A1)

and the phase factor associated with this particle in Eq. (21)
is

eiku[(n+1)jx+(€s—€0)+§€A_+AQ]’ (AZ)

where j, can be any integer between 0 and L—1. In view of
the periodic boundary condition (3), the limit ka — 0 must be
taken carefully. On the other hand, however, €, €, 5@, and
A, are small in comparison with LA, so expansion in pow-
ers of ka[(€,~€¢)+3; +Aq ] can be done at the very begin-
ning of the calculation. Therefore, for the purpose of evalu-
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ating V(k— 0), we can approximate (k) as follows:

N-1
By (k) = 2 ™A, (A3)
s=0

where the s=0 term refers to the reference particle itself
(jo=0). Introducing n/({m})=0,1, the occupation number of
site S¢ in the jth elementary cell in the configuration {m}, we
can write

n L-1
Bpuyk) = 2 2 e Ainj({m}), (A4)
€=0 j=0
which can be now used in Eq. (19):
L-1 n
Nk = 2 2 M0 ndnl,), (A5)
Juj'=0 €,6'=0
where
(njnl) = 2 Pyl ({m})n], ({m}) (A6)
{m}

is the two-site correlation function satisfying the following
conditions:

0 J —J+L>

(n€n€,> (n{n{,,_]) (neny, (A7)

Changing in Eq. (A5) the summation index j' to r=j'—}j,
splitting the sum over r into contribution due to »<<0 and
that due to r=0, changing the summation index in the
former contribution from r to r’=r+L, renaming r’ to r, and
using Eq. (A7), we get

n L-1
NK) =L 2 2 e * A nlnl,). (A8)
€.4'=0 =0

We cannot set k=0 in this result yet because the correlation
tends to a finite limit (n%)(n?,) for large r. Replacing, how-

ever, (n%n@,) with ((n(e)n;,)—(ng)(ng,))+<n2><n2,> and using
L-1
2 e—ik.Ar —
r=0

(A9)

following from Eq. (3), we can set k=0 in the result, getting

n L-1
NO)=L 2 X (nfny) = (ndXng)).  (A10)
¢,0'=0 =0
Starting now from
n L-1
N=2 > nj({m}) (A11)
=0 j=0

to evaluate the quadratic particle number fluctuation
((AN)?)=(N?)—(N)? and following the procedure identical to
that used to get Eq. (A8) from Eq. (A5), we get for (AN)? the
expression at the right hand side of Eq. (A10). This com-
pletes the proof that A(0)=((AN)?), and following from it,
Eq. (23a) is generally valid.
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APPENDIX B

The procedure and partial results contained in this appen-
dix are valid for n>3. Equating to zero the derivatives of
M(k), given in Eqgs. (28) and (49), with respect to &,¢
=1,2,...,n, A,y and Ay, one gets n+2 linear equations for
these parameters. Among them, n—4 equations,

(1 =61+ 6) —(1 =8+ 6p41) =0,

for €=3.,4,...,n-2, allow us to find 8, Js, ..., 5,_; in terms
of &, and &,
S =—6(-3)+5(-2), €=4,5..,n-1. (Bl)

The remaining six equations can be dealt with most conve-
niently when five auxiliary parameters x; defined through

o =x -1,
SH=x1+x,—-2,
O3=X;+Xy+x3—3,
8,1=2=x,— Xo,

5": 1 —X() (Bz)

are introduced. This, together with A,, and A, results in
seven, rather than six, unknowns. The equations which they
satisfy are

11"00 x2 (I"A 0+A01)600 O
.XZ—X3+A0]00=O,

Anoao = 0,

X3 =X, —
r r
X, 0, = xg— O+ | Ao+ —Ag |60, =0,
Y Y
—x;r+x,+A,(1+r)=0,

)CZ—XO£+A01<1+£>=O. (B3)
Y Y

This set allows us to express all x;’s in terms of A5 and Ay,
[Eq. (38b) is used to get the result],

r+y
X0 =YX =" 1A01’
r+1
xl_xn_jAnO»
r+1
X3 = (r_ 1 + 00>Al10’ (B4)
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and to obtain the following relation between A, and A;:

AO](GX + 700) = A110')’(00 + ax) (BS)

Another relation between A, and A, is obtained from Eq.
(B1) for £=n-1, which, in terms of x;’s, reads

Xo+x +x+x,+(n=3)x3=n+1, (B6)

after Egs. (B2) are used in it. These two relations allow us to
find A,
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_ (r=1m+1)
T+ YT+ YF+n-Dr+ D)+ 0=-3)r-1)6,
(B7)

An()

where F is defined in Eq. (51) from which Ay, can also be
deduced. Inserting all these solutions back into Eq. (49) re-
sults in

L(ka)*Vr(1 = 6)(6,+ 6,)(n+ 1)
A+yr+PF+n-Dr+D)+m=-3)r-1)6,
(B8)
Although the procedure described in this appendix works

for n>3 only, some of the results quoted here including the
result for M(k) hold also for n=3 but not for n=1 or 2.

M(k) =
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