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The annealing of three �001� twist grain boundaries in silicon, �25, �5, and �29 has been simulated over a
range of temperatures up to the melting point. In contrast to earlier work the ground-state structures of all our
boundaries at absolute zero are ordered and comprise well-defined structural units. We found that the bound-
aries display some degree of structural order at all temperatures up to the melting point. The state of structural
order is time-dependent involving fluctuations between different local states of order. In the large angle
boundaries ��5 and �29� we found a continuous disordering transition resulting in complete disorder, and a
possibly unbounded interfacial width, only at the bulk melting point. For the small angle �25 boundary the
width remained finite at all temperatures up to the bulk melting point, and the degree of order was greater than
for the large angle boundaries. The quantification of these results has been made possible by the use of an
existing bond orientational order parameter, and new techniques introduced here to identify structural units in
dynamic boundary structures.
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I. INTRODUCTION

The structures of grain boundaries �GBs� influence and
may even dominate the mechanical and electronic properties
of polycrystalline materials.1 There has been a long-standing
interest in the thermal stability of GB structures, notably in
the possibility of transitions as the temperature is raised ac-
companied by disordering and widening of the interface. For
a recent review of experiments and simulations in this area,
see Tang et al.2

Recently we revisited the question of the ground-state
structures of �001� twist GBs in silicon.3,4 In these studies, as
compared with earlier work, we enlarged the sampling of the
configuration space of the boundaries, both by removing at-
oms from the boundary plane and by carrying out simulated
anneals that were longer by up to two orders of magnitude.
We found new configurations for these boundaries as being
characterized by significantly more structural order and
smaller energy than those found earlier. Our results were
obtained with an empirical potential for silicon constructed
by Tersoff,5 and those for the smallest period twist boundary
were confirmed by first principles electronic density func-
tional calculations. In this paper we study three of these
boundary structures by annealing them up to the melting
point and examine the changes in their structural order. We
find similarities but also significant differences compared
with earlier work6 on annealing these boundaries in silicon.
These differences arise primarily because our initial, low
temperature configurations are more ordered than those ob-
tained before.

A thermodynamic analysis has been presented recently by
Tang et al.2 for the variation of the degree of structural order
in a GB in a single component system, as a function of
temperature and misorientation about a fixed axis. This
theory is based on a phase-field representation of the free
energy of a GB involving a functional of the “degree of
crystallinity” as a gradient expansion.

The theory predicts three types of behavior. In a range of
intermediate misorientations, and a range of temperatures be-
low the bulk melting point TM, a first order phase transition
may occur. We call this type 1 behavior. At such a transition
the degree of structural order changes discontinuously from a
more ordered state below the transition temperature to a
more disordered state above it. At the same time the struc-
tural width of the boundary changes discontinuously. On
heating further the boundary disorders more and its width
increases until the boundary is replaced by a perfectly wet-
ting liquid at TM.

Type 2 behavior may arise on heating relatively large en-
ergy �often large angle� boundaries: the disorder and width of
the boundary increase continuously without passing through
a first order phase transition. As the temperature approaches
TM the structural order again decreases continuously to that
of a bulk liquid, and the boundary width diverges.

Type 3 behavior may arise on heating relatively small
energy �often small angle� boundaries: the disorder increases
without passing through a first order phase transition, but as
the temperature approaches TM the degree of structural order
remains greater than that of the bulk liquid. The boundary
width also remains finite as the temperature approaches TM.

A tenet of this thermodynamic analysis2 is that boundaries
may display partial order, i.e., they have structures interme-
diate between those of bulk liquids and single crystals. How-
ever, no attempt was made to define what that means in
terms of the atomic structure of the boundary. The lack of
such a satisfactory definition was identified2 as “a challenge
for materials simulators, theorists and experimentalists.” In
this work we make extensive use of two characterizations of
structural order at a boundary. One of them is an order pa-
rameter which we used3,4 to distinguish between atoms in the
boundary and the perfect crystal to determine the widths of
boundaries. Secondly, we define a new order parameter as
the fraction of atoms in the boundary associated with
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predefined structural units. This order parameter enables us
to quantify the change in the structural order of the boundary
due to heating, but also to examine quantitatively fluctua-
tions in this ordered state. With this order parameter we find
that our simulations display both types 2 and 3 behavior, but
we find no evidence of type 1 behavior.

We simulate the heating to the melting point of three
�001� twist boundaries �25, �5, and �29, with misorienta-
tions of �16°, 37°, and 44°, respectively. The initial con-
figurations are minimum energy structures at 0 K obtained in
Refs. 3 and 4. The large-angle �5 boundary structure com-
prises two structural units A and B �Fig. 1�. The small-angle
�25 boundary has the same two structural units A and B
located at the intersections of a square grid of 1

2 �110� screw
dislocations, which lie along the diagonals of the dashed box
in Fig. 1. In between the screw dislocation cores there are
patches of elastically strained crystal. The large-angle �29
boundary structure comprises several structural units �Fig.
1�. In addition to the B unit we have identified several new
structural units �see the caption to Fig. 1�: the T and X units
comprise three and four five-membered rings, respectively.
In each primitive cell there are two T and two X units. In
addition, there are two M units per primitive cell. The iden-
tification of these structural units is based on the observation
that although they undergo structural fluctuations at elevated
temperatures they are nevertheless reformed, at least until the
boundary disorders completely. We view their repeated dis-
appearance and reappearance until the boundary completely
disorders as evidence of their structural significance.

II. COMPUTATIONAL METHODS

We have carried out molecular dynamics �MD� simula-
tions using the Tersoff III �TS� potential5 at constant total
volume and temperature. The temperature was controlled by
a Nose-Hoover thermostat7 and the duration of the simula-
tions was between 30 and 50 ns with a time-step of 1 fs.
These long simulation times were necessary to get adequate
statistics. At each temperature we set the crystal lattice pa-
rameter to be that which gave zero net pressure for bulk
crystalline Si, as obtained with the Tersoff potential. To re-
duce thermal noise the atomic positions were averaged over
300 fs time intervals and the atomic configurations were
stored every 10 ps for statistical analysis.

The computational supercells comprised 2�2 primitive
repeat cells in the GB plane for �25 and �29 boundaries,
and 4�4 primitive cells for the �5 boundary. There were
50 Å thick slabs of crystalline Si on either side of the GB
with free surfaces parallel to the GB plane. In the simulations
performed at temperatures close to the melting point the
thickness of the slabs was 200 Å. The free surfaces allowed
the GB to adjust its density freely, and to adopt any relative
rigid-body translation parallel to the boundary plane. Peri-
odic boundary conditions were applied in all the three direc-
tions with no further changes in the dimensions of the com-
putational supercell after the initial adjustment for the crystal
lattice parameter at each temperature. In the direction normal
to the boundary plane there was sufficient vacuum between
the slabs such that the free surfaces were not interacting. In

FIG. 1. �Color online� Minimum energy structures of �25, �5,
and �29 �001� twist boundaries at 0 K �Refs. 3 and 4�. The bound-
aries are shown in plan view. The white dashed boxes outline one
primitive repeat cell. Bonds in only five-membered rings are drawn
and their coloring identifies the structural unit to which they belong.
Blue bonds belong to A units, yellow to B units, and in the �25
boundary white thin bonds outline the 1

2 �110� screw dislocation
cores. In the �29 boundary white thick bonds belong to T units,
light blue to X units and red bonds to M units. The two M units in
each primitive cell are adjacent and share three atoms. The coloring
indicates position along the boundary normal, blue atoms or bonds
are further from the viewer while red atoms or bonds are closer. The
larger atoms are within the GB core region, whereas the smaller
atoms are in the adjacent crystals.
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the simulations of the two large angle boundaries, performed
at temperatures close to the melting point, the GB became
wide and highly mobile, and there was a risk that it would
collide with one of the free surfaces. To ensure that our re-
sults were not influenced by the surfaces we terminated
simulations once the GB had moved more than halfway
through one of the crystalline slabs on either side of the
boundary. In practice this set an upper limit on the tempera-
ture we were able to simulate for these boundaries.

In order to identify atoms in the GB we used a bond
orientational order parameter.3,8 This parameter is a measure
of the correlation between the angular distribution of the
bonds to an atom and the angular distribution of the bonds to
its neighbors. At all temperatures, two atoms are considered
bonded if they are within 2.85 Å of each other. This corre-
sponds to the approximate position of the first minimum in
the radial distribution function. The order parameter is unity
in a perfect crystal and tends to zero in a completely disor-
dered solid. We define atoms in the GB to be those which
have an order parameter less than 0.7, or those which are
bonded exclusively to such atoms. We have found that this
choice conveniently identifies atoms forming the GB core. A
consequence of this definition is that for the �25 boundary
atoms in the elastically strained crystal patches between the
screw dislocations are not designated as being part of the GB
because the local order parameter is above 0.7.

The existence of structural units is an indication of struc-
tural order at a GB because it implies certain preferred
atomic configurations are adopted. The reappearance of
structural units after they have disappeared through a thermal
fluctuation is evidence that they are energetically favorable
configurations in the GB. If that were untrue then the prob-
ability of them reappearing would be negligible on the time
scale of a molecular dynamics simulation. Secondly, the ex-
istence of the same structural unit, albeit in a slightly dis-
torted form, in boundaries nearby in the misorientation range
is further evidence that it is a favorable configuration.9

We have developed an algorithm to identify structural
units in the GB through comparisons with ideal units at 0 K.
To do this at elevated temperatures we use several criteria
which permit modest deviations from the atomic configura-
tions of the ideal units at 0 K. The criteria are applied to
five-membered rings comprising a candidate atomic configu-
ration and those comprising an ideal unit. For a five-
membered ring in the candidate structure to be identified
with a particular ring in the ideal unit the root mean square
difference of the order parameters of the atoms in the two
rings has to be less than 0.22. In addition, the angle between
the normals to the rings has to be smaller than 15°. As five-
membered rings are not quite planar the plane of the ring is
found by minimization of the mean square deviation of the
plane from the positions of the five atoms comprising the
ring. Some rings in the ideal structural unit are connected to
each other through shared atoms. The number and relative
locations of the connecting atoms have to match in the ideal
unit and the candidate structure. We also require that the
distance between the centers of mass of two rings in the
candidate structure is within 10% of the corresponding value
in the ideal unit. Finally, the angles between normals to rings
in the candidate structure have to be within 15° of the cor-

responding values in the ideal unit. The values of all these
tolerances have been found by trial and error to yield mean-
ingful results.

In addition to classifying atoms as being in the GB or in
the adjacent crystals, we associate atoms in the GB with
either ordered or disordered regions. Ordered regions in our
boundaries are defined by structural units present in the
ground-state boundary structures at 0 K and a small number
of metastable structural units that appear in higher energy
boundary configurations. These structural units are all char-
acterized by five-membered rings. Any atom in a five-
membered ring that is part of such a structural unit is classi-
fied as “ordered,” by which we mean it is associated with an
ordered region. We classify any atom bonded directly to
these atoms also as ordered because the locations of nearest
neighbors of atoms comprising structural units are also well
defined. All other atoms in the GB are classified as “disor-
dered.” The result of this classification scheme is that at 0 K
all atoms in the GB are designated as “ordered.”

The planar diffusivity of atoms in each region is calcu-
lated using the mean-square distance over which atoms move
during a time interval t:

D =
1

4

��r2�t��
�t

, �1�

where D is the diffusion constant and r�t� is the distance that
an atom moves parallel to the GB in a time t. We calculate D
for time intervals up to 300 ps. During this interval the des-
ignated state of order for the atom must not change in order
to contribute to �r2�t��. As the temperature rises the lifetime
of ordered states decreases, and it is then no longer possible
to calculate the diffusivity for ordered states. Subject to the
same limitation we have also calculated the bond angle dis-
tributions in both ordered and disordered regions.

To characterize the profile of a GB we calculate the sur-
faces separating atoms defined to be in the GB and those in
the adjacent crystals using the Voronoi construction. These
surfaces enable us to calculate the mean width W of the
boundary �Fig. 2�. Since the adjacent crystals penetrate
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FIG. 2. The average width of the GB as a function of the ho-
mologous temperature.
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through patches of the �25 boundary these regions have zero
boundary width.

The melting point of crystalline Si differs in our model
from that of real Si partly because we are using a thin slab
geometry and partly because we are using an empirical po-
tential for Si. We have computed the melting point TM with
the Tersoff potential for a single crystal slab of the same
dimensions as our bicrystals as follows. We annealed the slab
at 2800 K, which is far above TM, for a short period until
approximately half the slab had melted from the free sur-
faces. We then annealed the slab at a number of temperatures
below 2800 K and calculated the rate at which the order
parameter, summed over all atoms, changed with time. An
increase of the order parameter indicated the annealing tem-
perature was below TM, a decrease indicated it was above
TM. By linear interpolation the melting temperature was
found to be TM =2451±1 K. The melting point of a real slab
of crystalline Si of these dimensions would be less than the
true melting point of bulk Si, i.e., 1670 K. The value we
obtained is significantly higher because of limitations of the
Tersoff potential model. In the following we normalize all
our temperatures to TM =2451 K to make comparisons with
other simulations and experiments.

We have calculated structural and physical properties of
amorphous Si at crystalline densities to compare with those
of the GB core regions. A supercell containing 512 atoms of
crystalline Si at the 0 K lattice parameter was annealed at
3500 K for 100 ps at constant volume, with periodic bound-
ary conditions in all three directions. This temperature lies
well above the melting point and the crystal melted. The
sample was cooled to 0 K at 0.23 K /ps at constant volume
which resulted in a well-equilibrated supercell of low density
amorphous silicon. Structural and physical properties of low
density amorphous silicon were calculated at selected tem-
peratures by carrying out further anneals each of 10 ns dura-
tion. The density of the supercell was set to the crystalline
density at each of these temperatures.

III. RESULTS

In Fig. 2 we plot the boundary widths, as determined by
the procedure involving the order parameter to identify at-
oms of the GB core and the Voronoi construction for the
surfaces separating the GB core from the perfect crystal. The
width �Fig. 2� of the �25 boundary increases by �0.1 nm
but remains finite up to the melting point. For both �5 and
�29 boundaries the width increases sharply as the tempera-
ture approaches the melting point and may become un-
bounded at the melting point. At temperatures above T
=0.85TM the widths of the �5 and �29 boundaries coincide
which suggests that the structures of the two large angle
boundaries becomes similar.

The atomic density of the boundary is one method that
has been used6 for detecting GB structural transitions on
heating. Normal liquid silicon is sixfold coordinated and is
significantly denser than either crystalline or amorphous sili-
con. Therefore, we should be able to detect a significant
change of density if the boundary transforms to a high den-
sity liquid. The density of the boundary has been studied6

through the expansion e of the GB which is defined as the
excess volume of the GB per unit area:

e =
VGBr − Vcr

A
, �2�

where VGBr is the volume of a region containing all atoms
within the boundary, as defined by the order parameter, and
four atomic layers of crystal either side of the GB, and Vcr is
the volume of a region of perfect crystal containing the same
number of atoms at the same temperature. As with all excess
quantities the boundary expansion is independent of the vol-
ume sampled provided it includes all the material that is
affected by the presence of the GB. In Fig. 3 we have plotted
e for each GB as a function of temperature. The expansion of
the �25 boundary decreases slightly and monotonically with
temperature, reaching a value of almost zero at the melting
point. The expansions of the �5 and �29 boundaries are
more interesting showing the onset of a rise in the expansion
at about 0.8TM which peaks before falling rapidly as T ap-
proaches TM.

The atomic density of the boundary may be defined as
nGB /VGB, where nGB is the number of atoms in the volume
VGB of the boundary. Using the boundary widths we have
calculated VGB and hence the densities of the boundaries as
shown in Fig. 4. For the �25 boundary the density remains
essentially constant at about 7% less than that of the perfect
crystal. For the �5 boundary the density is slightly greater
than that of the perfect crystal at low temperatures, decreas-
ing slowly with temperature until T�0.8TM. The density
then starts to decrease more rapidly, reaching a minimum at
T�0.95TM above which it increases rapidly but remains less
than that of crystalline Si. The variation of the density of the
�5 boundary with temperature reflects the variation of the
expansion of this boundary. In the case of the �29 boundary
the density slowly increases up to about T=0.95TM, above
which it increases more rapidly but remains less than that of
the perfect crystal. This behavior is quite different from that
reported in Ref. 10 for the �29 �001� twist GB in Si. As we
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FIG. 3. Expansions in units of the lattice constant at temperature
T of the three �001� twist GBs as a function of the homologous
temperature.
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note below, the reason for this difference is that our 0 K GB
has a significantly lower energy and greater structural order
than that obtained in Ref. 10.

The time-averaged fractions of atoms in the GBs desig-
nated as being ordered are plotted in Fig. 5. They show that
the onset of the rises in the corresponding boundary expan-
sions seen in Fig. 3 correlate with the temperatures at which
the fractions of ordered atoms start to decrease. In the cases
of the �5 and �29 boundaries it is only at the melting point
that structural units have permanently disappeared. The av-
erage order parameter of atoms designated as being in the
boundary core is shown in Fig. 6 as a function of tempera-
ture. This will always be finite at temperatures below TM
because atoms are defined to be in the GB if their order
parameter is less than 0.7 or if they are bonded exclusively to
such atoms. Nevertheless, we see in Fig. 6 a reduction in the
time-average order parameter for the �5 and �29 boundaries
which begins at temperatures comparable to the onset of the
reduction of order seen in Fig. 5 for these boundaries. These
trends are consistent with the variation in the potential en-
ergy of the boundaries with increasing temperature shown in
Fig. 7.

The time averaging required to generate Figs. 5–7 hides
an interesting aspect of the disordering process. Animations
of the dynamical simulations of the �5 boundary show that
A units may transform into B units and vice versa. This hap-
pens because A and B units are remarkably close to each
other structurally: just two atoms have to move by approxi-
mately 1.2 Å to change one unit into the other. In addition, A
and B units may disorder temporarily before subsequently
reordering as either A or B units. Thus the ground-state struc-
ture of the �5 boundary fluctuates into other ordered states
with higher potential energies. Some of the new ordered
states are closely related to the metastable higher energy
states we found at 0 K for �5 boundaries comprising 2�2
primitive cells in Ref. 4. The temperature-induced disorder-
ing process is dynamical: a given patch of the boundary fluc-
tuates between ordered and disordered states, with the fre-
quency of the fluctuations increasing approximately
exponentially, as will be shown below. This is quite different
from a picture of the disordering process involving the nucle-
ation of a permanently disordered �amorphous or liquid� re-
gion that grows with increasing temperature, eventually con-
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suming the entire boundary. The dynamical disordering
process in the �29 boundary is similar to that in the �5
boundary, although the tendency for structural units to trans-
form into each other is more limited, and A units are virtually
absent at all temperatures in the �29 boundary. For the �25
boundary A and B units undergo similar transformations as in
the �5 boundary. The crystalline patches between the screw
dislocation cores remain stable to the melting point, which
explains the behavior of this boundary seen in the figures.

To characterize further the dynamical nature of the disor-
dering process we have determined average lifetimes of
structural units as a function of temperature, see Fig. 8. We
see that the lifetimes decrease rapidly with increasing tem-
perature, and tend towards 10 ps at the melting point. This
confirms that structural units are present at all temperatures
up to the melting point. Even though structural units have
increasingly transitory existences with increasing tempera-
ture, the boundary returns to them at all temperatures up to
the melting point. It is as if the boundary retains a memory of
its ordered configurations throughout the disordering process
up to the melting point.

Having distinguished between ordered and disordered re-
gions of a GB, and noted their transitory existences, we seek
to characterize them further. Disordered regions and ordered
regions coexist in the boundary and one may wonder how
much these “disordered” regions resemble amorphous or su-
percooled liquid silicon. We address this question in two
ways, one structural the other physical.

In Fig. 9 the time-averaged widths �� of the distributions
of bond angles to atoms in the disordered and ordered re-
gions have been plotted. �� is larger for the disordered than
the ordered regions, which is consistent with disordered re-
gions corresponding to larger deviations from the crystalline
state. The disordered regions in the �29 and �5 boundaries
have similar values of �� suggesting these regions are struc-
turally similar. The disordered regions in the �25 boundary
have a smaller �� than those in the �5 and �29 boundaries at

all temperatures, as expected for screw dislocations confined
by regions of elastically strained crystal. The ordered regions
of the �25 and �5 boundaries have very similar spreads of
bond angles, which is consistent with them both being
formed from A and B units �it will be recalled that the elas-
tically strained perfect crystal regions in the �25 boundary
are excluded from the boundary because the order parameter
is greater than 0.7�. The ordered regions in the �29 boundary
have higher values of �� than ordered regions in the other
two boundaries, consistent with the higher energy of the
former boundary.

The curve of �� for low density amorphous silicon shows
a marked kink at T /TM �0.7 which we interpret as the onset
of a continuous glass transition in low density amorphous
silicon to low density supercooled liquid silicon. Evidence
for such a transition has been found experimentally.11 At
temperatures above T /TM �0.7 the value of �� for low den-
sity supercooled liquid silicon is significantly greater than
that for any boundary disordered regions. It follows that the
disordered boundary regions at temperatures above T /TM
�0.7 are not structurally similar to low density supercooled
liquid silicon.

The structural distinctions between disordered and or-
dered boundary regions, and between disordered boundary
regions and low density supercooled liquid silicon, are sup-
ported by the physical characterization of these regions based
on the atomic diffusivities. In Fig. 10 we have plotted the log
of the in-plane self-diffusivities of ordered and disordered
regions of the three boundaries against the inverse tempera-
ture. The diffusivities in bulk low density supercooled liquid
�high T� and in amorphous Si �low T� have also been plotted
for comparison. We see that the diffusivities of all boundary
regions are significantly less than that of low density amor-
phous silicon at low temperatures and supercooled liquid
silicon at high temperatures. This indicates that the atomic
mobilities in the disordered boundary regions are never as
high as those in bulk amorphous and supercooled liquid sili-
con.
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There is a marked difference between the diffusivities of
the ordered and disordered regions especially at high tem-
peratures. The disordered regions of the �29 and �5 bound-
aries have similar diffusivities, and they become indistin-
guishable as the temperature approaches TM. The activation
energies and the preexponential factors of the diffusivities
are given in Tables I and II.

IV. DISCUSSION

We have sought to define the degree of order in a GB in
two ways. First, the bond orientational order parameter3,8

provides a quantitative and continuous measure of the degree
of order of the environment of an atom. It does so by calcu-
lating the correlation between the orientations of the bonds to
the nearest neighbors of the atom and the orientations of
bonds to the next nearest neighbors. It has been used here to
distinguish between environments of atoms in the GB core
and in the perfect crystal, and thus to distinguish between
“GB atoms” and “crystal atoms.” Second, we have identified
structural units which make up the three boundaries at 0 K.
These structural units enabled us to identify GB atoms as
being either “ordered” or “disordered,” as described in Sec.
II. The fraction of GB atoms that are ordered is a measure of
the partial order of the boundary and it has been plotted in
Fig. 5 as a function of temperature.

We have presented properties of �25, �5, and �29 �001�
twist boundaries in Si at temperatures ranging from 0.6TM up

to TM. The expansion �Fig. 3�, the width �Fig. 2�, the fraction
ordered �Fig. 5�, the order parameter �Fig. 6�, and the aver-
age potential energy �Fig. 7� all indicate that the large angle
GBs ��5 and �29� undergo continuous transitions that start
at around 0.7–0.8TM. Since the widths of these boundaries
appear to diverge at TM the transition is of type 2. However,
both the widths of the bond angle distributions �Fig. 9� and
the diffusivity �Fig. 10� indicate that the structures of these
boundaries transform into something that may not be de-
scribed as low density supercooled liquid silicon. In Fig. 4
we see that at temperatures between 0.6TM and TM the den-
sities of the boundary cores are less than, or only slightly
greater than, that of crystalline silicon. These results are in
marked conflict with those obtained by Keblinski et al.6 for
the �29 �001� twist boundary in Si. The principal reason for
this difference is that at 0 K our �29 boundary structure is
more ordered and it has a smaller energy4 than the 0 K con-
figurations obtained by Keblinski et al.6 The difference in the
degree of order in the boundary structures at 0 K is so large
that it leads to qualitatively different mechanisms in intro-
ducing disorder into the boundaries when heated.

When the �25 boundary is heated to the melting point the
ordered fraction remains finite �Fig. 5�, the boundary expan-
sion decreases gradually �Fig. 3�, the average bond orienta-
tional order parameter �Fig. 6�, and the density of the GB
core �Fig. 4� change very little. The boundary width in-
creases gradually on heating without diverging close to TM.
When melting occurs at T=TM it is initiated at the free sur-
faces. One might wonder whether there is any transition at
all at this boundary on heating, but there is a marked change
in the diffusivity parameters at high temperatures, as seen in
Fig. 10, and the average potential energy begins to increase
more rapidly at about 0.8TM �Fig. 7�. We believe, therefore,
that this is an example of a type 3 transition.

On heating these boundary structures we find that struc-
tural disorder is introduced through fluctuations between dif-
ferent locally ordered states and between locally ordered and
disordered states. These transitions between different local
atomic configurations are the source of the increase in the
configurational entropy of the boundary. We emphasize that
the disordering mechanism is quintessentially time depen-
dent.

The diffusivities �Fig. 10� of atoms in disordered environ-
ments of the �5 and �29 boundaries are significantly smaller
than that of bulk low density liquid or amorphous Si, and
these diffusivities appear to converge only at the melting
point. Together with the data on the widths of the bond angle
distributions in Fig. 9 this provides evidence that the bound-
ary structure does not transform into a low density super-
cooled liquid when it disorders at any temperature below TM.TABLE I. Activation energy Ea and prefactor ln�D0� for the

diffusivity of disordered atoms.

T /TM Ea �eV� ln�D0��ln�Å2 /ns��

�25 0.90–1.0 3.8±0.09 21.2±0.4

�5 0.75–1.0 3.1±0.04 19.1±0.2

�29 0.75–1.0 3.4±0.08 20.1±0.5

�25 0.60–0.80 0.2±0.2 −3.6±1.3

TABLE II. Activation energy Ea and ln�D0� for the diffusion
constant of ordered atoms, where D0 is the preexponential factor.

T /Tm Ea �eV� ln�D0��ln�Å2 /ns��

�25 0.75–1.0 3.2±0.2 16.1±1.3

�5 0.75–1.0 1.9±0.05 8.8±0.3

�29 0.75–1.0 2.5±0.3 12.2±1.5
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FIG. 10. The diffusivities of ordered and disordered regions of
the �25, �5, and �29 boundaries. The diffusivity of bulk low den-
sity amorphous and supercooled liquid Si is also shown.
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There is an increase in both the activation energy and acti-
vation entropy, which is contained in the preexponential fac-
tor, for diffusion in the disordered regions of �5 and �29
boundaries at T=0.7TM −0.8TM. This implies a change of
mechanism of diffusion to one involving coordinated move-
ments of groups of atoms at higher temperatures. For ex-
ample, it is possible that it coincides with a transition from
atomic transport in disconnected disordered islands to trans-
port in a percolating network of disordered regions that al-
lows atoms to move greater distances. For the �25 boundary
there is a similar increase of activation energy and activation
entropy for diffusion at higher temperatures.

The roughening transition at free surfaces and grain
boundaries is also characterized by thermal fluctuations of an
underlying ordered structure that result in an increase in the
boundary width. It is also not a premelting transition,1 and is
primarily characterized by the disappearance of facets on
heating. It is only by investigating nearby boundaries in the
inclination range that we could determine whether there are
facets in the Wulff body at the �001� twist boundary inclina-
tions and that these facets disappear on heating. We have not
carried out such simulations.

The transitions we have seen at the �5 and �29 �001�
twist boundaries bear some similarities to those discussed by
Vitek et al.12 They showed how sequences of different struc-
tural units at symmetric �210� and �310� tilt boundaries could
be obtained by removing atoms, thus creating structures with
periodicities larger than the primitive cell of the coincidence
site lattice. In the limit these structures may become nonpe-
riodic, but they still display short-range order because every-
where they are locally characterized by a small number of
defined structural unit configurations. At absolute zero these
boundary configurations may have very similar energies, giv-
ing rise to the concept of multiplicity of structures.13 At low
temperatures it was envisaged that ordered sequences of
structural units would exist. As the temperature is raised the
populations of structural units that may appear in a particular
boundary was predicted12 to change to minimize the bound-
ary free energy. It was envisaged that in general these
changes would be effected by variations in the vacancy con-
tent of the boundary. Although we have found that removal
of atoms from twist boundaries is crucial for obtaining
ground-state structures of these boundaries, our simulations

of heating these boundaries to TM are carried out at constant
number of atoms in the boundary. In principle atoms could
be exchanged between the boundaries and the free surfaces
in our simulations, but in practice the free surfaces are too far
from the boundaries for this to occur over the duration of our
molecular dynamics simulations. In reality boundaries usu-
ally do have the freedom to exchange matter with the adjoin-
ing crystals, as envisaged in Ref. 12. A simulation that al-
lowed this more realistic exchange of matter during
annealing would require a grand canonical Monte Carlo ap-
proach, as in Ref. 14.

V. CONCLUSIONS

�001� twist boundaries in silicon display elements of
structural order at all temperatures up to the bulk melting
point. There is no premelting and no transition to an amor-
phous state on heating.

For two large angle twist boundaries continuous disorder-
ing transitions are seen, resulting in complete disorder only
at the bulk melting point. These transitions are effected
through local fluctuations between ordered and disordered
states of the boundary, the frequency of which increases with
temperature. However, even at temperatures just below the
bulk melting point well defined structural units have a tran-
sitory existence for some 10 ps. These boundaries retain a
memory of their low temperature states even at temperatures
just below TM. Greater structural order is retained at all tem-
peratures in the small angle twist boundary, although there is
evidence of a continuous structural transition below TM,
which nevertheless results in a finite boundary width at all
temperatures up to TM.
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