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We present an efficient method to solve the impurity Hamiltonians involved in dynamical mean-field theory
at low but finite temperature based on the extension of the Lanczos algorithm from ground state properties
alone to excited states. We test the approach on the prototypical Hubbard model and find extremely accurate
results from 7=0 up to relatively high temperatures up to the scale of the critical temperature for the Mott
transition. The algorithm substantially decreases the computational effort involved in finite temperature

calculations.
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I. INTRODUCTION

Strongly correlated electron systems have received a great
deal of attention in the past 20 years, owing to the interest in
classes of materials such as high temperature superconduct-
ors or heavy fermions. Some of the striking properties of
these materials such as strong mass renormalizations, Mott
insulating phases, or unconventional magnetic properties are
clearly due to the correlation between electrons, an aspect
ignored, or poorly taken into account in conventional band
theories. This has led to the development of an entirely new
field and of new theoretical schemes and techniques. Among
those, dynamical mean-field theory! (DMFT) has emerged as
one of the most powerful, both for model Hamiltonians and
as a way to take correlations into account in realistic elec-
tronic structure calculations.”

Within DMFT, spatial correlations are frozen, while local
quantum dynamics is fully preserved, as it happens in the
infinite coordination limit, where DMFT becomes indeed the
exact theory. Under this approximation, a lattice model finds
an effective description in terms of an impurity model in
which an interacting site hybridizes with an effective bath of
free electrons. The mapping onto the impurity model is en-
forced by a self-consistency condition® which contains the
information about the original lattice. The self-consistency
equation, as we will see, connects the hybridization function
of the impurity model to the local Green’s function. There-
fore, we can solve a lattice model within DMFT once we are
provided with a method to solve the impurity model and
compute the Green’s function. The Anderson impurity model
(AIM), albeit much easier to solve than the original lattice
model, is still a nontrivial many-body problem whose solu-
tion requires either approximations or the use of numerical
methods. Both “exact” numerical methods [exact diagonal-
ization (ED),* quantum Monte Carlo® (QMC), and the re-
cently introduced continuous-time version,® numerical renor-
malization group’ (NRG), etc.] and approximate “analytical”
methods (iterated perturbation theory,® the noncrossing
approximation® and its slave-rotor extensions,” the self-
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energy functional method,'® and others) have been success-
fully employed. However, most methods have limitations
confining them to either a specific regime (e.g., high tem-
peratures) or to the investigation of specific physical aspects
(e.g., low-energy quantities). In particular, focusing on nu-
merical methods, Hirsch-Fye QMC is well suited for rela-
tively high temperatures (and weak to intermediate correla-
tions), while ED based on the Lanczos method has been up
to now used only for 7=0. The NRG, which uses Wilson’s
scheme to solve the AIM,” is perfectly suited for an ex-
tremely accurate determination of the low-energy part of the
spectra at zero temperature, but it is slightly less accurate on
the high-energy part of the spectrum and for finite tempera-
tures. There is no established reliable tool to deal with the
regime of finite but very low temperature, which is particu-
larly relevant in correlated systems in which very small en-
ergy scales arise, leading to subtle effects (such as spectral
weight transfers) when the temperature is turned on. The aim
of this paper is to introduce a simple modification of the
Lanczos strategy in order to treat the low-temperature regime
accurately and with a reasonable numerical effort. We em-
phasize that our approach is different from the finite-
temperature Lanczos method developed by Jaklic and
Prelovsek!! and Aichhorn er al.,'? which is built as a tool to
use ED at any temperature, but it is in principle exact only at
T=0 and in the large temperature limit. Our method is in-
stead designed to treat the very low-temperature regime with
the same accuracy of T=0, while it cannot be pushed beyond
some model-dependent temperature without spoiling the ra-
pidity of the Lanczos algorithm and thus without almost re-
covering the computational heaviness of the full diagonaliza-
tion of the Hamiltonian.

As we anticipated, the DMFT method maps a lattice
model onto an effective impurity model that we can write as

HAIM = E 810.6170,6110. + 2 Vhr(fj;a](r + a;(;f(r) + Hat~ (1)
lo lo

In this expression, f| and a; are creation operators for fer-
mions in with spin o associated with the impurity site and
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with the state / of the effective bath, respectively. For sim-
plicity, we consider a single band model, but the formalism is
easily extended to multiorbital models. H, is the on-site
(atomic) part of the original lattice Hamiltonian, which con-
tains the interaction terms. For the Hubbard model, H,
:sf(n{ +n{)+Un/;n{, and Eq. (1) is an AIM. A fundamental
quantity is the so-called dynamical Weiss field gg‘ (w), which
describes the noninteracting part of the effective model, and
it is related to the Anderson parameters V,, and g, by the
relation

N,

s 2
—1/. . 2 |Vl |
gO (lwn Slw,+ p— N (2)
=1 t0, — &
Introducing the impurity Green’s function

G(1)=—(T,c(nc’(0)) and its imaginary-frequency Fourier
transform G(iw,), we can extract the impurity self-energy,

S(iw,) =Gy \(iw,) - G (iw,), 3)

which within DMFT coincides with the local component of
the lattice self-energy.

The self-consistency equation which establishes the
equivalence between the lattice and the impurity models de-
pends on the noninteracting density of states D(e) of the
original lattice,

D(e)
i, +pu—e-2(iw,)

Gliw,) = f de (4)
For an infinite-coordination Bethe lattice with semicircu-
lar density of states of bandwidth 2D, Eq. (4) reads

D2
Go'iw,) = i@, + p==~Gliw,). (5)

A practical solution of DMFT consists of an iterative so-
lution of the impurity model. Starting from a given choice of
the Weiss field, the impurity Green’s function has to be com-
puted with some “impurity solver.” The knowledge of G al-
lows us to compute X from which exploiting the self-
consistency condition [Eq. (4)], one finds a new Weiss field.
The process is then iterated until convergence.

Let us now briefly recall the basic idea behind using ED
as an impurity solver in the DMFT context. ED requires a
truncation of the sums over [ in Egs. (1) and (5) up to a finite
value N, the exact hybridization function being recovered in
the limit N,— o0. The accuracy of this method thus relies on
how closely one can reproduce an infinite-N, bath with a
finite-N; one. To be concrete, our discretized impurity model
reads exactly as Eq. (1), with a small value of N, We can
view this as a finite number of “sites,” each directly hybrid-
ized with the impurity, in the so-called “star” geometry.'> At
every iteration, once g(;l is obtained through the self-
consistence equation, the new set of Anderson’s parameter is
obtained through a fitting procedure, where a functional dis-
tance between the ggl coming from Eq. (5) and a discretized
version is minimized. In this work, we minimize the function
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where GVs is the inverse of the discretized version of the
Weiss field, the norm |-+ is the square root of sum of the
squares of the differences of the real and imaginary parts,
and W(iw,) is a weight function. In this work, we take the
flat function W(iw,)=1, but more selective functions can be
useful for specific problems. For example, one can give more
weight to small frequencies using W(iw,)=1/w,.'* The trun-
cation error measured by Yy is the only systematic error in the
ED solution of DMFT. As shown in Ref. 1, y decreases
exponentially by increasing the number of levels N, so that
relatively small numbers provide accurate information. The
method is also able to provide real-frequency quantities
without the need of analytical continuation tools, even if the
spectra are necessarily discrete due to the discreteness of the
effective model. Nevertheless, much information about
single particle and optical spectra can be obtained, mainly as
far as the evolution of spectral weight is concerned.'”

In order to access finite temperature properties, one needs
in principle the full spectrum of the system. Therefore, the
size of the matrix to be diagonalized (4Vs*! X 4¥s*1) poses
severe limitations on the values of N, which can be handled.
Even using all the symmetries of the Hamiltonian, one can
hardly go beyond N =5,6 using full diagonalization. Ac-
cording to Eq. (5), when self-consistency is achieved, the
hybridization function of the bath is proportional to the local
Green’s function for a Bethe lattice. Therefore, a rough ap-
proximation of the bath for small N; is equivalent to a poor
description of G(iw).'® This is expected to be more relevant
at low temperature, where the Green’s function is more struc-
tured, while at high temperature, some structures can be
broadened and eventually washed out. Notice that, nonethe-
less, the value of the energies of the Anderson impurity
model can adjust and, in particular, their value can become
arbitrarily small, as well as the weights can vanish. In this
way, the method is able to describe, e.g., the Mott transition,
where the Fermi-liquid coherence energy goes to zero. It is
therefore desirable to increase N, in order to obtain a reliable
description of the low-temperature region. A standard way to
increase N, is to replace a full diagonalization with the Lanc-
zos algorithm.'” In this method, one builds an orthonormal
basis in the subspace spanned by the vectors |¢), H|®),
H?|$), ..., HM| @), where |¢) is an arbitrary initial state with
nonzero overlap to the ground state. One can see that in this
basis, the Hamiltonian becomes tridiagonal and that even
severely truncating the basis (i.e., limiting the number of
states in the Lanczos basis N,), the lowest-lying states con-
verge to the exact ones very quickly as a function of N,. In
practice, the ground state is very well converged already for
basis of the order of N;,~ 100 even for huge matrices of size
of the order of millions. Further increasing N, the low-lying
excited states gradually converge with a speed which basi-
cally depends on the energy distance between those states.
More care has to be taken to properly handle degenerate
states and their multiplicity, as we briefly discuss in Sec. I B.

Due to these convergence properties, this method has
been up to now used mainly for the investigation of zero-
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temperature properties, for which only the ground state vec-
tor needs to be determined. Nevertheless, Lanczos diagonal-
ization can in principle still be used at finite (but low
enough) temperatures, for which just a few low-lying states
are needed to describe the system. In this work, we demon-
strate that such an extension of the Lanczos algorithm can be
used successfully in the DMFT context. The next section
describes our approach.

A. Extension to finite temperature

As we anticipated previously, we present here a rather
straightforward extension of the Lanczos scheme to finite
temperature, in which a small number of excited states of the
Hamiltonian matrix are computed.

We first show that the relevant quantities of the AIM can
be expressed as a sum over the eigenstates of the Hamil-
tonian, each with a Boltzmann factor which weighs it ac-
cording to the energy distance from the ground state. Thus,
the sums can be truncated to a finite number at low-enough
temperatures. This observation is trivial for the partition
function Z=3,¢ PEn. For the impurity Green’s function, we
start from the usual spectral representation,

1 |<m|f*|n>|
ZEE -E, -

m,n

Gyliw,) = e Pl (7)

in which |n) and E, are eigenvectors and eigenvalues of
H - This can be recast in the form

2 e PEnG (iw,), (8)

m

Gyliw,) =

where

2 1|2

ng)(iwn) — E |<"|fo|m>| + 2 |<n|fg|m>| )
. E,-E,—iw, “, E,-E,-iw,
The “partial” Green’s function GE:”)(iw,,) involves creating
(or destroying) a particle into state |m). It can be readily
calculated from |m) alone, without knowing the whole spec-
trum spanned by |n), just like the T=0 Green’s function
[which is simply fo)(iwn)] can be computed from the
ground state.'® The exponential factor in Eq. (8) indicates
that at large enough B only a small number of eigenstates
needs to be calculated, and the sums can be limited up to n
=Nyep- Every other spectral quantity, e.g., the dynamical spin
susceptibility, can be cast in an analogous form exploiting
the Lehmann spectral representation.

The calculation of a few excited states (and hence inves-
tigating very low temperatures) is obviously possible, even if
it is not as straightforward as the evaluation of the pure
ground state. What is far less obvious is whether a reason-
ably manageable number of states is enough to access the
temperature range in which the physical properties of the
system start to deviate significantly from 7=0 (e.g., reaching
the Fermi-liquid coherence scale in the correlated metal).
The answer to this question depends on the model and on the
range of parameters since it is mainly connected with the
level spacing in each subsector with given quantum numbers.
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In this work, we address this question using as a benchmark
test the half-filled Hubbard model. This amounts to itera-
tively solve the AIM [Eq. (1)], computing the Green’s func-
tion, and determine from it a new set of parameters ¢, and V;
by minimizing the difference between the two members of
Eq. (5). Then the new AIM is solved and the procedure is
iterated until convergence.

We demonstrate that the finite-7' Lanczos procedure can
be applied quite successfully to the investigation of the Mott
transition region at finite temperature. Our main results are
the following. (i) The method allows us to easily solve the
model for N,=6 at a considerably lower computational cost
than full diagonalization. (ii) Within finite-7 Lanczos, larger
values of N; (N;=8,9 and in principle the same values that
are accessible at 7=0) can be used, which require a huge
computational effort using the standard full ED, where the
Hamiltonian is fully diagonalized. (iii) Using N,=8, we can
draw the phase diagram of the Mott transition up to tempera-
tures close to the Mott transition point at a reasonable com-
putational cost (i.e., keeping a relatively small number of
states).

We finally briefly comment on the difference between our
use at finite temperature of the standard Lanczos algorithm
and the well established finite-temperature Lanczos method
developed by Jaklic and Prelovsek.!" The method discussed
in Refs. 11 and 12 is an ingenious modification of the Lanc-
zos algorithm, in which the thermal averages are obtained as
averages over random samples of shortened Lanczos chains.
The original version of the method!' provides remarkably
good results in the relatively high-temperature regime, but it
is not particularly efficient at low temperatures, and modifi-
cations have been proposed to overcome this limitation.!? On
the other hand, our method is precisely built to provide ba-
sically exact results for low temperature, and it certainly
breaks down (or becomes infeasible) at some temperature.
Thus, the two approaches are basically complementary.

B. Control of the approximation

Since the main limitation of the Lanczos method comes
from memory requirements, our finite-7" implementation can
in principle solve matrices of the same size as for 7=0. In
practice, the evaluation of excited states naturally slows
down the method, ultimately limiting the number of states
we can handle. Notice that the computation of excited states
does not only require a larger number of Lanczos steps, but it
is further plagued by a loss of orthogonality in the Lanczos
basis, which gives rise to the so-called “ghost states,” i.e., to
replicas of the converged vectors with small weight. Differ-
ent procedures have been devised to overcome this problem,
mainly based on selective reorthogonalization.!” This neces-
sary complication of the algorithm leads to an increase of
computational time, which depends on many details of the
spectrum.

We finally mention a potential limitation of the present
approach, which descends from the relative capability of the
Lanczos method to handle degenerate states. It is not difficult
to realize that if the matrix we try to diagonalize has a de-
generate spectrum, the algorithm is not able to separate the
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FIG. 1. (Color online) Imaginary part of the local Green’s func-
tion on the Matsubara axis for different values of Ny, compared
with the full diagonalization of the Hamiltonian matrix for N;=6
and B=50/D. The left panel shows U=2.4D and the right one U
=2D.

different states and to properly determine the multiplicity.
The simplest way to avoid this problem is to implement all
the symmetries of the Hamiltonian and to diagonalize inde-
pendently the Hamiltonian matrix in each symmetry subsec-
tor. In this case, all the degeneracies associated with those
symmetries cannot plague the calculation, as the degenerate
states will appear in separated subsectors. Therefore, only the
errors arising from accidental degeneracies can affect the ac-
curacy of our calculation. At least in the case we discuss
here, we hardly encounter any measurable effect of such de-
generacies, even if we cannot completely rule out such ef-
fects in other models.

Our approach has two sources of error, whose effects can
be minimized in a partially conflicting way. The first is the
standard discretization of the Weiss fields, measured by the
value of the distance y defined in Eq. (6), which is more
relevant for low temperature, and the second is the truncation
in Eq. (7), which will obviously be more and more relevant
as T is increased.

We start by discussing the effect of the second kind of
truncation since the first has been already discussed in the
literature, and it has been shown to be rather benign.! We
show results for the paramagnetic half-filled Hubbard model,
and we compare G(iw,) (we drop henceforth the spin index)
obtained from full diagonalization of the Hamiltonian matrix
for Ny=6, which is basically the maximum size which can be
treated with full ED, with our results for different values of
Niepe for a relatively high temperature 7=1/8=1/50. It is
important to underline that N, is the total number of states
in the full Hilbert space. Obviously, the states will belong to
different subsectors with given quantum numbers. This
means that in each subsector the number of converged states
will be significantly smaller, hence the calculation relatively
fast. The comparison, reported in Fig. 1, clearly shows that
the convergence of our method as a function of Ny, is ex-
tremely fast, and the results are indistinguishable from the
exact ones already for Ni,,,=10-20. Lowering the number
of kept states, the result approaches the 7=0 one. We notice
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FIG. 2. (Color online) Imaginary part of the local Green’s func-
tion on the Matsubara axis from finite-7 ED (N,=8 and Nj,,,=40)
and Hirsch-Fye QMC (Ref. 19) for 8=60 and U=2D.

that the results converge fast to the exact ones irrespective of
the value of the interaction, even in a “difficult” case such as
U=2.4D, for which the 7=0 solution is a metal while the
system is insulating at T=1/50 (convergence is much
smoother at, e.g., U=2.0D). The inclusion of a few excited
states is therefore enough to qualitatively modify the physics
of the system. It is important to emphasize the significantly
lower computational time of our method, in comparison to
the full diagonalization. In our implementation of the selec-
tive reorthogonalization, we gain a factor of ~10 for Ny,
=20 and ~20 for Ny,,=10 with respect to full diagonaliza-
tion (the precise numbers depend on many details of the
spectrum). In practice, the method only introduces a factor of
around 3 for N,,,=20 in the computational time with respect
to T=0 ED, so it still substantially faster than QMC methods.
This benchmark of our approach allows us also to determine
a criterion for stopping the inclusion of excited state. We
define a “difference” introduced by the inclusion of the nth
state, as D, =X, |G"~G""'| [G" being the Green’s function
obtained by including Ny,,,=n states, i.e., n terms in the sum
in Eq. (8)] and stop when this distance becomes smaller than
a given tolerance, whose value can be extracted from the
comparison with full ED for N;=<6 and exported to larger N,
values where the full ED is not feasible. This is a first indi-
cation that perfectly affordable calculations provide essen-
tially exact results from 7=0 up to finite temperatures of
physical interest. In particular, we used our method for N,
=8, where the size of the Hilbert space inhibits, or makes
extremely heavy, the full diagonalization of the Hamiltonian.
The results, reported in Fig. 2, are definitely satisfactory. The
Green’s function obtained with our method for U=2D, 8
=60, and Ny,,,=40 is basically indistinguishable from QMC
solution for the same physical parameters.

II. RESULTS

In order to prove that our algorithm works in a wide range
of parameters, we now draw a phase diagram for N;=8 and
Niepr=40. This relatively high number of excited state has
been chosen according to the criterion discussed previously.
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FIG. 3. (Color online) Phase diagram for the Mott transition in
the paramagnetic sector obtained through finite-temperature ED
with N;=8 and Ny, =40, compared with previous estimates by nu-
merical renormalization group of Ref. 20 and quantum Monte Carlo
of Refs. 21 and 22. The ED curves are stopped at the highest tem-
perature where the chosen number of states determined a negligible
truncation error.

More precisely, we obtain D,y <1078 for the highest tem-
perature we consider, 7=0.02W, and obviously even smaller
values for the lower temperatures. We notice that a larger
number of states has to be used here with respect to N;=6
due to the larger Hilbert space. The scenario for the Mott
transition in the paramagnetic sector in the Hubbard model is
now well established. Two distinct solutions exist, with me-
tallic and insulating characters. The former exists for U
smaller than a temperature-dependent value U, (7T), and the
latter for U> U, (T). At T=0, the transition is of second
order and takes place at U=U,(0), while it becomes of first
order at finite temperature. The coexistence region U, <U
< U,, shrinks as the temperature is increased and closes at a
critical temperature T,, where the first-order line ends in a
critical point. From a practical point of view, it turns out
easier to determine the numerical value of U.(T) line by
computing the local spin susceptibility, a quantity which dra-
matically changes at the transition point from a Pauli-like
susceptibility in the metal to a large (1/7) value associated
with local moments in the insulator. This is physically related
to the increase of the effective mass when the metallic be-
havior is lost. The characterization of U,;(T) requires more
care. While, like U, (T), this line is associated with the dis-
appearance of a metastable solution, there is no obvious
quantity with a critical behavior when this line is ap-
proached. In practice, at each 8, we moved from large to
small U with extremely small steps until the insulating solu-
tion disappears. Figure 3 presents our results for this phase
diagram, and a comparison with the numerical renormaliza-
tion group results of Ref. 20 and the QMC results of Refs. 21
and 22, which are used as references of popular methods
used to study the Mott transition. We did not add the results
of other approaches (self-energy functional, continuous-time
Monte Carlo, etc.) in order to make the figure more readable,
and we emphasize that the aim of this comparison is to prove
the ability of our approach to study finite-temperature prop-
erties accurately rather than a detailed comparison with dif-
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FIG. 4. (Color online) Inverse quasiparticle lifetime 1/7 for
N,=7 as a function of square temperature for the displayed values
of the correlation strengths. The linear behavior in 7 characteristic

of the Fermi liquid is apparent, with a slope that increases with
U/w.

ferent approaches. The reported data clearly show that our
method not only reproduces the Mott transition scenario at a
qualitative level but also provides results in extremely good
quantitative agreement with established methods. In particu-
lar, our method is extremely close to NRG at low tempera-
tures, where this approach is basically exact, and it is in very
good agreement with QMC at higher temperature, where the
latter method becomes accurate. Our method therefore accu-
rately bridges between the most popular well established im-
purity solvers and allows us to span a sizable region of the
phase diagram with good accuracy with a single approach.
We find that N,,,,=40 produces a negligible truncation error
up to B=50, where our solution is still in extremely good
agreement with previous results. Unfortunately, it is appar-
ently difficult to get closer to the Mott endpoint, where the
number of states needed to get a reasonable accuracy be-
comes larger and larger due to the critical fluctuations which
tend to diverge as the critical point is approached. In prin-
ciple, one gets a Mott endpoint also with 40 states, but the
large truncation error suggests us not to plot the data around
this point, where the method becomes less reliable, at least
quantitatively.

A confirmation of the ability of our method to accurately
describe the low-temperature regime, we calculated the in-
verse lifetime of the quasiparticles /7
=Z,,lim, o Im 2(iw), where Z,,=[1-dRe 2(w)/dw]™" is
the quasiparticle weight. It has been shown that the metallic
phase of the Hubbard model studied in DMFT is a Fermi
liquid. According to Landau Fermi-liquid theory, 1/ 7 has to
be proportional to 77 at low temperatures, with a coefficient
which increases as we approach the Mott transition. Our
method correctly reproduces this behavior with limited com-
putational effort, as shown in Fig. 4. This result is not easily
accessible to standard methods, and it shows precisely the
main virtue of our approach, which works at its best in the
low-temperature regime, where Fermi-liquid behavior and
possible violations are directly and unambiguously detect-
able.
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III. CONCLUSIONS

We have shown that a finite-temperature extension of the
Lanczos algorithm can be successfully applied to the solu-
tion of the self-consistent impurity model appearing in
DMEFT. The inclusion of a few excited states allows for a
reliable description of the physics up to temperatures of the
order of the Mott critical endpoint with a relatively small
increase of computational cost with respect to the well-
established 7=0 exact diagonalization. The method allows
for a computationally cheap investigation of single-band
models with extreme accuracy at very low temperatures,
where the Fermi-liquid behavior and its possible violations
can be investigated unambiguously. Furthermore, the present
approach opens the way to the use of ED as a (small) finite-
temperature solver for more timely lines of researches, such
as cluster extensions of the DMFT?*2* and/or realistic calcu-
lations of properties of correlated materials,” at basically the
same computational cost of 7=0 studies. As we already dis-
cussed, the present algorithm has indeed the same memory
requirements as the 7=0 standard approach

We notice that despite the scaling of ED methods with the
number of orbitals (or equivalently, sites in the cluster) is not
favorable, ED has been successfully applied at 7=0 to three-
orbital models?® and to CDMFT for a 2X2 plaquette.”®
These implementations require a total number of levels of
the order of N,=12. As we discussed in Sec. I B, the present
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approach can be applied to the same size of matrices (i.e., to
the same values of N,) accessible to the T=0 method, and the
only limitation is given by the computational time that grows
in order to obtain accurate excited states. The actual increase
of total time will depend on the temperature and on the size
of the system, but our results for N;=8, where the increase
factor is around 3 for a range of temperatures that approaches
the Mott transition endpoint, are quite promising. We believe
anyway that the main use of this approach for multiorbital or
cluster models can be to elucidate the really small tempera-
ture range, which is never easy to capture with other impu-
rity solvers in the DMFT framework. This range is reason-
ably accessible with an affordable increase of computational
time for the largest systems used in CDMFT and multiorbital
DMFT.
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