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Several recent experiments revealed a change of the sign of the first harmonic in the current-phase relation
of Josephson junctions �JJs� based on, e.g., d-wave superconductors or JJs with ferromagnetic barrier. In this
situation, the role of the second harmonic can become dominant; in this case, it determines the scenario of a
0-� transition. We discuss different mechanisms of the second harmonic generation and its sign. If the second
harmonic is positive and the first harmonic changes sign as a function of any control parameter, e.g., tempera-
ture, the ground state phase changes abruptly between 0 and �. If the second harmonic is negative, the ground
state phase changes continuously passing all values between 0 and � and the realization of a so-called
�-junction is possible in the vicinity of the point where the first harmonic vanishes. We study the unusual
properties of this kind of Josephson junction such as critical currents, magnetic field penetration, plasma gap,
microwave response, and zero field steps. We also analyze the possible experimental techniques for the
observation of predicted effects.
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I. INTRODUCTION

Several modern unconventional Josephson junctions
�JJs�, e.g., s-wave/d-wave JJs,1–3 d-wave/d-wave JJs,4,5

superconductor-ferromagnet-superconductor �SFS�6–10 or
superconductor-insulator-ferromagnet-superconductor �SIFS�
JJs,11,12 etc.,13 can have a current phase relation

js = jc1 sin��� , �1�

with the critical current density jc1 changing its sign, e.g., as
a function of temperature T �Refs. 6, 7, and 12� or F-layer
thickness.10–12 A negative sign of jc1 leads to the formation
of a so-called � junction with a ground state phase �=�.14,15

Usually, the single harmonic current-phase relation �CPR� is
adequate for the description of the JJ properties; high order
harmonic terms in js��� can be omitted. However, at the 0-�
transition, jc1 vanishes and the second harmonic becomes
important. Then, one can write

js��� = jc1 sin��� + jc2 sin�2�� , �2�

see Ref. 14 and references therein.
A second harmonic with negative amplitude jc2 may result

in the formation of a so-called �-junction, i.e., a junction for
which, in the absence of a supercurrent, js=0, the phase drop
across the junction �= ±� such that 0����, see Ref. 16.

In this paper, we investigate the rich physics of JJs with a
substantial second harmonic in the CPR, especially when jc2
is negative. We discuss short as well as long JJs and propose
several experimental tests of our predictions.

The paper is organized as follows. In Sec. II, we discuss
the origin of the second harmonic in the CPR for several
types of JJs. In Sec. III, we introduce the model, derive con-
ditions for the existence of a � JJs, and discuss their proper-
ties such as critical currents, magnetic field penetration,
plasma gap, and microwave response. Section IV concludes
this work.

II. ORIGIN OF THE SECOND HARMONIC

A. d-wave superconductors

The second harmonic in the CPR was observed experi-
mentally in symmetric17,18 45° �001� tilt grain-boundary
�GB� JJs, in tilt-twist GB JJs,19 and in c-axis s-wave/d-wave
YBa2Cu3O7−Nb JJs.20 The possibility that the first harmonic
vanishes at some temperature was predicted theoretically21

and was observed in experiment.18,22

Calculations show that the intrinsic second harmonic term
for bicrystal 45° grain-boundary JJs made of d-wave super-
conductors is negative.21 For more details, turn to
reviews.14,23

Faceting. Even in the cases when the second harmonic
was observed experimentally, it was not clear whether it is
present intrinsically or it is a result of faceting or interface
roughness. In the latter case, the second harmonic appears in
the equation for the spatially averaged �slowly varying in
space� phase, which changes on a length scale much larger
than the interface roughness. The theory of this “effective
negative second harmonic” was developed by Mints et
al.24–27 and was also recently discussed in Ref. 16. In many
cases, the amplitude of the effective second harmonic �jc2�
may be comparable to or even larger than the amplitude of
the first harmonic �jc1�. Bicrystal 45° GB JJs made of d-wave
superconductors are one example of such a system where a
�-junction may appear. Here, the so-called splintered vorti-
ces were observed.5

B. Superconductor-ferromagnet-superconductor or
superconductor-insulator-ferromagnet-superconductor

junctions

Next, we consider SFS or SIFS junctions. Often, their
CPR is sinusoidal only near Tc.

28 At low temperatures, the
higher harmonic terms become more and more important.
The calculations of the CPR in SFS JJs in the clean limit
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indeed reveal a strongly nonsinusoidal js���
dependence.29–31 In the dirty limit, in which most experi-
ments are done up to now, the js��� dependence becomes
almost sinusoidal when the F-layer thickness dF exceeds the
decay length of the order parameter �F1, namely,32

jc1 � exp�−
dF

�F1
�cos� dF

�F2
� , �3a�

jc2 � exp�−
2dF

�F1
� . �3b�

In the absence of spin-flip scattering �which is rather unreal-
istic� in the F-layer of thickness dF, the decay and oscillation
lengths �F1 and �F2 are equal to the characteristic length

�F =	�D

Eex
, �4�

where Eex is the exchange energy of a ferromagnet and D is
the diffusion coefficient. In the presence of spin-flip
scattering,32 �F1��F2, but such that �F1�F2=�F

2 . Namely,

�F1 = �F		1 +
�2

Eex
2 �s

2 −
�

Eex�s
, �5a�

�F2 = �F		1 +
�2

Eex
2 �s

2 +
�

Eex�s
, �5b�

where �s is magnetic scattering time. Thus, in practice, for
dF	�F1, the contribution of the second �and higher� harmon-
ics may be neglected everywhere, except for the vicinity of
the 0-� transition. At the transition point dF

0-�= �
2 �F2	�F1

�actually, it is 5–10 times larger, so one can even write
�
2 �F2
�F1�, the first harmonic term vanishes and the proper-
ties of the SFS junctions are determined by the second har-
monic term.32 A recent experimental study,10 which demon-
strates two 0→� and �→0 transitions on the Ic�dF�
dependence in a SFS JJ with a Cu0.52Ni0.48 alloy as an
F-layer, allows us to estimate �F1
1.3 nm, while the 0
→� crossover thickness dF

0-�
11 nm. This results in a very
small value of the critical current at the 0-� transition, cf.
Eq. �3�, Ic= Ic2�exp�−dF

0-� /�F1�Ic0�10−4Ic0, where Ic0

�exp�−dF
0-� /�F1� is the critical current �dominated by the

first harmonic� away from the transition, i.e., if there would
be only the decaying part of the first harmonic without os-
cillations. Therefore, the measured nonzero values for the
critical current at the 0-� transition �see Refs. 9 and 33� can
hardly be explained by an intrinsic second harmonic contri-
bution. The intrinsic second harmonic term in SFS JJs at the
0-� transition is positive.32

Inhomogeneous F-layer. Another possible mechanism of
a negative second harmonic generation in SFS JJs is the
inhomogeneity of the F-layer thickness near the 0-� transi-
tions. As a result, the JJ consists of alternating 0 and � mini-
junctions, which is similar to the case of faceted GB JJs. The
CPR in a diffusive SFS junction is described with good
accuracy by an effective �slowly varying� phase � �see
Ref. 16�,

j��� = jc1 sin��� + jc2 sin�2�� . �6�

For a long Josephson junction �LJJ� with alternating current
density �jca and jcb within regions of lengths a and b, respec-
tively�, one finds

jc1 = �ajca + bjcb�/�a + b� , �7a�

jc2 = −
1

�Ja
2

a2b2�jca − jcb�2

24�jca��a + b�2 , �7b�

where

�Ja =	 0

2��0d��jca�
, �8�

and �0d�
�0�dI+2�L� is the inductance �per square� of the
superconducting electrodes forming the JJ, see Refs. 16 and
28 for more details. Expressions �7a� and �7b� are valid when
a, b��Ja. When �jc1 /2jc2�	1, the ground state of the system
has a uniform phase �0 or ��, see below.

However, in the presence of an applied current, a spatial
modulation of the phase appears with the amplitude

�� =
1

�Ja
2

ab�jca − jcb�
32�jca�

sin��� � 1. �9�

This corresponds to the appearance of two types of fractional
Josephson vortices that are soliton solutions of the double
sine-Gordon equation.34,35 Such vortices were observed by
superconducting quantum interference device �SQUID� mi-
croscopy in 45° grain-boundary JJs.5

III. RESULTS

Let us, first, discuss typical experimental methods and
their ability to distinguish the sign of the second harmonic.

�1� The most direct technique is a measurement of the
CPR by embedding the investigated JJ in a SQUID
loop.17,18,20,36 The difficulty here is that not all types of junc-
tions can be incorporated into a SQUID with proper �L�1
values, where �L=2IcL /0 is the inductance parameter of
the SQUID and Ic is the total critical current of the JJ.

�2� Measurements of Ic vs magnetic field may reveal a
twice shorter period of oscillations, but the sign of the sec-
ond harmonic is difficult to determine.37 In fact, our simula-
tions show that Ic�H� curves for strong positive or negative
second harmonics of the same amplitude look the same for
short JJ and qualitatively the same for LJJ.

�3� Measurements of subharmonic Shapiro steps are also
quite unreliable to determine the sign of the second har-
monic, as the situation is very similar to the previous case—
subharmonic steps appear for both positive and negative jc2
and look qualitatively the same. Moreover, in JJs with non-
vanishing capacitance �Stewart-McCumber parameter �c
=2�IcR

2C /0	0�, fractional Shapiro steps appear in any
case. Nevertheless, it seems possible to extract useful infor-
mation about the second harmonic from the Shapiro step
modulation even in the presence of a finite capacitance.38

�4� The presence of a �-junction is a strong evidence for a
negative second harmonic. In a LJJ, this can be manifested
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through the existence of �splintered� fractional Josephson
vortices of two different kinds24–27 that are solitons of a
double sine-Gordon equation.34,35 The existence or motion of
such vortices may be detected experimentally using SQUID
microscopy.5

A. Model

We consider a long Josephson junction �LJJ�, where the
word “long” means that we take into account the variation of
the phase along one of the spatial coordinates, i.e., along x.
Further, it will become clear that opposite to the case of the
usual JJ with only first harmonic in CPR, there is no univer-
sal length scale at which the phase changes or at which the
weak magnetic field is screened. Moreover, depending from
the state, the characteristic scales of ��x� variation �magnetic
field screening� can be different, so that the junction can be
small if it is in one state and it can be long if in another state.
In the same time, to neglect the spatial variation of the phase
along the junction width �y direction�, we assume that the
junction is short in the y direction in all states.

The equation �often called a perturbed “double sine-
Gordon equation,” especially in the mathematical
literature34,35,39,40� which describes the dynamics of the Jo-
sephson phase in the LJJ with the second harmonic in CPR is

�xx − �tt − �sin � + g sin�2��� = ��t − � , �10�

where g�T�= jc2 / jc1 is a relative amplitude of the second har-
monic, which, generally speaking, is a function of the tem-
perature T. Subscripts x and t denote partial derivatives with
respect to coordinate and time, respectively. The coordinates
are normalized to

�J1 =	 0

2��0�jc1�d�
, �11�

where41

d� = dI + �1 coth� d1

�1
� + �2 coth� d2

�2
� , �12�

and d1,2, and �1,2 are the thicknesses and London penetration
depths of the superconducting electrodes and dI is the thick-
ness of the �insulating� barrier. The time is normalized to the
inverse plasma frequency �p1

−1, where

�p1 =
�jc1�0

2�C
. �13�

The parameter �=1 /	�c is the dimensionless damping pa-
rameter, and �= j / jc1 is the normalized applied bias current
density assumed to be uniform. In experiment, this corre-
sponds to ideal overlap geometry. Uniformity of the bias can
be improved using ground plane or by feeding the bias cur-
rent through resistive film. Further, ��x , t� describes either
the real phase when the second harmonic is present intrinsi-
cally or the phase averaged over facets for the case when the
second harmonic appears due to faceting.

The Josephson energy density �per unit of LJJ length in x
direction� is given by

U��� = �J sgn�jc1�w�1 − cos��� +
g

2
�1 − cos�2���� ,

�14�

where �J=0�jc1� /2� sets the characteristic scale of energy
density and w is the JJ width in y direction. U��� is defined
with accuracy of a constant, and this constant in Eq. �14� is
chosen so that U�0�=0. This is a natural choice for conven-
tional JJs with jc1	0 and jc2=0, as it corresponds to the
energy minimum U=0 which is reached at �=0. In our more
general case, �=0 does not necessarily correspond to the
energy minimum, but we still will use the same reference
level for U��� to avoid confusion.

B. Ground states and �-junction

Consider a uniform ground state of the system, ��x�
=const. In this case, the analysis for the LJJ reduces to the
analysis of the ground state in a pointlike JJ. Let us investi-
gate conditions at which one can obtain a �-junction,16 i.e.,
the junction for which

js��� = 0 for ��x� = const. �15�

Substituting expression �2� into Eq. �15�, we arrive at three
possible solutions,

� = 0, �16a�

� = � , �16b�

� = ± � , �16c�

where

� = arccos�−
jc1

2jc2
� = arccos�−

1

2g
� . �17�

The ground state �Eq. �16c�� corresponds to the �-junction.16

The stable solution should correspond to the energy mini-
mum, i.e.,

d2U���
d�2 =

0

2�

djs���
d�

	 0. �18�

Substituting each of the solution �Eqs. �16a�–�16c�� into Eq.
�18�, we obtain the stability conditions

jc1 	 − 2jc2, �19a�

jc1 � + 2jc2, �19b�

jc1
2

2jc2
	 2jc2. �19c�

Note that in addition to stability condition �19c�, we should
impose a condition to the argument of the arccos in Eq. �17�,
i.e.,

 jc1

2jc2
 � 1. �20�

An analysis of conditions �19c� and �20� shows that the �
ground state may be realized only for 2jc2�−�jc1�. This
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means that a �-junction can be obtained from a 0 or a �
junction with a strong negative second harmonic.

Figure 1 shows the stable uniform ground states as a func-
tion of g for �a� jc1	0 and �b� jc1�0. The ground state
diagram depends very much on the sign of jc1. Figure 1�c�
shows the regions of 0, �, and ±� ground states on the jc1
− jc2 plane.

�1� Consider the case jc1	0, see Fig. 1�a�. The state �
=0 is the ground state of the system for g	−1 /2. For
g�−1 /2, there are two degenerate ground states �= ±�, see
Eq. �17�. In addition, for g	1 /2, there is a stable state �

=� corresponding to a local minimum of energy, but its en-
ergy is larger than the energy of the ground state �=0.

�2� The case jc1�0 �� JJ� is shown in Fig. 1�b�. The state
�=� is the ground state of the system for g�1 /2. For g
	1 /2, there are two degenerate ground states �= ±�, see
Eq. �17�. In addition, for g�−1 /2, there is a stable state �
=0 corresponding to a local minimum of energy, but its en-
ergy is larger than the energy of the ground state �=�.

One may notice that the ground state diagrams shown in
Figs. 1�a� and 1�b� are very similar. In fact, one can reduce
one case to the other by a simple transformation: �→�−�,
g→−g. In fact, Eq. �10� is invariant with respect to this
transformation. In this way, a 0 JJ turns into a � JJ, and the
bifurcation point turns from g= �1 /2 to ±1 /2. Applying this
transformation twice, we go back to the initial case.

Below, without losing generality, we consider only the
case jc1	0. The results for the case jc1�0 can be naturally
obtained by employing the above mentioned transformation.

C. Critical current

When a JJ has two harmonics in the CPR, the natural
question which arises is the following: How is the measured
value of maximum supercurrent �critical current� Ic related to
the amplitude of both harmonics Ic1 and Ic2? To answer this
question, we rewrite Eq. �2� in normalized units,

���� = js���/jc1 = sin��� + g sin�2�� . �21�

Looking for an extremum of ����, we find that this extre-
mum is reached for the phase �0 such that

cos��0� =
− 1 ± 	1 + 32g2

8g
. �22�

Note that the solution with the “�” sign in Eq. �22� only
appears for �g��1 /2.

The primary �maximum� critical current is always given
by substituting solution �22� with the “�” sign into Eq. �21�,

FIG. 1. �Color online� Ground state phase as a function of g for
�a� jc1	0 and �b� jc1�0, dashed lines indicate stable states with
higher energy. �c� show the ground state of the system on the plane
jc1− jc2.

FIG. 2. �Color online� The dependences �c±�g� and their
asymptotic behavior for g→�.
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�c+�g� =
1

32�g�
�	1 + 32g2 + 3�3/2�	1 + 32g2 − 1�1/2.

�23�

This dependence is shown in Fig. 2. For small g, it behaves
as �c+�g→0�
1+2g2+O�g4�, while

�c+�g → ± �� 

1
	2

± g ±
1

16g
. �24�

For �g��1 /2, the critical current is simply given by Eq. �23�.
The physics is similar to a JJ with g=0.

For �g��1 /2, the secondary critical current appears, see
Fig. 2. It corresponds to �0 with the “�” sign in Eq. �22� and
is given by

�c−�g� =
1

32�g�
�	1 + 32g2 − 3�3/2�	1 + 32g2 + 1�1/2.

�25�

Note that �c−�g→ ±��
 −1
	2

±g± 1
16g . It is interesting that the

difference

��c = �c+�g� − �c−�g� 
 	2 �26�

is almost constant as can be seen in Fig. 2. The largest de-
viation of 8% takes place at �g�=1 /2. From Eqs. �23� and
�25�, one can see that �c±�−g�=�c±�+g�; therefore, in Fig. 2,
we show �c±�g� only for positive g.

An important question is the following: Can one observe
�c− in experiment? To answer this question, we have to con-
sider the case of negative and positive second harmonics
separately.

�1� For g�1 /2 and at �=0, the system has two stable
states �=0 �with lower energy� and �=� �with higher en-
ergy�, see Fig. 3�c�. The critical current �c− corresponds to
the “depinning” of the Josephson phase from the high energy
� state, while �c+ corresponds to a depinning from the low
energy 0 state. If initially the junction is in the 0 state, one
just measures �c+ �Eq. �23��. On the other hand, if initially
the JJ was in the � state, at �c− the Josephson phase starts
moving. Depending on damping, it may either result in a
stationary phase motion �for low damping� or the phase may
go down to the neighboring lower energy 0 state and stick
there �for high damping�. Thus, an underdamped JJ which
was initially in the � state will switch to the resistive state at

�c−, while the overdamped JJ will just switch from the �
state to the 0 state at �c− and will switch to the resistive state
only when the bias current is further increased above �c+. We
note here that the probability of finding the JJ initially in the
� state may not be very low. For example, for large g, the
ratio of the energy difference between the 0 and the � states
to the maximum barrier height goes like �U���
−U�0�� /Umax
1 /g, i.e., becomes negligible. This means
that during switching from the voltage state to the Meissner
state, the phase may stick in the � state with a probability
close to 50%. If one is able to determine experimentally both
Ic−= Ic1�c− and Ic+= Ic1�c+, one will then be able to calculate
Ic1, Ic2, and g from experimental data. For large g, this cal-
culation is straightforward:

Ic1 

�26� 1

	2
�Ic+ − Ic−� , �27�

Ic2 

�24�

Ic+ −
Ic1

	2
. �28�

�2� For g�−1 /2, the system has two degenerate stable
states �= ±�= ±arccos�−1 /2g� �� junction�, as shown in
Fig. 3�a�. The critical current �c− corresponds to the escape
of the phase from the state −� toward the state +�, while �c+
corresponds to the escape of the phase from the state +�
toward 2�−� over the large potential barrier. If initially the
JJ is in the +� state, in experiment, one observes only �c+. If
initially the system is in the −� state, then, upon exceeding
�c−, the phase moves toward the +� state and either ends up
being trapped there �typical for an overdamped JJ� or may
continue moving further switching the JJ into the voltage
state. Which of these possibilities is realized depends not
only on damping but also on the height of the potential bar-
rier which the phase should overcome to keep moving con-
tinuously. This barrier, in turn, depends on g, see Fig. 4.

A numerical study shows that the JJ with vanishing damp-
ing will not be trapped in the +� state for g�gc
−1.26. At
this value of g, the height of the barrier is equal to or smaller
than the initial energy of the phase particle, as shown in
Fig. 4.

Thus, for a sufficiently large and negative second har-
monic, one can observe two critical currents on the I-V char-
acteristic �IVC�. Actually, the typical way to trace the IVC by

FIG. 3. Josephson energy UJ of the system as a function of the phase � for three cases: �a� g=−1, �b� g=0, and �c� g=1.
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sweeping the current I from −Imax to +Imax and then back to
−Imax will most probably result only in ±Ic− to be visible. To
see +Ic+, one should sweep from 0 to +Imax, to 0, to +Imax,
etc., i.e., only the positive part of the IVC. To see −Ic+, one
should trace only the negative half of the IVC. Simulations
of the IVCs using different sweep sequences confirmed this
prediction.

D. Plasma waves

One of the unique properties of Josephson junctions is the
presence of the plasma frequency �p. In a short JJ, �p is the
frequency of the eigenoscillations of the Josephson phase at
zero applied bias current. In a LJJ, this is true only if the
phase is uniform. In general, electromagnetic waves can
propagate along the LJJ only if their frequency is above �p.
The dispersion relation ��k�=	1+k2 in a conventional LJJ
has a gap from 0 to 1. In quantum circuits, the plasma gap
��p
kBT protects the circuit from thermally excited plas-
mons. It also defines the attempt frequency during the ther-
mal escape from the zero voltage state as well as it defines
the energy level spacing in the quantum regime. Therefore, it
is important to look into the dispersion relation and the
plasma gap in the LJJ with a second harmonic in the CPR.

The derivation of the dispersion relation ��k� for plasma
waves propagating along the junction is straightforward. We
substitute the small amplitude wave solution �=�s���
+A exp�i�kx−�t�� into Eq. �10� without a damping term.
�s��� is the uniform phase, which is a solution of the static
Eq. �10�. When �=0, it takes the value of �s=0 �Eq. �16a��
for �g�� 1

2 , �s=0,� �Eqs. �16a� and �16b�� for g	
1
2 , and

�s= ±� �Eq. �16c�� for g�− 1
2 . As a result, one gets the

dispersion relation

��k� = 	�p
2�g,�� + k2, �29�

where �p�g ,�� is the plasma gap, which depends on the
ground state, the amplitude of the second harmonic g, and
the applied bias current �. In a conventional �g=0� LJJ,

�p
0�0,�� = 	4 1 − �2, �30�

where the superscript 0 stands for the ground state �=0. In
the general case, �p�g ,�� can be calculated as

�p�g,�� = 	cos��s���� + 2g cos�2�s���� . �31�

Since the static phase �s��� is a solution of the transcenden-
tal equation sin �s+g sin 2�s=�, one cannot write the ex-
plicit expressions for �p�g ,�� except for some limiting
cases. When �=0, one obtains

�p
0�g,0� = 	2g + 1 in 0 state, g � −

1

2
, �32a�

�p
��g,0� = 	2g − 1 in � state, g � +

1

2
, �32b�

�p
��g,0� =	 1

2g
− 2g in � state, g � −

1

2
. �32c�

The plot of the gap �p�g ,0� is shown in Fig. 5. The plasma
gap closes and opens again at g=−1 /2. In the vicinity of g
=−1 /2 �p

0�g ,0�=	2�, while �p
��g ,0�
2	�, where

�= �g+ 1
2 �.

The dependence of the plasma gap �p�g ,�� on � looks
qualitatively similar to Eq. �30�, but with properly renormal-
ized �p�g ,0�, see Eqs. �32�, and �c�g�, see Eqs. �23� and
�25�.

For the weakly biased ��1 state corresponding to the
ground state �s=0, one finds

�p
0�g,�� 
 	2g + 1 −

8g + 1

4�2g + 1�5/4�2, � → 0. �33�

For �→�c+, such that ��=�c+−��1, the result is

�p
0�g,�� 
 � �q + 3��q − 1�q2

16g2 �1/8
	4 �� , �34�

where we have introduced the variable

q = 	1 + 32g2, �35�

which is also used below to make formulas more compact.
For the ground state �s=�, the weakly biased state will

have the plasma frequency

FIG. 4. The Josephson potential energy U��� at �=�c−�g� for
g�gc, g=gc
−1.26, and g	gc.

FIG. 5. The gap in the linear plasma wave spectrum as a func-
tion of g.
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�p
��g,�� 
 	2g − 1 −

8g − 1

4�2g − 1�5/2�2, �36�

while in the precritical region ��=�c−�g�−��1,

�p
��g,�� 
 � �q − 3��q + 1�q2

16g2 �1/8
	4 �� . �37�

A much more interesting behavior of �p
��g ,�� is observed

for �-junctions. The behavior of �p
��g ,�� as a function of �

is shown in Fig. 6. One can see that �p
��g ,�� has a maximum

not at �=0 but at

��p
max�g� = ±

3

4
	1 −

1

64g2 , �38�

for the ±� state, accordingly.
This feature is a direct consequence of the asymmetry of

the potential well in which the phase particle is trapped in the
ground state. For comparison, this well is symmetric for 0
and � ground states.

The behavior �p
��g ,�� at �→0 can be approximated as

�p
��g,�� 
	1 − 4g2

2g
+

3

2
	 2g

1 − 4g2�

−
1

8
	 �2g�3

�1 − 4g2�5 �32g2 + 13��2. �39�

For � in the vicinity of −�c−, we define ��=�+�c− and
obtain

�p
��g,�� 
 � �q − 3��q + 1�q2

16g2 �1/8
	4 �� . �40�

For � in the vicinity of �c+, we define ��=�c+−� and obtain

�p
��g,�� 
 � �q + 3��q − 1�q2

16g2 �1/8
	4 �� . �41�

E. Josephson vortices

The Josephson vortices which may exist in LJJs with a
second harmonic can be very different from Josephson vor-
tices in conventional LJJs. For the case �g�� 1

2 , they still
resemble usual sine-Gordon kinks. For g�− 1

2 , there may be
two kinds of solitons in the system: the smaller one �1�x�
carrying the flux 1=0� /� �2� vortex� and a bigger one
�2�x� carrying the flux 2=0−1=0�1−� /�� �2�−2�
vortex�, see Refs. 16 and 24–27 for details. The shape of
these vortices is given by the following formulas:

�1�x� = 2 arctan�tanh� x sin �

2
tan��

2
��� , �42a�

�2�x� = � + 2 arctan�tanh� x sin �

2
cot��

2
��� , �42b�

and is shown in Fig. 7.
Such kinks were extensively studied in the framework of

the double sine-Gordon equation and have some very inter-
esting properties, e.g., one of them has an eigenoscillation
frequency.40

Here, we will focus our attention on the point g=− 1
2

where the transition from 0 to �-junction takes place. Let us
write a static version of Eq. �10�, i.e., the analog of a Ferrell-
Prange equation �g=− 1

2 �,

�xx = 4 sin3 �

2
cos

�

2
. �43�

From here, by multiplying with �x and integrating, we obtain

�d�

dx
�2

= − 2 cos � − sin2 � + C , �44�

where C is an integration constant. To satisfy the boundary
conditions at x→ ±� �vanishing magnetic field �x�, one
must set C=2, so that the right-hand side �rhs� of Eq. �44�
becomes equal to 4 sin4 �

2 , i.e.,

FIG. 6. �p
��g ,�� as a function of � for g=−1 and the ground

state �= +� �thick solid line�. Other lines show the approximation
of this dependence in the vicinity of �=0 �dashed line, See Eq.
�39�� and −�c− and �c+ �dashed-dotted lines see Eqs. �40� and �41��.
For the ground state �=−�, reflect all curves with respect to �=0
axis.

FIG. 7. The shape of the small and the large fractional vortices
�Eq. �42��. The Josephson energy profile U��� is shown in the right
plot and also as a grayscale background in the left plot.
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�d�

dx
� = ± 2 sin2 �

2
, �45�

Integrating, we get

��x� = ± 2 arctan
1

�x�
+ 2�n , �46�

where the � sign corresponds to solitons of positive and
negative polarity. Note that if one takes the � sign and n
=0 for x�0, then one should take the � sign and n=1 for
x	0 in Eq. �46�. One can see that the soliton tail is nonex-
ponential, namely, �
1 /x for x→ ±�.

F. Penetration of magnetic field

Let us consider the penetration of magnetic field into a
semi-infinite LJJ �0�x���. Note that �J1 �Eq. �11�� just
defines the unit length. It does not have the sense of the
magnetic field penetration depth anymore �see below�.

The phase distribution over the junction is determined by
the static version of Eq. �10�,

�xx = sin � + g sin�2�� �47�

Below, we consider the penetration of magnetic field for
three different ground states of the system.

(a) The ground state ����=0, which is realized for g	
−1 /2. In this case, the first integral of Eq. �47� is

1

2
�x

2 = �1 − cos �� +
g

2
�1 − cos 2�� . �48�

The magnetic field penetration depth can be defined as

�H =
1

H�0��0

�

H�x�dx =
0����� − ��0��

2��H�0�

= �J1
����� − ��0��

h�0�
, �49�

where the dimensionless field is defined as usual, h�x�
=�x�x�=H�x�2���J1 /0, and

� = dI + �1 tanh� d1

2�1
� + �2 tanh� d2

2�2
� �50�

is the effective magnetic thickness.
The boundary condition is h�0�=h. From Eq. �48�, we get

8gy2 − 4�2g + 1�y + h2 = 0, �51�

where we defined y=sin2���0� /2�. Solving for y, we get

y =
�2g + 1� − 	�2g + 1�2 − 2gh2

4g
. �52�

Substituting ��0�=−2 arcsin�	y� into Eq. �49�, we find

�H
0 =

�J1

	2g + 1
, h � 1, �53�

where the superscript 0 stands for the ground state �=0. At
g=− 1

2 , the screening length diverges �screening is nonexpo-

nential� and �H
0 =�J1

	2
h for our case of small field h�1.

Let us also find the penetration field hp, i.e., the field at
which vortices start penetrating into the LJJ. From Eq. �51�,

h2�y� = − 8gy2 + 4�2g + 1�y . �54�

We should find the maximum value of h under the con-
straints that 0�y�1. For �g��1 /2, the maximum value hp

0

=2 is reached for y=1. For g	1 /2, the maximum value
hp

0 = �2g+1� /	2g is reached for y= �2g+1� /4g.
(b) The state ����=�, which is realized for g	1 /2. In

this case, the first integral of Eq. �47� is

1

2
�x

2 = �− 1 − cos �� +
g

2
�1 − cos 2�� . �55�

Following the same procedure, we arrive at

�H
� =

�J1

	2g − 1
, h � 1. �56�

Note that �H
� diverges when g→1 /2+0.

To find the penetration field, we have to search for the
maximum of

h2�y� = − 8gy2 + 4�2g + 1�y − 4, �57�

with the constraints that 0�y�1. For g�1 /2, the maxi-
mum is reached at y= �2g+1� /4g and is equal to hp

�= �2g
−1� /	2g.

�c� The ground state �= ±�, which corresponds to the
domain g�−1 /2. The first integral reads

1

2
�x

2 =
�cos � − cos ��2

2 cos �
. �58�

At x=0, �x=h and following the same procedure as before,
we get

�H
� = �J1

	cos �

sin �
= �J1	 − 2g

4g2 − 1
. �59�

For g→−1 /2−0, �H
� →�J1

1
	−2�2g+1� in accordance with the

previous result.16

To calculate the penetration field hp
�, we note that the LJJ

may be in one of the ground states ±�. Without losing gen-
erality, we assume that it is +�. We also assume that the LJJ
is very long, but still has two edges at x= ±L /2. From Eq.
�58�, at the left edge of the LJJ �x=−L /2�, we have

h = �x =
�cos � − cos ��

	cos �
. �60�

and the maximum field �penetration field� hp1
� corresponds to

the penetration of the 2� soliton �Eq. �42a�� into the LJJ
from the left edge,

hp1
� =

�1 − cos ��
	cos �

= −
2g + 1
	− 2g

. �61�

Similarly, at the right edge x= +L /2, we have
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h = �x =
�cos � − cos ��

	cos �
, �62�

and the maximum field �penetration field� hp2
� corresponds to

the penetration of the �2�−2�� soliton �Eq. �42b�� into the
LJJ from the right edge,

hp2
� =

�cos � + 1�
	cos �

=
1 − 2g
	− 2g

. �63�

Since hp1
� �hp2

� , the penetration of the flux in terms of
vortices into the junction is not symmetric. At h�hp1

� , there
are no vortices inside the LJJ, but the tails of two different
kinks penetrate into the LJJ from the edges: a tail of a 2�
kink from the left edge and the tail of a �2�−2�� kink from
the right edge. At hp1

� �h�hp2
� , a single 2� kink enters the

LJJ from the left side and the phase behind the kink �between
the kink and the left edge� sets to −�. Thus, the next kink
that should enter into the junction from the left side is a large
�2�−2�� kink. However, the field h is still below hp2

� —the
penetration field for the big kink. Thus, upon exceeding hp1

� ,
a single small vortex enters the LJJ and the field does not
penetrate further until the field exceeds hp2

� . Upon exceeding
hp2

� , a chain of alternating big, small, big, small, etc., vortices
enters into the LJJ from the left and from the right ends until
they fill the whole LJJ with a certain density.

Figure 8 visually summarizes the results on �H�g� and
hp�g� obtained above.

G. Dependence Ic„H…

The calculation of the Ic�H� dependence for a short JJ of
length 2a=L and the width w follows the usual procedure.
We assume that the phase is linear with magnetic field,

� = hx + �0, �64�

where h=2H /Hc1 is the dimensionless applied magnetic
field. It is normalized to Hc1=0 /��J1�, which is the pen-
etration field of the JJ with g=0.

The total supercurrent through the junction normalized to
the maximum supercurrent of the first harmonic jc12aw�J

2 is
given by

is�h,g,�0� =
1

2a
�

−a

+a

�sin�hx + �0� + g sin�2hx + 2�0��dx

=
2 sin�ha�sin��0� + g sin�2ha�sin�2�0�

2ha
. �65�

Note that ha=� /0 is a normalized flux inside the junc-
tion. To find the maximum value of the supercurrent, we
should find the maximum of is�h ,g ,�0� with respect to �0.
The maximum is reached when �is /��0=0. This yields the
following equation for cos��0�:

8g sin�2ha�cos2��0� + 4 sin�ha�cos��0� − 4g sin�2ha� = 0.

�66�

This equation has two solutions, which we denote as cos��1�
and cos��2�:

cos��1� =
− 1 + 	1 + 32g2 cos2�ha�

8g cos�ha�
, �67�

cos��2� =
− 1 − 	1 + 32g2cos2�ha�

8g cos�ha�
. �68�

To get Ic�H�, we substitute �1,2 from Eqs. �67� and �68� into
Eq. �65�, i.e., Ic�h ,g�= I(h ,g ,�1,2�h ,g�). In principle, we get
two branches of Ic�h�. The Ic�H� dependence corresponding
to the first branch �Eq. �67�� has been discussed in Ref. 16
and recently used to fit the experimental Ic�H� data in SFS
junctions.37

The solution given by Eq. �67� always has �cos��1� � �1
and, upon substitution into Eq. �65�, yields the upper branch
Ic+�H�, which corresponds to Ic�H� in a conventional JJ with
g=0. Instead, the second solution given by Eq. �68� has
�cos��2� � 	1 if �g � �1 /2, i.e., it is irrelevant for �g � �1 /2.
For �g � 	1 /2, �cos��2�� may or may not be below 1, depend-
ing on the value of the applied field, and, for some ranges of
magnetic field, yields Ic−�H�. The calculated Ic±�h� plots are
shown in Fig. 9 for different values of g. One can see that
features with twice shorter period in H appear as �g� in-
creases. In the limit �g � →�, Ic+�H� again becomes a Fraun-
hofer pattern, but with twice shorter period.

Note that expression �65� is invariant at the change g→
−g and �0→�−�0. Thus, Ic�h ,g�= Ic�h ,−g�. From a practi-

FIG. 8. Dependence of �a� the small magnetic field penetration depth �H�g� and �b� the vortex penetration field hp�g� on g.
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cal point of view, this means that one cannot distinguish
between a JJ with positive and negative second harmonics by
measuring Ic(H) in a small JJ.

For �g � �1 /2, see Fig. 9�a�, the plots Ic+�h� look very
similar to the usual Fraunhofer dependence except for the
region around h=0. In practice, one can detect the presence
of a weak second harmonic by measuring Ic�H� and calcu-
lating the ratio of Ic�H1� at the first side maximum to the
Ic�0�. In a conventional JJ, this ratio is 
2 /3�
0.21. In the

presence of the second harmonic, Ic�H1� stays almost the
same, while Ic�0� changes with g, see Eq. �23�, reaching
3	3 /4
1.3 at �g � →1 /2. Thus, Ic�H1� / Ic�0� changes from
0.21 to 8	3 /27�
0.16 for �g� from 0 to 1 /2.

For �g � 	1 /2, see Figs. 9�b� and 9�c�, the second lower
branch Ic−�h� can be seen. Note that this branch appears not
for all values of h, but only for those where the rhs of Eq.
�68� �1. The values of the rhs of Eq. �68� are shown in Figs.
9�b� and 9�c� by the dotted line. Note that Ic−�h�� Ic+�h� for
all values of h.

H. Shapiro steps

A junction with a second harmonic shows not only integer
but also semi-integer Shapiro steps when a microwave volt-
age is applied, even when the capacitance of the JJ C=0.
Here, we consider a simple model of applied dc+ac voltage,

V�t� = V0 + V1 cos��t� . �69�

From the second Josephson relation �t=2�V /0, the phase
in the junction will have the form

��t� = �0 + �Jt + A sin��t� , �70�

where �0 is an arbitrary phase shift �integration constant�,
�J=2�V0 /0 is the Josephson frequency �frequency of in-
ternal oscillations in the JJ�, and A=V1 /� is the amplitude of
the phase oscillations.

From here on, we follow the standard procedure.42 We
substitute the phase ansatz �70� into the expression for the
supercurrent �Eq. �21��, expand terms like cos(A sin��t�) and
sin(A sin��t�) in terms of Bessel functions, and find the dc
component, e.g., by averaging over time. Below, we present
the results for �J=n�, where n is an integer or half-integer
number.

For integer n, the general formula for the supercurrent
reads43

��A,�0�n = �sin��0�Jn�A� + g sin�2�0�J2n�2A�� . �71�

As we see, the contribution of the Josephson supercurrent
into the total dc current depends on �0. The amplitude of the
Shapiro step corresponds to the maximum of ����n with re-
spect to �0. The maximum is reached for

cos��0� =
− Jn�A� ± 	Jn

2�A� + 32g2J2n
2 �A�

8gJ2n�A�
. �72�

Each of these two solutions is relevant only if �cos��0� � �1.
If, for given A, �cos��0� � �1, we calculate �0 as arccos of
Eq. �72� and substitute it into Eq. �71�. We get a rather bulky
expression for �n

max�A�, which we do not show here. Note
that taking −arccos� � of Eq. �72� produces the same result.
We also note that �n

max�A� does not change if we change +g
to −g.

For semi-integer n, the supercurrent is given by43

��A,�0�n = g sin�2�0�J2n�2A� . �73�

It is obvious that the maximum contribution to the dc current
takes place for sin�2�0�= ±1; therefore,43

FIG. 9. �Color online� The dependences Ic+�h� and Ic−�h� calcu-
lated using Eq. �65� with �1,2 given by Eqs. �67� and �68�. �a� g
=0, ±0.3, ±0.5, only the main branch Ic+�h� is present; �b� g= ±1;
�c� g= ±3. In �b� and �c�, the rhs of Eq. �68� is shown by the dotted
line. The solution corresponding to Ic−�h� exists only when this line
goes below 1.

GOLDOBIN et al. PHYSICAL REVIEW B 76, 224523 �2007�

224523-10



�n
max�A� = g�J2n�2A�� . �74�

As we see, the semi-integer Shapiro steps appear as soon as
g�0. The behavior of �n

max�A� for n= 1
2 , 3

2 , 5
2 is shown in Fig.

10 for �g � =1 but can be scaled to get the dependence for
arbitrary �g�.

Recently, a formula for integer and semi-integer Shapiro
steps which takes into account the capacitance of a JJ was
obtained.38 This formula is valid in the high frequency limit
and, in principle, it allows us to determine the sign of the
second harmonic experimentally. On the other hand, this for-
mula does not take into account the possibility of chaotic
dynamics in the underdamped system, so its application may
be problematic in some cases, and one should rely on nu-
merical simulations.

In yet another work,44 the amplitude of integer and half-
integer Shapiro steps was derived for the case of in-line Jo-
sephson junction in a magnetic field. It was shown that the
current amplitude of the n=1 /2 Shapiro step is different for
positive and negative second harmonics if the magnetic field
is applied. Unfortunately, the damping was not taken into
account, which makes it difficult to compare theoretical pre-
dictions with experiment.

I. Zero field steps

The presence of mobile fractional vortices for g�−1 /2
allows the observation of half-integer zero field steps �ZFSs�
on the current-voltage characteristic similar to classical inte-
ger ZFS.42,45–47 The dynamics can be described as follows. A
small vortex situated inside the junction subject to a driving
force due to the bias current moves along the junction. When
it arrives at the edge x=L, the boundary condition requires
that �x�L�=0. As in the analysis of integer ZFS, we satisfy
this boundary condition by considering a collision of a small
2� vortex with its “image”—a small −2� antivortex—
situated outside the LJJ. Thus, instead of treating the colli-
sion of a vortex with the boundary at x=L, we treat the
collision of a vortex with an antivortex at x=L in the absence
of the boundary. Such a collision of a small vortex and an
antivortex should inevitably result in the appearance of a
large �2�−2�� vortex and a �2�−2�� antivortex after colli-

sion, see Fig. 11. Thus, a 2� vortex colliding with the bound-
ary reflects back as a �2�−2�� antivortex. Then, the bias
current pulls this large �2�−2�� antivortex toward the oppo-
site boundary at x=0. There, it reflects as a small 2� vortex,
which is pulled toward the boundary x=L, and so on. The
flux transfer per period is 1− �−2�=0; therefore, the
voltage across the junction is V=0u /2L. When the bias is
increased, the velocity of vortices u→ c̄0 and the voltage
approaches V→0c̄0 /2L, i.e., half of the usual ZFS.

However, there is a problem. Even in the lossless case, the
reflection of a small vortex as a large vortex requires an
additional input of energy �which can be taken from kinetic
energy or from the current source� to compensate for the
energy difference between the small and the large vortices.
Therefore, such a reflection may take place only when 1

2, i.e., for rather large �g�. Indeed, numerical simulations
show that half-integer ZFS can be observed for g�−1. The
range of bias currents in which the first half-integer ZFS is
stable is shown in Fig. 12 for different values of g and �

FIG. 10. �Color online� The behavior of �n
max�A� for

n= 1
2 , 3

2 , 5
2 .

FIG. 11. Reflection of a small fractional vortex 1 from the
edge of the LJJ as a large fractional antivortex −2. The junction is
situated at x�0; the edge is at x=0. The reflection can be repre-
sented as a collision of a small vortex +1 with a small antivortex
−1 at point x=0 in an infinite LJJ. They turn into a large antivor-
tex −2 and a large vortex +2 after collision. Curves 1–4 show
the evolution of the phase with time during this process. The Jo-
sephson energy profile U��� is shown in the right plot and also as a
grayscale background in the left plot.

FIG. 12. Numerically simulated range of stability �gray region�
for half-integer ZFS as a function of g. Symbols show the values
obtained numerically for a LJJ of length L=20 with �=0.1.
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=0.1. On one hand, the value of � should be smaller than 1
to observe the dynamics. On the other hand, if � is too small,
upon reflection one excites too many plasma waves that de-
stroy the solitons and switch the junction into the normal
state.

Note that the usual integer ZFS exist in such a LJJ also,
and they are much more stable. The shape of the soliton is, of
course, different from the classical sine-Gordon kink �having
two maxima in �x�x��, but its general behavior is the same.

IV. CONCLUSIONS

We have investigated some properties of long Josephson
junctions with an arbitrarily strong amplitude jc2 of the sec-
ond harmonic in the current-phase relation, which is always
the case in the vicinity of the 0-� transition where the am-
plitude of the first harmonic jc1 vanishes. We have shown
that in the case of low damping and �g � 	1 /2 �g= jc2 / jc1�,
one can observe two critical currents and determine the am-
plitude of the first and the second harmonics in the current-
phase relation experimentally.

For �g � 	1 /2, the second critical current may also be seen
on the Ic�H� dependence, while the dependence itself devel-
ops twice shorter periodicity in H. Unfortunately, one cannot
deduce the sign of the second harmonic from the shape of the
Ic�H� dependence since it depends only on �g�. For �g �
�1 /2, the Ic�H� dependence changes only slightly, but the
presence of the second harmonic can be noticed by compar-

ing the heights of the principal maximum and the first side
maxima.

In the presence of the second harmonic, half-integer Sha-
piro steps appear. Their amplitude is given by the simple
formula �74�. The amplitude of the integer Shapiro steps de-
pends on the rf amplitude in a complicated way. Unfortu-
nately, one cannot deduce the sign of the second harmonic
from the modulation of the Shapiro step amplitude.

The most interesting property of the investigated system
is that for g�−1 /2, two types of fractional vortices may
exist in the LJJ. One of them carries the flux 1 and the other
2 such that 1+2=0. The smaller vortex �carrying the
flux 1�2� penetrates into the LJJ easier than the larger
one, resulting in two different penetration fields Hp1 and Hp2.
The presence of the fractional vortices and, therefore, of
a strong negative second harmonic may be detected ex-
perimentally by the observation of half-integer zero field
steps that should appear in LJJs with moderate damping
0.01���1.
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