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We have measured the structure and chemical composition of ultrathin Pd films on Cu(001) using low-
energy electron microscopy. We determine their local stoichiometry and structure, with 8.5 nm lateral spatial
resolution, by quantitatively analyzing the scattered electron intensity and comparing it to dynamical scattering
calculations, as in a conventional low-energy electron diffraction (LEED)-IV analysis. The average f-matrix
approximation is used to calculate the total atomic scattering matrices for this random substitutional alloy. As
in the traditional LEED analysis, the structural and compositional parameters are determined by comparing the
computed diffraction intensity of a trial structure to that measured in experiment. Monte Carlo simulations
show how the spatial and compositional inhomogeneity can be used to understand the energetics of Cu-Pd

bonding.

DOI: 10.1103/PhysRevB.76.205414

I. INTRODUCTION

Ultrathin metal films on metal surfaces can adopt unusual
alloy structures with no bulk analog. Understanding the elec-
tronic, magnetic, and catalytic properties of these “surface
alloys” remains a major challenge in surface physics.! One
reason for this is that many surface alloy phases are meta-
stable, with the equilibrium phase being a dilute random
bulk alloy. Metastability can make it difficult to create repro-
ducible, homogeneous alloy films. Also, many surface alloys
are structurally inhomogeneous at the nanometer scale. In
order to understand quantitatively how film properties are
related to structure and ultimately to atomic bonding, struc-
tural and compositional heterogeneity must be characterized.

Here, we describe in detail a quantitative analysis of elec-
tron diffraction that allows us to determine the local three-
dimensional composition and structure of an alloy surface
with nanometer-scale spatial resolution. In traditional low-
energy electron diffraction (LEED) experiments, diffraction
patterns are acquired from a large illuminated area. A quan-
titative analysis of the diffracted intensity versus electron
energy (LEED-IV) can be used to determine the average
composition and structure. We perform a quantitative
LEED-/V analysis on a low-energy electron microscopy
(LEEM) image, which allows us to quantitatively determine
the alloy film composition and structure with 8.5 nm lateral
spatial resolution. Specifically, we use LEED-/V to analyze
specularly reflected electrons that are incident normal to the
surface. From the energy dependence of their reflectivity, we
determine local alloy composition and structure.

In previous work, we used this approach to show that
motion of surface steps during growth can make CuPd sur-
face alloy films heterogeneous.? Specifically, we showed that
mobile Pd in the top two layers of the film is “buried” by
advancing steps. Here, we describe additional experiments
that demonstrate the accuracy of our technique. In addition,
we describe time-resolved alloy profile measurements that
support our step-flow overgrowth model. Finally, we present

1098-0121/2007/76(20)/205414(10)

205414-1

PACS number(s): 68.37.Nq, 61.14.Hg, 68.18.Fg, 68.55.Nq

a detailed analysis of the errors in our concentration profile
measurements.

We have applied our technique to the well-known
Pd/Cu(001) surface alloy system, one of the most studied
metal-on-metal growth systems. When submonolayer cover-
ages of Pd are deposited onto a Cu(001) surface held at tem-
peratures below 173 K, the Pd atoms remain on the surface
with a 1X 1 periodicity.> However, if the temperature is
raised to room temperature, the Pd atoms exchange with Cu
atoms in the first layer, forming a ¢(2X2) checkerboard
layer. This surface alloy phase has been studied extensively
using LEED,*® scanning tunneling microscopy,” and
electron-energy loss spectroscopy.® In a study using positron-
induced Auger electron spectroscopy, Koymen et al.> showed
that when the ¢(2 X 2) surface alloy phase is annealed above
423 K, the Pd atoms in the surface layer move to the second
layer. That is, the c¢(2 X 2) surface alloy becomes covered by
a layer of Cu. Barnes et al.® characterized the formation of
this “underlayer” ¢(2 X 2) phase in more detail using LEED.
The sequence of phases is shown schematically in Fig. 1.

When Pd incorporates into the surface, the ejected Cu
atoms either migrate to steps or coalesce to form new is-
lands. Even when the incident Pd flux is low (2.5 ML/h),
significant island nucleation can occur, leading to a highly
nonuniform surface. In order to limit island nucleation, we
deposited Pd at 473 K and at a very low rate (about
1 ML/h). Under these deposition conditions, we observed
significantly reduced island nucleation.

Here, we focus on the underlayer alloy and investigate its
structural and compositional development during deposition.
Submonolayer Pd is deposited on Cu(001) with a deposition
rate of about 1 ML/h at 473 K. Specular IV (intensity vs
voltage) curves are extracted from LEEM images and ana-
lyzed with a dynamical LEED theory (LEED-/V). The aver-
age t-matrix (ATA) method!®!! is used for the random alloy
lattice -matrix calculation. A temporal evolution of the com-
position on both the uniform terrace and the heterogeneous
near-step areas is investigated with a resolution of ~8.5 nm.
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FIG. 1. Top view (left column) and side view (right column) of
CuPd surface structures on Cu(001) at different temperatures. (a)
p(1 X 1) Pd overlayer below 173 K, (b) ¢(2 X 2) overlayer at room
temperature, and (c) ¢(2 X 2) underlayer above about 423 K.

Studies on the uniform terrace (i.e., far from steps) show a
second layer ¢(2 X 2) intermixing alloy capped by a nearly
pure Cu top layer. The Pd concentration far from steps grows
more slowly than linear, despite a constant Pd flux of about
0.9 ML/h. Line scan studies across a step show a step-
induced heterogeneous structure. Monte Carlo simulations
are carried out to determine the laterally equilibrated struc-
ture in the first two layers. Results from careful tests on clean
Cu(001) surfaces and Cu(001)-¢(2 X 2)-Pd underlayer alloys
are compared with previous reports, and an excellent agree-
ment is obtained. The LEEM image intensity analysis proves
to be effective for this model system, and generally appli-
cable to surface alloy systems.

The paper is structured as follows. Experimental and
computational methods will be presented in Sec. II. Results
and discussions from the structural and compositional analy-
sis and the Monte Carlo simulations, including an estimation
of the errors, are described in Sec. III. Section IV concludes
this paper with a summary.

II. METHODS
A. Experiment

LEEM is a unique electron imaging technique that can be
used to investigate surface processes, such as thin film
growth, surface etching, and adsorption.'>!3 In our experi-

PHYSICAL REVIEW B 76, 205414 (2007)

FIG. 2. 13.1 eV LEEM image after a deposition of =0.6 ML Pd
on Cu(001) at 473 K. The image shows dendritic islands (one indi-
cated by an arrow) and significant contrast variation near steps.
Scale bar: 1 um.

ments, we use this technique to image the growth of the
CuPd surface alloy in situ during Pd deposition onto Cu(001)
using a commercial Knudsen cell. In LEEM, an image is
formed from low-energy electrons (10—100 eV) reflected
from the surface. In the imaging conditions we employed,
both the incident and reflected beams are normal to the sur-
face, as in conventional LEED. We place an aperture in the
optical path so that only electrons in the specular beam [the
(00) LEED beam] contribute to the image. Thus, the LEEM
image intensity measures the spatial variation of the (00)
beam at a particular energy. By recording images at different
beam energies, the dependence of the intensity on the beam
energy (the LEED-/V curve) can be recorded for any point
on the surface. In this way, we measure the time evolution of
the Pd concentration of the film with a spatial resolution of
8.5 nm and a time resolution of about 3 min. When the ap-
erture is removed, we can record IV curves for different
beams by imaging the diffraction plane, as in conventional
LEED.

It is well known that reduced surface mass transport can
give rise to island nucleation that makes the surface alloy
phase inhomogeneous and rough.”'* In order to reduce is-
land nucleation and produce a structure closer to equilibrium,
we deposit Pd at a very slow rate (2.5 ML/h), with the
Cu(001) substrate held at 473 K. A LEEM image recorded
using 13.1 eV electrons after the deposition of about 0.6 ML
Pd is shown in Fig. 2. Its most striking feature is the spatial
variation of the contrast. The steps and island edges appear
brighter than regions on the terrace. Small islands are uni-
formly bright. This image shows that the alloy film is inho-
mogeneous even when the flux is low and the deposition is
carried out at elevated temperatures. The inhomogeneity is
clearly associated with the presence of atomic steps. A recent
LEED analysis of a similarly grown film suggests that the Pd
is located primarily in the second layer, in a ¢(2 X 2) struc-
ture, while the surface consists almost entirely of Cu?

If the deposition is carried out with an even lower flux,
island nucleation is further suppressed. A sequence of LEEM
images recorded during a deposition with a flux of 1.0 ML/h
is shown in Fig. 3. The images in column (a) were recorded
using 13.5 eV electrons, and those in column (b) with
20.1 eV electrons. As more Pd is deposited, ejected Cu at-
oms diffuse to the steps, causing them to move. Far from the
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FIG. 3. Sequence of LEEM images recorded during the deposi-
tion of Pd on Cu(001) at 473 K. The electron beam energy was
13.5 eV for the images in column (a) and 20.5 eV for the images in
column (b). The images are labeled by the elapsed deposition time
and the total Pd coverage. The marked line in column (a) is used for
the near-step heterogeneous structure study. The rectangular area in
column (b) is used for the uniform structure study on the terrace.
Scale bar: 500 nm.

steps, the image intensity is uniform. However, at the upper
side of the step, the image intensity is spatially inhomoge-
neous.

B. Quantitative analysis of low-energy electron microscopy
intensity data

In a LEED-1V analysis, IV curves are calculated for a trial
structure and compared with experiment. The parameters of
the trial structure, in this case the structure and alloy compo-
sition in the first three surface layers, are varied to give the
best agreement with the measured /V curve. We use a dy-
namical LEED-/V analysis to determine a near-surface struc-
ture and composition from electron reflectivity data acquired
using LEEM. To calculate the IV curves, we used computer
codes from Adams et al.'>"'7 which were developed from the
programs of Pendry'® and Van Hove and Tong.!” The codes
simultaneously optimize both structural and nonstructural
parameters, and have been tested extensively for Al(110),
Al(100)-c(2 X 2)-Li, Al(111)-(2X2)-Na,'” and Bi(111).2°
Up to 13 phase shifts?’ (L=12) are used for the atomic
t-matrix calculation. The average f-matrix approximation
method is used for the random alloy lattice. For this CuPd
binary alloy, an effective s-matrix 7 is calculated as 7=xtpy
+(1=x)tc,, where x is the Pd concentration and, tpq and #¢,
are individual ¢ matrices for pure Pd and Cu systems. A
X>-based R, factor is employed to measure the agreement
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level between the experimental and theoretical data.'” Here,
we show that this approach gives accurate results for both the
clean Cu(001) surface as well as for the Pd/Cu(001) struc-
tures analyzed previously with conventional LEED-/V. Three
key differences between LEEM and conventional LEED-1V
are of particular concern in our analysis: (1) the relatively
low electron kinetic energy in LEEM compared to LEED, (2)
the limited electron kinetic energy range in our LEEM ex-
periments, and (3) the proper treatment of the inelastic back-
ground.

The electron kinetic energy in our LEEM experiments
(10-100 eV) is lower than that typically used in LEED IV
(50-500 eV). This complicates the quantitative analysis be-
cause, within about 50 eV of the vacuum level, the mean-
free path of electrons in solids is strongly energy
dependent.?? Consequently, in calculations of the electron re-
flectivity, the inelastic damping potential (i.e., the imaginary
part of the inner potential V;,) cannot be assumed to be con-
stant as in the conventional LEED-/V analysis. After evalu-
ating various proposed models for the imaginary part of the
inner potential, we found that V;,(E)=V,,,,E" consistently
gave the best agreement between the measured and calcu-
lated IV curves for clean Cu(001). Demuth ez al.?3 used this
exponential form for low-index surfaces of Ni for energies in
the range of 10-220 eV. In addition, Noonan et al.** and
Davis and Noonan? used this form for both Cu(110) and
Cu(001). We optimized the constant prefactor V., as an
independent nonstructural parameter in our calculations (see
Table I). For the real part of the inner potential Vy(E), we
used the form proposed by Rundgren,?® specifically for
Cu(001) (in units of eV),

-134 for E<36¢eV
-3.6-65.8/VE+10.0 for E>36¢eV.

This correction to the real part of the inner potential resolved
a controversial claim of an in-plane contraction reported in a
recent LEED-V study on Cu(001).>’” We include an overall
additive constant (AV;) to Eq. (1) as an independent non-
structural parameter in our optimization (see Table I). These
energy-dependent inner potential models are the most suit-
able approximation we can use for our system, and they
proved to describe the surface alloy very well.

LEEM images contain a contribution from inelastically
scattered and secondary electrons. This contribution can be
measured directly by integrating the background intensity
near the (00) diffraction spot in the diffraction mode. The
inelastically scattered electrons are dispersed out of the op-
tical path by the LEEM prism, so their contribution to the
image intensity decreases rapidly with increasing beam en-
ergy. We find that the background in our images is approxi-
mately proportional to exp(—E/30), where E is the electron
kinetic energy in eV.

Vo(E) = (1)

III. RESULTS AND DISCUSSIONS
A. Low-energy electron diffraction analysis of clean Cu(001)

We tested our treatment of low-energy electrons by ana-
lyzing LEEM data recorded in the “diffraction mode.” In this
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TABLE 1. Optimum parameter values for Cu(001) at 473 K. Interlayer spacings between the ith and the
Jjth layer are denoted as d;;. Root-mean-square vibrational amplitudes for atoms in the ith layer are denoted
as uj. Vayp is the prefactor of the imaginary part of inner potential. AV} is the overall shift of the real part
of the inner potential to Eq. (1). ¢ is the global scaling constant from beam to beam. d” is the corresponding
interlayer spacing of the truncated bulk at 473 K. ® is the Debye temperature calculated from ;.

Ad/db
(%)

Starting Optimized Op
Parameters values values This work Ref. 25 Ref. 28 Ref. 29 (K)
di» (A) 1.811 1.78+0.016 -1.6£0.9 -1.0+£0.4 -1.2 -2.4
dxy (A) 1.811 1.83+0.033 +1.0+1.8 +1.7+£0.6 +0.9 +0.9
u; (A) 0.182 0.27+0.020 213!
uy (A) 0.182 0.1920.017 300739
Viamp 0.80 0.92+0.07
AV, (eV) 0.00 1.02+0.31
c 198.7 121.3£22.2
R factor 0.647 0.038

mode, we record spatially averaged diffraction patterns, just
as in conventional LEED. A typical diffraction image from
Cu(001) is shown in Fig. 4. The IV curves of three symmetry
in-equivalent beams (00), (10), and (11) from clean Cu(001)
measured in this way are shown in Fig. 5. The Debye tem-
perature of the bulk is fixed at 315 K, while the vibrational
amplitudes for the first two layers are optimized.

A direct comparison of the computed and measured /V
curves is given in Fig. 5. The agreement is excellent. The
inclusion of an energy-dependent V|, greatly improves the
agreement in the peak positions. The energy-dependent V;,, is
essential in reproducing the relative peak intensities, espe-
cially at low energies. The best-fit structural parameters for
clean Cu(001) are summarized in Table I. The error bars in
the clean surface analysis are based on an increase of 4% in
the R, factor.!'” We find a contraction of 1.6% in the first
interlayer spacing and an expansion of 1.0% in the second in
contrast to the bulk interlayer spacing of 1.811 A. The De-
bye temperatures for the first two top layers are found to be
lower than the bulk, characteristic of larger atomic vibra-
tional amplitudes at the surface. The results agree very well

- (1)

© (10)
* (00)

FIG. 4. Diffraction pattern for clean Cu(001) at 46.2 eV mea-
sured in the LEEM. The diffuse intensity in the left of the image is
due to secondary electrons, which are not filtered out of the image.

with previous investigations by LEED-IV,? spin-polarized
LEED,?® and medium-energy ion scattering.?’

B. Low-energy electron microscopy analysis of clean Cu(001)

Next, we compare the IV spectra of the (00) beam ex-
tracted in both LEED and LEEM modes, and perform a
structural analysis solely based on the latter. The measured
LEEM image intensity (solid curve) from clean Cu(001) at
313 K, as a function of electron kinetic energy, is shown in
Fig. 6 together with the IV curve measured in the diffraction
mode (dash-dotted curve). The inelastic background, de-
scribed above, has been subtracted from the solid curve. The
agreement is very good, demonstrating the equivalence of
measuring the (00) peak intensity in either the LEEM or the
LEED mode.

We have performed a structural analysis using only data
from the (00) beam up to 250 eV. We find a good agreement
between the computed (dashed curve) and measured IV
curves. Specifically, we find d;,=—1.6£0.9%, and dy;
=+1.5+2.0%, with an R, factor of 0.051. These results agree
well with previous investigations summarized in Table I. It
shows that the (00) IV curve contains enough information,
even over a limited energy range, to perform an accurate
structural analysis.

C. Low-energy electron microscopy analysis
of Cu(001)-¢(2X2)-Pd

The analysis of clean Cu(001) shows that data from the
(00) beam are sufficient to determine the surface structural
parameters, i.e., the interlayer spacings. We tested our ability
to determine layer-resolved Pd concentrations by analyzing a
known alloy structure: the Pd/Cu(100) alloy phase prepared
by depositing 0.6 ML of Pd on Cu(001) at 473 K. Again, in
our analysis, we include only data from the (00) beam over
an energy range of 10—100 eV. To reduce noise, we aver-
aged the image intensity over the boxed region indicated in
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FIG. 5. (Color online) Measured (solid) and best-fit calculated
(dotted) IV curves for clean Cu(001) at 473 K. The same scaling
factor is used for all three beams.

Fig. 3. It is clear from the images that the intensity (and
structure) is homogeneous far from the step. This same pro-
cedure cannot be used near the step, where the intensity is
spatially inhomogeneous. The basic structure of this phase
was determined using conventional LEED-/V by Barnes et
al.’ who deposited Pd at room temperature until the
(1/2,1/2) beam intensity reached a maximum, followed by
annealing at 550 K. According to the early work by Pope et
al.,’° the maximum (1/2,1/2) beam intensity occurs at a Pd
coverage of 0.55+0.10 ML. Barnes et al. showed that upon
annealing, almost all of the Pd migrates to the second layer
in a ¢(2X2) alloy structure.

—— Exp. by LEEM
---= Exp. by LEED
--------- Cal. to exp. by LEEM

Beam (00)

Intensity (arb. units)

100 150
Energy (eV)

FIG. 6. (Color online) Comparison between the (00) beam in-
tensity measured in LEEM (solid), LEED (dash-dotted), and the
best fit (dotted) to the LEEM curve.
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FIG. 7. (Color online) Analysis of the Pd concentration on the
terrace (averaged over the white rectangle in Fig. 3). (a) Measured
(solid) and computed (dotted) image intensity as a function of elec-
tron beam energy at four different Pd coverages. (b) Corresponding
time evolution of the Pd concentrations ¢; (i=1,2,3) for the first
three surface layers. fir_c, is the fitting curve of ¢, according to Eq.
(2) with a flux of 0.9 ML/h. s_c; and s_c, are simulated uptake
curves for ¢; and c,.

Our LEEM intensity data for this phase are shown as the
0.60 ML curve (solid) in Fig. 7(a). In our analysis, each of
the three topmost layers is divided into two (2 X2) check-
erboard sublattices. The ATA method is used to calculate
random alloy ¢ matrices for each sublattice. Independently
optimized compositional parameters are ¢;; and 6,,, 6,; and
055, 05, and 6s,, representing the Cu concentration (in mono-
layers) in each of the two sublattices of the first, the second,
and the third layer, respectively. Note that we make no as-
sumption about the total amount of Pd in the film. All of
these parameters are allowed to vary within an interval of 0
to 1 ML at a step of 0.001 ML during optimization. The Pd
concentration in the ith layer, ¢;, is given by c¢;=1-(6;
+0,)/2, (i=1,2,3). A value of 0.86 for V,,,, is used for this
structure. Debye temperatures for all layers are fixed at the
bulk value, i.e., 315 K for Cu and 275 K for Pd. We did not
optimize the Debye temperature but simply tested different
values and found no significant structural changes. The best-
fit values of the main parameters are shown in Table II,
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TABLE 1I. Comparison of results for this work with that of
Barnes et al. (Ref. 9) for the Cu(001)-¢(2 X 2)-Pd alloy. d,, and d»3
are the first and the second interlayer spacing, respectively. #;; and
015, 6, and 6,,, and 65, and 6;,, representing the Cu concentration
in each of the two sublattices of the first, the second, the third layer,
respectively. ¢y, ¢,, and c3, the Pd concentration for the three top-
most layers, ¢;=1—-(6;,+6,)/2, (i=1,2,3). z, and z, are the rip-
pling of sublattices in the second layer and in the fourth layer,
respectively.

Parameters This work Ref. 9

diy (A) 1.85 1.86

dyy (A) 1.85 1.85

6;; (ML) 1.00

61, (ML) 0.89

¢y (ML) 0.06 Fixed at 0
65, (ML) 1.00

65, (ML) 0.04

¢, (ML) 0.48 Fixed at 0.5
65, (ML) 0.97

65, (ML) 1.00

¢; (ML) 0.02 Fixed at 0
2 (A) 0.05 0.07

74 (A) Fixed at 0 0.2

R factor 0.009 0.28 (R))

which are in excellent agreement with those found by Barnes
et al.® Specifically, we find that the Pd resides entirely in one
sublattice in the second layer. This is in agreement with the
checkerboard model. The bulk interlayer spacings used in
this work and in Ref. 9 are 1.811 and 1.805 A, respectively.
7, and z, are the ripplings of the sublattices in the second
layer and in the fourth layer, respectively. The value of rip-
pling in the second layer indicates a small upward shift of the
Cu sublattice normal to the surface due to size difference
between Cu and Pd atoms. In our work, z, is not optimized,
while in Ref. 9 a significant rippling of 0.2 A in z, was
reported. However, ab initio modeling®' does not support
substantial rippling in the fourth layer. A comparison be-
tween the measured and computed /V spectra is shown in
Fig. 7(a).

In conclusion, an excellent agreement between experi-
mental and calculated (00) beam IV curves has been obtained
for both clean Cu(001) as well as for a known Pd/Cu(001)
underlayer alloy structure. The structural parameters derived
from our analysis agree well with those determined using
conventional LEED. Notably in the underlayer alloy case,
we get consistent results even without a large buckling in the
fourth layer. These results give us confidence that our analy-
sis is capable of determining surface structural and compo-
sitional parameters for Pd/Cu(001) structures with high ac-
curacy.

D. Temporal evolution of Pd on Cu(001) on terrace

Figure 3 shows a sequence of LEEM images recorded
during the deposition of Pd with a flux of 1.0 ML/h. The
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images in columns (a) and (b) are recorded at 13.5 and
20.1 eV beam energies, respectively. There is an atomic step
running vertically near the center of the images. As Pd is
deposited, the step moves to the right due to the attachment
of ejected Cu atoms. As growth proceeds, the contrast varia-
tion in the image increases. The step profile is initially
smooth, but becomes wavy as the amount of Pd in the sur-
face region increases. A quantitative analysis of the image
intensity, described below, shows that the image appears
bright at 20.5 eV when significant amounts of Pd reside in
the second layer. At 13.5 eV, the image appears bright when
the amount of Pd in the third layer is large. Thus, the images
in column (a) show qualitatively how the amount of Pd in the
third layer evolves with time while those in column (b) show
how the second layer evolves. The images show directly that
the Pd concentration is uniform on the terrace, but is highly
inhomogeneous at the upper side of atomic steps. The evo-
lution of the alloy composition can be determined quantita-
tively by analyzing the full /V curves at each point on the
surface with a resolution of ~8.5 nm. We do this by acquir-
ing images while the electron beam energy is swept from
10 to 100 eV. The heterogeneous structure has been found to
be induced by step flow? and will be further described in the
next section.

Here, we describe the analysis of the uniform areas on the
terrace far from steps. IV curves from the terrace at four
different Pd coverages, i.e., deposition times, are shown in
Fig. 7(a). The IV data were obtained by averaging over a
local rectangular homogeneous region indicated in Fig. 3.
The most obvious change in the /V curve with increasing Pd
coverage is the growth of the peak around 20 eV. The evo-
lution of the composition of the film can be determined by
comparing the measured /V curves to electron scattering cal-
culations as in conventional LEED. Using the procedure out-
lined in the preceding section, we determine the Pd concen-
tration in each of the first three surface layers. We recorded
1V curves at 3 min intervals; thus, we can determine the evo-
lution of the Pd coverage with a 3 min time resolution. The
results of this analysis are shown in Fig. 7(b), where the Pd
concentrations in the surface (c;), second (c,), and third (c3)
layers, far from steps, are shown as a function of time. The
analysis shows that ¢, grows monotonically with time, while
¢y and c5 are both small and essentially constant. The small
value of c¢3 suggests that a direct migration of Pd from the
second layer to the third is slow, even at 473 K. If the Pd
atoms were evenly distributed on the terrace during growth,
the total Pd concentration, ¢|+c,+c3, would grow linearly
with time, which it does not. It appears that while the Pd
concentration on the terrace is laterally equilibrated (i.e.,
with uniform image intensity), some of the incident Pd flux
is lost from the terrace. Previously, we showed that some Pd
from the terrace is irreversibly buried by the advancing step.?
Here, we show that the same step-flow model describes how
the concentration of Pd on the ferrace develops with time.
We assume that there is a constant flux F' of Pd incident onto
the surface. Under our deposition conditions at an elevated
temperature (473 K), Pd deposited onto the surface migrates
preferentially to the second layer. For simplicity, we assume
that all of the deposited Pd initially goes to the second layer
and that migration to other layers does not occur (c;=c;3
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=0). We further assume that surface mass transport is fast
and that, consequently, the Pd concentration in the second
layer, c,, is spatially uniform. As the step advances during
growth, Pd in the second layer in front of the advancing step
is converted into third-layer Pd trailing the step. In this sim-
plified scenario, the time evolution of ¢, far from a step is
given by

¢, =1—exp(-Fi). (2)

The dash-dotted curve in Fig. 7(b) shows a fit to Eq. (2)
corresponding to F=0.9 ML/h. The fit agrees reasonably
well with the LEED analysis, suggesting that the sub-linear
growth in the total Pd coverage with time is consistent with
burying of Pd by the advancing step. Because the small in-
crease in ¢; with time is ignored, fitting to ¢, alone underes-
timates the true flux. If it is assumed that both ¢ and ¢, are
buried by the step, i.e., if one overestimates the amount of Pd
lost to step overgrowth, a value of F=1.1 ML/h is obtained.
In the following, we assume F=1.0 ML/h, a value consis-
tent with the observed step motion during growth.

E. Composition profiles near a step

A series of LEEM images recorded during Pd growth is
shown in Fig. 3. Each image is labeled by the deposition
time and total Pd coverage. During the growth, we periodi-
cally ramped the energy from 10 to 100 eV. From these data,
we construct [V curves for each point in the image with a
time resolution of about 3 min. For each IV curve, we can
perform a full dynamical LEED analysis to determine the
local structural parameters and layer-resolved Pd concentra-
tion (i.e., in each individual image pixel). These data allow
us to determine how the three-dimensional Pd concentration
evolves with time. It is clear that the image contrast is het-
erogeneous at the upper side of the step. In Fig. 8, we show
how the Pd concentration evolves along the line indicated in
Fig. 3. The four panels show the Pd concentrations (along the
same line) at four different deposition times.

The most striking feature of the concentration profiles is
the asymmetry in the third-layer Pd concentration, c;. In
front of the advancing step (i.e., at large x), ¢ is essentially
zero. However, at the trailing side of the step, c; is large at
the step position but decays monotonically away from it (i.e.,
toward x=0). With time, the amount of Pd at the step edge
grows. Previously, we showed that Pd reaches the third layer
via step overflow growth.? That is, the advancing step turns
Pd in the second layer into essentially immobile Pd in the
third layer.

A more subtle feature of the concentration profiles is the
apparent correlation between the second-layer concentration
(¢,) and the third-layer concentration (c3). Wherever c; is
large, ¢, is relatively small. In our earlier work, we used
Monte Carlo simulations to show that the heterogeneity in
the third layer leads to heterogeneity in the second layer and
that the first two layers are laterally equilibrated. The simu-
lation details will be described below.

F. Monte Carlo simulations

In the simple model outlined above, we assumed that all
of the deposited Pd migrates to the second layer and that the
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FIG. 8. (Color online) Measured Pd concentration profiles
across an advancing step and equilibrated concentration distribu-
tions in the first two layers from Monte Carlo simulations.
¢; (i=1,2,3) are measured data for the ith layer. s_c; (i=1,2) are
the simulated profiles. Each panel corresponds to one deposition
time. The chemical potential u is shown and e=-25 meV. The
arrows point to the step edge position.

Pd from the terrace eventually becomes buried by the ad-
vancing step. In previous work, we described a more realistic
model based on the energetics of Pd-Cu bonding. As we
show below, this model can be used to predict the time evo-
lution of the Pd concentration profiles, in each layer, both on
the terrace and in the heterogeneous regions near the step.
The central premise of the model is that Cu-Pd nearest-
neighbor (NN) bonds are favored. This idea is motivated by
the stability of the ¢(2X2) structure, which contains only
Cu-Pd NN bonds and is supported by first-principles
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FIG. 9. (Color online) The computed equilibrium structure of an
alloy with ¢;+¢,=0.58, ¢3=0.33, and €=-25 meV. Cu atoms are
shown as lighter balls (red online), Pd atoms as darker balls (blue
online).

calculations,*? empirical modeling,® as well as embedded-

atom method calculations,?® which showed that Cu-Pd NN
bonds are favored over both Cu-Cu and Pd-Pd bonds. In the
Monte Carlo simulations, the internal energy of the film is
equal to eN, where € is the energy of one Cu-Pd NN bond
and N is the number of such bonds. € is negative, so the
system adopts a structure that favors Cu-Pd nearest neigh-
bors. The simulations were carried out on four-layer slabs
with 20X 20 atoms in each layer with periodic boundary
conditions. The atoms in both the third and fourth layers are
fixed. The Metropolis algorithm3* is used to determine the
equilibrium distribution of Pd atoms in the film.

In the Monte Carlo simulations of the temporal evolution
of the concentrations on the terrace, we compute the values
of ¢ and ¢, as a function of total coverage, while c; is fixed
at the measured value. That is, we compute how a given total
coverage on the terrace, c|+c,, is partitioned between the
first and second layers, while the Pd coverage in the third
layer is fixed. This is a constant-NVT simulation in which we
treat the system as a canonical ensemble.>> A trial move in
this simulation involves atom-identity exchange within the
first two layers. Simulated results are shown in Fig. 7(b).
s_c; and s_c, are simulated Pd concentration uptake curves
for the first and the second layer. The agreement with experi-
mental data is good, showing that the simple model quanti-
tatively predicts both the spatial and the temporal evolution
of the alloy composition. In this simulation, € is obtained as
—25 meV. An example of a simulated equilibrium structure
is shown in Fig. 9 for ¢;+¢,=0.58 and ¢3=0.33.

For the heterogeneous surface region near a step, we per-
formed Monte Carlo simulations to predict the equilibrium
distribution of Pd within a grand-canonical ensemble frame,
a so-called constant-uVT simulation. The Pd concentration
in the first two layers is determined by the chemical poten-
tial, Ap=ppy— pcy» Where upg and puc, are the chemical po-
tentials of Pd and Cu, respectively. A trial move in this simu-
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lation consists of swapping an atom from one of the first two
layers of the slab with an atom from a reservoir in which the
Pd chemical potential is u (the Cu chemical potential is 0),
while the third-layer concentration is fixed at the experimen-
tal value. These rules effectively allow Pd to migrate be-
tween the first and second layers of the film, but not to pen-
etrate further into the bulk. When the physical properties of
this surface slab are stable, which indicates that it is in equi-
librium with the reservoir, we get an average of the total first
two-layer concentrations of c¢;+c¢, and, simultaneously, the
partition of ¢; and c, as functions of varying c; and u. By
matching simulated and experimental total concentrations of
c1+c,, we get u for each point along the scan line and ¢; and
¢, as well. Simulation results are shown as s_c; and s_c, in
Fig. 8, which agree well with the measured profiles, consid-
ering this is a highly simplified model. The chemical poten-
tials obtained for 11, 27, 36, and 50 min are —312+0.4,
-254+0.9, -218+2.1, and —172+1.2 meV, respectively, and
€=-25 meV throughout. The small deviation in chemical
potentials along each scan line demonstrates that the first two
layers are laterally well equilibrated and the second layer
heterogeneity is caused by the heterogeneity in the third
layer. The same conclusion can be reached by calculating the
Helmbholtz free energy from a thermodynamic integration
over temperature> and, subsequently, the chemical potential
by the derivative of the free energy with respect to the num-
ber of Pd atoms. Both fundamentally different methods result
in the same chemical potential values. Thus, we have shown
that during growth, the Pd concentration in the first two sur-
face layers is laterally equilibrated. A remarkably simple
model of the energetics can therefore predict the concentra-
tion profiles over the entire surface.

G. Error analysis in low-energy electron microscopy
intensity calculations

We have investigated the reliability of our results by ana-
lyzing how the agreement between the measured and com-
puted IV curves change when ¢y, ¢,, and c5 are varied. Sta-
tistical R-factor methods used in conventional LEED-/V are
not applicable because of the limited energy range of the
data. Instead, we focus on the residual |AI(E)|?, defined as
the square difference between the computed and measured /V
curves at energy E. We determine the error bars in the con-
centrations by varying c;, ¢,, and c5 until the agreement be-
tween the measured and calculated IV curves becomes no-
ticeably worse (examples are shown in Fig. 10). Our
definition of “noticeably worse” corresponds to an increase
in the R, factor of about 0.015. Using this procedure, we find
that the errors in ¢, and c5 are larger than that in ¢;. Contour
plots in Fig. 10 show how the R, factor depends on ¢, and c3
for three different Pd configurations, i.e., at three different
points, A, B, and C, on the line across a step shown in Fig. 3,
column (a). To get a more general assessment of the errors,
we choose these three typical points with different ratios
¢,/ c3. These three points A, B, and C correspond to three
positions in the line scans: 315 nm at =27 min, and 660 and
315 nm at r=50 min, respectively.

Three IV curves are shown at the bottom of each panel:
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FIG. 10. (Color online) Determination of errors in ¢, and c3. IV
curves at three positions on the line across a step (A, B, and C) are
shown at the bottom of each panel. The measured curve is shown as
a dark solid line (black online), the best-fit curve is shown as a
dotted line, and a computed curve with a worse fit is shown as a
gray solid line (green online). The residual |AI(E)|? is shown on the
top of each panel. The dotted ones are for best-fit data and the solid
curves for worse-fit data. The contour plots in the upper right corner
of each panel show R, as a function of ¢, and c3. The solid square
indicates the values of ¢, and cj5 for the best-fit point, and the solid
circle marks the values for the worse fit. The increment in the R,
contours is 0.005.

the experimental (darker solid curve), best-fit computed (dot-
ted curve), and one curve (gray solid curve or green online)
calculated at a value of c; that produced a significantly worse
agreement with the measured curve (i.e., with a larger R,
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TABLE III. ¢», c3, and R, factor with error bars at three points
on the surface near a step.

Best-fit values

) €3
Point (ML) (ML) R, factor
A 0.25+0.10 0.23+0.15 0.025+0.015
B 0.24+0.10 0.54+0.21 0.008+0.015
C 0.49+0.09 0.14x0.15 0.010+0.015

factor). The agreement can be assessed visually by compar-
ing the residual |AI(E)|*> for the best-fit data (dotted) and
worse-fit curves (solid) shown at the top of each panel. The
residual for the worse-fit curve is clearly larger than that of
the best-fit curve. The contour plots on the right show the
dependence of the R, factor on ¢, and c; near the optimized
values. The solid square marks the best-fit values of ¢, and
c3, while the solid circle indicates those of the worse-fit
curve. The increment in the R,-factor contours is 0.005.
From the elongated shape of the contours, it is clear that the
error in cj is larger than the error in ¢,. The error bars for ¢,
and c; derived using this procedure are given in Table III,
together with the best-fit values. Corresponding R, values are
also listed. Following this procedure, we find error bars of
about +0.10 ML for ¢, and +0.15 ML for c;.

IV. SUMMARY AND CONCLUSIONS

A technique to measure surface structure and chemical
composition, with high temporal and spatial resolution, is
developed by analyzing LEEM image intensities. Serving as
a model system, the surface alloy of submonolayer Pd on the
Cu(001) substrate is prepared at 473 K. Structural and com-
positional information for the first three topmost layers are
obtained by a dynamical intensity analysis on a clean
Cu(001) surface, a uniform PdCu surface alloy terrace far
from the step, and heterogeneous areas near steps at different
deposition times. Tests on clean Cu(001) and Cu(001)-c(2
X2)-Pd present excellent agreements with previously re-
ported results that show that the reduced data set in
LEEM-IV presents no limitation to the sensitivity of this
technique. Temporal evolution of ultrathin film gives a depo-
sition flux of about 0.9 ML/h, close to the experimental
growth rate of 1 ML/h. Step flow is found to be the origin of
heterogeneity around steps. Monte Carlo simulations show a
well equilibrated surface structure and reproduce the mea-
sured concentration profile. Most importantly, this technique
has the unique capability to determine surface structural in-
formation with high lateral resolution of 8.5 nm.
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