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Diamagnetism of doped two-leg ladders and probing the nature of their commensurate phases
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We study the magnetic orbital effect of a doped two-leg ladder in the presence of a magnetic field component
perpendicular to the ladder plane. Combining both low-energy approach (bosonization) and numerical simu-
lations (density-matrix renormalization group) on the strong coupling limit (#-J model), a rich phase diagram
is established as a function of hole doping and magnetic flux. Above a critical flux, the spin gap is destroyed
and a Luttinger liquid phase is stabilized. Above a second critical flux, a reentrance of the spin gap at high
magnetic flux is found. Interestingly, the phase transitions are associated with a change of sign of the orbital
susceptibility. Focusing on the small magnetic field regime, the spin-gapped superconducting phase is robust,
but immediately acquires algebraic transverse (i.e., along rungs) current correlations which are commensurate
with the 4k density correlations. In addition, we have computed the zero-field orbital susceptibility for a large
range of doping and interaction ratio J/t: we found strong anomalies at low J/¢ only in the vicinity of the
commensurate fillings corresponding to 6=1/4 and 1/2. Furthermore, the behavior of the orbital susceptibility
reveals that the nature of these insulating phases is different: while for =1/4 a 4k, charge density wave is
confirmed, the §=1/2 phase is shown to be a bond order wave.
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I. INTRODUCTION

Ladder systems have proven to be remarkably interesting
systems, both as simple models exhibiting behavior similar
to two-dimensional (2D) systems, and as systems exhibiting
competition between several types of ground states. Theoret-
ical models of doped ladders display a large superconducting
(SC) phase!~® with d-wave pairing associated with the pres-
ence of a spin gap, with a ground state which can be de-
scribed variationally as a short-ranged resonating valence
bond state.” Charge density wave (CDW) correlations com-
pete with the pairing correlations.>®%° The phase diagram of
the isotropic 7-J model was sketched in Ref. 6 and displays,
in addition to this competition, insulating phases for the par-
ticular commensurate dopings 6=1/4 and 1/2. Another com-
petition exists between the superconducting phase and an
orbital antiferromagnetic flux (OAF) phase,>»'%-'* which has
been addressed in different ladder models by studying trans-
verse current correlations which display a quasi-long-range
order in the OAF phase.

Ladders are also among the simplest systems through
which a magnetic flux can pass (see Fig. 1). When a mag-
netic field H is applied to an electronic system, it couples to
both the spin of the electron, via Zeeman effect, and to the
charge degree of freedom, via orbital effect. The total mag-
netic susceptibility of a real material splits into various
contributions'® y= "+ xo + Yo where x*P" is the Pauli
susceptibility, and x°, and x°. are the orbital susceptibili-
ties of the conduction and core electrons. 2>, must be evalu-
ated from local atomic orbital, and we will neglect it in what
follows. Xg(r;d is usually difficult to evaluate because one has
to precisely describe the evolution of the whole band struc-
ture with magnetic field.'®!7 In the following, we will inves-
tigate x°, within a single-orbital model. When the magnetic
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field is applied parallel to the plane of the ladder, the orbital
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effect is suppressed and only the Zeeman effect remains. The
latter case has been discussed in detail in this system, and it
was shown that a doping-controlled magnetization plateau
and a large Fulde-Ferrell-Larkin-Ovchinnikov phase are
obtained.'32% Since the ladder possesses a spin gap, when
the magnetic field is not in the ladder plane, the orbital con-
tribution may dominate the spin contribution in the total sus-
ceptibility at low temperature.

Early numerical investigations of the #-J model with mag-
netic orbital effect on ladders and 2D lattices revealed a
strong effect of the magnetic field on the magnetic and pair-
ing properties,”! but the results were limited to small sys-
tems. A bosonization study of a related model of spinless
fermionic ladders suggested the possibility of fractional ex-
citations and of an OAF phase induced by the magnetic
field.?>?? Carr and Tsvelik® studied the orbital effect of the
magnetic field on the interladder coupling using an effective
model to describe a single ladder. Lastly, it has been
predicted®* that bosonic ladders could have commensurate

H, H

FIG. 1. (Color online) The isotropic #-J ladder under a magnetic
field. If the magnetic field has a component perpendicular to the
ladder plane, a flux ¢ passes through each plaquette. Below is the
gauge of the Peierls substitution with opposite phases +¢/2 along
the legs.
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vortex phases at commensurate fluxes, which would repre-
sent a one-dimensional analog of the two-dimensional vortex
phase.

The purpose of the present paper is to consider the effect
of a nonzero flux on the magnetic susceptibility on a single
two-leg ladder, and also to investigate the effect of stronger
fluxes on the zero temperature phase diagram of the ladder.
To this end, we combine the bosonization technique and
density-matrix renormalization group>~2’ (DMRG; see Ap-
pendix B for details) to compute the phase diagram and
physical properties of a spin-1/2 fermionic ladder with or-
bital effect. The results are presented in two parts. The first
part is devoted to the analysis of the phase diagrams as a
function of the flux ¢ per plaquette in the weak- and strong-
coupling limits. The second part is focused on the physics of
the spin-gapped phase of a doped ladder at small flux, which
is more relevant to realistic magnetic fields. In particular, we
discuss the stability of the insulating phases at 6=1/4 and
1/2 present in the phase diagram of the 7-J model at zero
flux. In the Conclusion, we briefly give considerations to
experiments which are connected to these results. For sake of
clarity, we have relegated some of the technical details to the
appendixes.

Including the flux

The magnetic flux couples to the kinetic part of the
Hamiltonian through Peierls substitution.!”?%2 In what fol-
lows, different hopping amplitudes along the chains (#;) and
between the chains (¢, ) are considered, and the Hamiltonian
is

H{ = - IHE [ei(j,/zcg;_l,l,a_ci’l’a. + HC]

i,

- tHE [e_i('b/zc;}:i—l,Z,O'ci,Z,U + HC]

i,
- ILE [CZZ,U-Ci,l,(r + H'C']’ (1)
i,o

where ¢;, , is the electron creation operator at site i on leg [
with spin o. ¢ denotes the dimensionless flux per plaquette

e e
$=7 A(x)dx = %Hiaz, (2)
)

with A(x) the vector potential which depends on the gauge
choice, and a the lattice spacing. The magnetic field breaks
time-reversal and chain exchange symmetries, which, as ex-
pected, will have notable consequences on the current prop-
erties of the system. Symmetry and periodicity consider-
ations allow us to limit the study to flux O0s¢=m.
Exchanging chains amounts to reversing the direction of the
magnetic field. More details on the gauge and flux quantiza-
tion on finite systems can be found in Appendix B. The unit
of ¢ is 2y, with ¢y=h/e=4.1357X 10" T m>. For ex-
perimental considerations, a flux ¢=0.017 already corre-
sponds to a very high magnetic field of H~800 T for a
typical value a=4 A of the Cu-O-Cu bond in a cuprate. The
gauge chosen in Eq. (1) is represented in Fig. 1.
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FIG. 2. The four typical shapes of the bands depending on the
flux and on the ratio 7, /1. Critical fields ¢, (¢,.) signal the appear-
ance of a double well (band gap). Note that the D phase always has
only two Fermi points whatever the filling, and that the C phase
when ¢= always has four Fermi points.

II. PHASE DIAGRAMS
A. Weak-coupling limit

We first introduce interactions between electrons using the
Hubbard ladder in a magnetic flux. The Hamiltonian com-
prises the kinetic term H, incorporating the flux and the on-
site repulsion U>0:

H=Ht+ UE ni,p,Tni,p,l' (3)
ip

According to the usual strategy,5 we will consider, first, the
limit U=0 and study the noninteracting band structure. Then,
we will turn on U<t,¢, so that the band structure is not
deformed, and obtain the different phases in this weak-
coupling limit. Let us begin with the discussion of the band
structure.

The magnetic flux has a strong effect on the shape of the
bands. Indeed, it mixes the bonding (0) and antibonding ()
bands which exist at zero flux. To emphasize the difference
with the zero-field case, we call the two bands obtained at
finite flux the down (d) and up (u) bands. Results on the
band structure are discussed in Refs. 22 and 23, and ex-
tended to a finite and fixed filling in Appendix A. The band
structure depends on the flux ¢ and on the ratio ¢, /¢, (see
Fig. 2). We define two characteristic fluxes ¢, and ¢,, both
of them dependent on ¢, /¢, such that above ¢,., a double
well appears in both bands, and above ¢, a band gap opens
between the bands u and d. Four different possible shapes of
the bands are obtained according to the location of the flux
with respect to ¢, and ¢,. The two critical flux lines crosses
at (t, /ty=\2,¢=m/2). By filling these bands, one can show
(see Appendix A) that only situations with either two or four
Fermi points can occur. The location of these Fermi points
and their respective Fermi velocities vary continuously with
the flux. In the rest of the paper, we will work only at fixed
electronic density (denoted by n), which will constrain the
sum of the Fermi momenta as a result of the Luttinger
theorem.*”
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FIG. 3. Phase diagram in the weak-coupling limit for an isotro-
pic ladder restricted to fillings O<n<1. Phases with four (two)
Fermi points fall generically into the C1SO (CIS1) class. At half-
filling, interactions will drive the system into a Mott insulating
phase for ¢<<¢,, while a band insulating phase occurs when ¢
> ¢... Other phases can be found if the ratio of the Fermi velocity is
large (C2S1 and C2S2) and if the d-band Fermi wave vector is /2
(COS1 and C1S2).

Having obtained the noninteracting band structure, we
add interactions small enough not to perturb the band struc-
ture, following the strategy of Refs. 4 and 31-34. Adopting
the usual notation CpSq for a phase with p gapless charge
modes and g gapless spin modes, a system with two Fermi
points and repulsive interactions is expected to be generi-
cally in a C1S1 phase, i.e., a Luttinger liquid state. With four
Fermi points and repulsive interactions, the system is generi-
cally in a C1S0 phase, i.e., a Luther-Emery liquid, which is
the universality class of usual doped two-leg ladders. The
critical fields at which the system changes from four to two
or from two to four Fermi points can be computed analyti-
cally (see Appendix A). Note that from Refs. 4, 33, and 34,
in the case of four Fermi points, other phases such as C2S1
or C2S2 appear when the difference between the two Fermi
velocities becomes sufficiently large to prevent runaway of
some coupling constants in the renormalization group flow.
The large velocity difference implies that these phases are in
the vicinity of the transition region between the C1SO and
C1S1 phases, where the Fermi velocity of the band that is
emptying is going to zero. Moreover, this also implies that
both the C2S1 and C2S2 phases have a very small extent
near the transition region.*33* The above considerations ap-
ply for a system at a generic incommensurate filling. At com-
mensurate filling, umklapp interactions can be relevant and
lower the number of gapless modes.*¥3-3* More specifically,
at half-filling, an insulating phase COSO of the Mott type
(band type) is expected for ¢p< ¢, (> ). It is also pos-
sible to have an umklapp interaction inside the bonding band
(if its Fermi wave vector equals 7/2) leading to either a
COS1 or a C1S2 phase.* The phase diagram of an isotropic
ladder resulting from these considerations is given in Fig. 3,
where the main feature is a reentrance of the C1S0 phase at
high flux. The high flux C1S0O phase has a band structure
very similar to the one of the Hubbard chain, with a next-
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nearest hopping term®-3 ¢’ for t' =¢/2 and the same com-
peting orders as the low flux C1S0 phase as we will see. This
phase diagram is generic for 7, /#;<<2 except that ¢y< ¢,
when ¢, /1;>2. For ¢, /t;>2, the C1S0 phase at low flux
around half-filling disappears.

B. Strong-coupling limit: Numerical results on the #-/ model

We now let the interactions go to the strong-coupling re-
gime U>r, where the Hubbard model (3) reduces to the ¢-J
model with J=47>/U. In this limit, we only use isotropic
couplings t=#=¢, and J=J;=J, so that the -/ Hamiltonian
simply reads

H,,=PHP+J, {si -S;— ln,n,], (4)
(i) 4

where S; is the spin operator and n,:czaci,(, is the electronic
density operator (leg index is omitted in S; and n;). P is the
Gutzwiller projector, which prevents double occupancy on a
site. Observables are computed with DMRG for the range of
doping 0<d=1-n<0.5. The phase diagram will be dis-
cussed for the special case J/t=0.5, for which the system has
dominant superconducting fluctuations.>®

1. Orbital susceptibility

The results for the noninteracting system of Appendix A
show that the orbital susceptibility plotted in Fig. 15 changes
sign at the transitions from 4«2 Fermi points with sharp
discontinuities (for 0<§<0.5). It is important to note that
the noninteracting orbital susceptibility contains contribu-
tions from all the occupied states and not just those at the
Fermi level which control the low-energy properties. There-
fore, such connection between the change of sign of the or-
bital susceptibility and the change in the number of Fermi
point is not obvious. Nevertheless, we propose to extend this
way of probing the phase diagram to the interacting situa-
tion. Indeed, we can compute the screening current j; and its
associated susceptibility x°? as a function of the flux ¢ using
the definitions

1 PE,

1 0E
MP)==p5y ad x(H=-7 75

Lod (5)

in which Ey(¢) is the ground-state energy and L is the length
of the ladder. With this definition, x°"®(¢) >0 corresponds to
orbital diamagnetism. The first relation is a consequence of
the Feynman-Hellman theorem, and the second one results
from the definition of the susceptibility as dj;/d¢. This
screening current can be related to the mean value of the
current operators j;, along the two chains by noting that
Ji(@)={j—Jj1)/2. Numerically, these quantities are computed
directly from centered energy differences (to minimize dis-
cretization effects)

Ji(@) ==[Eo(p+dp) - E(¢p—de))/2Ld ¢, (6)

X"(p) =Lji(p+de) - ji(p-dd)l2d, ()

using the conditions j(0)=j,(m)=0 (see Appendix B) and
the right and left derivatives for x°(0) and x°®(7). These
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FIG. 4. (Color online) Orbital susceptibility, charge, and spin
gaps for J/t=0.5 and on the §=0.063 line of Fig. 5. The zeros of the
susceptibility precisely probe the different two phase transitions.

quantities are easy to compute numerically and are found to
have small finite size effects for J/t=0.5. The effect of inter-
actions is to smooth the discontinuities at the transitions, but
we still expect that the sign changes of the susceptibility do
correspond to transitions between CISO and CIS1 phases
even in the strong-coupling limit (see Fig. 4). The phase
diagram obtained from this ansatz is consistent with the be-
havior of other observables such as spin-spin correlation
functions as will be seen in the next paragraphs. Thus, we
can sketch in Fig. 5 a phase diagram similar to that of Fig. 3
for the ¢-J model with J/t=0.5. Compared with the weak-
coupling phase diagram, the C1S1 phase is slightly wider at
low doping, but thinner for 6=0.5. Even in the presence of
strong interactions, the overall shape of the phase diagram is
not affected (although the precise location of the phase
boundaries in the &, ¢ plane does depend on U/t or J/1).
Hence, for typical densities 0.5<<n<1 in the isotropic ¢-J
model, the leading effect which governs the phase diagram is
the change of the band structure under the applied flux.
Lastly, one must note that the C1S0 phase persists at small
flux at quarter-filling, 6=n=0.5, in contrast to Fig. 3. This

J/t=05

C1s0

n 075
I c1st

4025 &

c1S0 |

0.5

0.5

FIG. 5. Phase diagram of the #-J model for J/¢t=0.5, for which
the system has dominant superconducting fluctuations at zero flux,
determined from the zeros of the susceptibility on a system with
L=32. Results are very similar to Fig. 3, with a transition to a C1S1
phase at intermediate flux and a reentrance to a C1S0 phase at large
flux.
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can be qualitatively explained by noting that renormalization
group studies on coupled chains have shown that interactions
reduce the interchain hopping integral 7, with respect to its
noninteracting value.3”-3

2. Elementary excitations: Pairing energy and spin gap

The elementary excitations of a doped two-leg ladder are
either the creation of a magnon, the cost of which is the spin
gap Ag, or the creation of two quasiparticles by breaking a
Cooper pair, the cost of which defines the pairing energy A,,.
Following Refs. 20 and 39, we compute them numerically
from the definitions

Ag=Ey(n,,5°=1) = Ey(n,S*=0), (8)

A, = 2E(n, — 1,87 = 1/2) = Eo(n), 5= 0) = Eq(n, - 2,5°=0),
9)

with Ey(ny,,S%) the ground-state energy of a system with n,
holes and spin S* along the z axis. Since one can always have
a §°=1 state by breaking a Cooper pair, the condition Ag
<A, must be satisfied in the thermodynamic limit. For ¢
=0 and J/t=0.5, it is known>® that the pair-breaking excita-
tion is larger than the magnon excitation (lowest triplet ex-
citation). These elementary gaps as a function of the flux are
displayed in Fig. 4. We observe a decrease of the pairing
energy with ¢ toward O at the critical flux corresponding to
the onset of the C1S1 phase. In the C1S1 phase, we have a
metallic Luttinger liquid phase with zero pairing energy. The
cancellation of the pairing energy is, thus, the result of a
band emptying mechanism and should not be confused with
a magnetic superconducting critical field H,.,, which would
correspond to a high density of vortices in a 2D (albeit an-
isotropic) superconducting material. Indeed, we do not ob-
serve a H.; superconducting critical field or commensurate
vortex phases as in the model of a bosonic ladder of Ref. 24.
A situation corresponding to a true H,, critical field might
rather be a small flux through an array of coupled ladder. In
this respect, the approach of Ref. 9 computes correctly the
H,, field up to a few approximations.

The spin gap increases at low magnetic field until it
crosses A, (see Fig. 4). From local hole densities (data not
shown), the domain of hole pairs slightly shrinks, which can
be interpreted as a reinforcement of the spin-liquid back-
ground at a low magnetic field, in agreement with exact di-
agonalization results previously discussed.?! For a larger flux
but still in the C1S0 phase, the spin gap Ag becomes identical
to the pairing energy A,, and both decrease toward zero as
the flux is increased. The energy difference A,—Ag can be
interpreted as the energy of a bound state of a magnon and a
hole pair. This magnetic resonant mode was discussed previ-
ously at zero flux by varying interactions,>*! and its origin
was related to the opening of doping-controlled magnetiza-
tion plateaus.'®?° Thus, the effect of adding Zeeman cou-
pling at low flux (¢p=<m/3 for J/t=0.5) would give very
similar results to those of Refs. 19 and 20 since the bound
state survives in a rather high magnetic flux. Finally, a small
spin gap is recovered at high flux (near ¢=r), in agreement
with the weak-coupling limit predictions.
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FIG. 6. (Color online) Spin correlations S(x) for fluxes (a) in the
C1S1 phase and (b) in the C1S0 phases at low and high fluxes in the
phase diagram of Fig. 5 on the §=0.25 line. Inset: The behavior of
the spin gap computed on the same system using Eq. (8). These
independent observables confirm the reentrance of the C1S0 phase.

To gain further insights on these excitations, we have
computed the spin and pair correlation functions in the
ground state. The spin correlations S(x)=(S(x)-S(0)) are
short range in a spin-gapped phase with a correlation length
&~ 1/Ag, which gives a complementary estimation of the
evolution of the spin gap, particularly important when the
pairing energy is smaller than the spin gap. From Fig. 6, we
find a similar increase of the spin gap (smaller £) at small
flux and algebraic correlations in the C1S1 phase. The spin
gap at high flux is again recovered with short-range spin
correlations.

The singlet operators on a rung defined by A(x)
=Cy11Cx2.—Cx1,/Cxoq give the pairing correlations P(x)
=(A(x)AT(0)). While P(x) remains algebraic in the C1S0 and
CI1S1 phases, its overall magnitude follows the pairing en-
ergy and is strongly reduced in the C1S1 phase. These cor-
relations can be discussed from the bosonization approach
using the conventions and definitions of Appendix C. We
find that the low-energy dominant term at wave vector g=0
in the low-field C1S0 phase reads

A(x) = X o [(a0)*Yarotir—o+ b VaroWir—o

- (bu)zwu,R,a'l//u,L,—O' - (au)zlﬂu,L,Ulpu,R,—o’l

For instance, the intraband terms read
wp R g-lﬂp Lo ™ ei[¢95++[‘057—0'(¢s++17¢57)], (10)

with p== for d/u. From previous results,” we know that in a
C1S0 phase, all the fields except ¢, are gapped, with
(0..)=0 and (p,,)=7/2, (p,_y=7w/2. These terms are, thus,
algebraic with a decay exponent 1/2K,,, which is the con-
tinuation of the zero-flux physics. We observe from Fig. 7
that K., increases with the magnetic field, but a precise
evaluation is numerically difficult.
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FIG. 7. (Color online) Superconducting correlations P(x) for
three values of the flux corresponding to each phase encountered on
the 6=0.063 line of the phase diagram of Fig. 5. The decrease
exponent is much higher in the C1S1 and high-flux C1S0 phases,
and the overall magnitude is strongly reduced, suggesting a metallic
state. Note that correlations display oscillations associated with a
4kp contribution.

In the C1S1 phase, superconducting correlations are ex-
pected and found to be algebraic with an exponent K 1K,
but with a much smaller amplitude, in agreement with a me-
tallic phase.

The physical properties of the high-flux C1SO phase are
very similar to those of the low-field C1S0 phase. Following
the analysis by Fabrizio® (see Appendix C for notation), the
pairing order parameter in this phase reads

A(x) o E 0{(01)2¢1,R,o¢1,L,—a+ (b1)2¢1,L,a'//1,R,—a

+ (0 oot (@) Vo ook ol

which will give fluctuations with an exponent 1/2K ... Com-
puting the density and transverse current order parameters
shows that they have a 2K, decay exponent associated with
the wave vector 2(kp—kp,)=27n. The competing orders
are, thus, the same as in the low-field phase studied in Sec.
III. The fact that the SC signal is small and with a large
exponent in Fig. 7 suggests that the CDW fluctuations domi-
nate in this strong-coupling regime, making the high-flux
C1S0 phase a spin-gapped metallic phase with strong trans-
verse current fluctuations.

III. LOW-FIELD PROPERTIES OF THE LUTHER-EMERY
PHASE

This section discusses the properties of the C1S0O Luther-
Emery phase at very low fluxes relevant to the experimental
accessible magnetic fields.

A. Current densities and correlations

With open boundary conditions used in DMRG, we have
access to the local density of holes and currents. The local
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Plot of local currents ji (x) (x5), jj(z), and hole density h(z) in a 2x32 ladder with 6 = 1/16, J/t = 0.5 and ¢/27 = 0.125. ® H
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FIG. 8. (Color online) Local hole density and local currents in the ground state of the C1S0 phase (at low flux). The area of the circles
is proportional to /(x)— &, with h(x) the local density of holes. An excess of hole is represented by empty circles, while a lack of holes is
represented by full circles. The line thickness is proportional to the current strength, and the arrow gives the direction. Note that the
transverse current has been rescaled [by a factor (X5)]; the main screening currents are on the chains. Interestingly, the orbits have a length

scale 67! determined by the average hole density.

hole density reads h(x)=1-{n(x)), while the mean values of
local parallel and transverse current operators are computed
using the definitions

emid2,t

Ji (X) =infe' 92 x+1 LoCx 1.0~ Cxl oCrtl 1ol

i1 o2t

]||(x)—th[e Crr12,6Cx 2,0 Cr2.0CxH1,2,05

C;Z,acx,l,ol (1 l)

They are related to the current operator j, along the chain p
via j,= sz]” (x), and thus, to the screening current j,(¢). We
have checked that Kirchhoff’s conservation law for charge
currents is satisfied at each vertex of the lattice. At zero flux,
no currents are present in the ladder. When the magnetic field
is applied, time-reversal symmetry is broken and local cur-
rents have a nonzero expectation value, depicted in Fig. 8 for
a 2X32 ladder with four holes. First, the two hole pairs
manifest themselves by two domains (areas with open
circles). The local screening currents develop inside these
domains and not at the edges of the ladder. Clearly, in the
strong-coupling limit where double occupancy is prohibited,
the only domains in which electrons can take advantage of
the flux are the room left by holes. This results in a periodic
pattern for hole currents whose length scale is exactly !
(=16 in Fig. 8). Such a length scale is different from the
usual magnetic length VA/eH governing orbits of Landau
levels. A similar length scale has been found in the study of
OAF phases,'# while the current pattern is different from the
one observed under a magnetic field. Note that these diamag-
netic currents are not related to the Meissner effect expected
in a superconductor or in a bosonic ladder.>* Actually, hole
pairs are delocalized on the two chains so that this pattern
does not correspond to currents of pairs but rather to currents
inside pairs.

To study the nature of the current fluctuations, we have
computed the transverse current correlations

J() =L (0)j(0) = G LG L(0)), (12)

where we have subtracted the finite local expectations (as
one would do with density correlations). The main result of
Ref. 11 was the absence of algebraic transverse current cor-
relations in a C1S0 phase because of the strong spin fluctua-
tions associated with the spin gap. Here, although the spin-
gapped C1S0 phase survives at low flux, the situation is quite
different because the chain exchange symmetry is explicitly
broken by the magnetic field (Fig. 9). Indeed, Eq. (11) can be
rewritten in the basis of the d,u bands, which leads in the
continuum limit to terms with different wave vectors:

Jix) = iti[c)‘c,l,acxl,a_

jix)= lﬁ[(ai - bi) [fzikuxlﬂz,ie,a’ﬂu,L,U - e2ikux¢;,u,o-¢u,R,a-]
+(ag - byl ek ‘//Z,R,(r'//d,L,o — etk ‘/’ZJ,L,U‘/’d,R,a]
+ (bag+ ab) e YL g aro— U goWiro)
+ ellkarkux(yf LoViro ‘ﬁz,d,a%,ze,a)] +(b,by+a,a,)
X[e Skl p i g = W1 oWr.o)
AR O/ A /] | (13)

where the coefficients a4, and by, are defined in Appendix
C. We now turn to the bosonization representation of the
operators appearing in Eq. (13). Terms with the lowest wave
vector k,;—k, contain operators of the form

l)[,j;,R,l)'l/,d,R,(T -~ ei[_¢c_+06__0(¢S__9S_)]7 (14’)
with o=(T, | )==. In the C1SO0 phase, their correlation func-

tions decay exponentially as they involve the dual fields 6,_
and ¢._, which are disordered. For the terms with the wave
vector k,+k,, we find similarly that

l/IZ,R,()'wd,L,(r -~ ei[¢6++96_+0—(¢5++6x_)] s (] 5)

which also have short-ranged correlation functions because
of the presence of the disordered field 6,_ in the bosonized
representation Eq. (15). This is exactly the same result as in
Ref. 11 albeit extended to nonzero flux. Without a magnetic
field, DMRG calculations!! showed that the dominant wave
vector in the exponential signal was k"+k™ rather than k°
—k™, probably because the bosonized expression of the cor-

2
[J(x)! x J(x)
T T [ B B B B
@37 (b)|
10_4; 1 H 8_1 . 5><10_4
I |
107 H 4 o5x107™
- 18 ‘J/t—‘OS‘and‘S— 1/16’
T 10 ~ 0 1020 30 40 50 60
X X

FIG. 9. (a) Transverse current correlations become algebraic in
the C1S0 phase once the magnetic field is turned on (same param-
eters as in Fig. 8). (b) Demodulation of the signal enables to extract
clearly the wave vector 276 of the correlations.
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responding Fourier component contains two strongly fluctu-
ating fields for the latter term [see Eq. (14)], but only one
[see Eq. (15)] for the former term. In the presence of a mag-
netic field, we see that the terms in Eq. (13) corresponding to
the wave vectors 2k, and 2k, have a magnitude

(b,)* = (a,)* <

at small flux ¢, i.e., they exactly cancel for ¢=0, but are
present once the magnetic field is turned on. These new
terms are allowed by the symmetry reduction induced by the
magnetic field. Furthermore, they have the bosonized expres-
sion:

l//;,R,(rlpp,L,(f ~ ei[¢c++P¢(‘—+U—( ¢x++p¢x—)] , ( 1 6)

in which the spin contribution has long-range order, but the
charge contribution contains the dual field ¢,._, leading to
exponential decay of the associated correlation function.
Therefore, all the 2k contributions in the transverse current
correlation functions display and exponential decay.

In expression (13), the higher 4k, harmonics of the cur-
rent are not taken into account. The reason for this is that in
the full Hillbert space, the 4kr component of j, is simply
proportional to cngc_kF. However, in bosonization, a mo-
mentum cutoff is introduced, and the high-energy states
which involve the creation or annihilation of fermions with
momentum farther from the Fermi momenta than the cutoff
are eliminated. Thus, the expression of the current at lowest
order in the interaction U/t in Eq. (13) cannot contain any
4k contributions. However, virtual processes in which a fer-
mion is created and annihilated far from the Fermi points
give contributions of higher order in U/t to the 4k compo-
nents that only involve fermion operators close to the Fermi
points. Such contributions can be derived in perturbation
theory following the approach in Refs. 42 and 43. In the case
of the transverse current, an interaction of the form
Uc,thZFc_kFc% yields a perturbative contribution propor-
tional to U/ tckFcZFc_kFc_kF to the 4kr component, which in-
volve only operators belonging to the low-energy subspace
and, thus, cannot be neglected. Such corrections can be
viewed as a pair hopping or a correlated hopping between
the chains. Thus, we expect to find a 4k contribution to the
transverse current of the form

lpZ,R,gwd,L,owl,R,gwu,L,o’ -~ ei2¢ﬂ+, (17)

associated with the wave vector 2(k%+k*)=2m(1-6). The
U 1.4k, ()] 1 4,(0)) correlations have a power-law decay with
exponent 2K,.,. This result is very similar to the CDW fluc-
tuations associated with the correlations {(n(x)n(0)), which,
while being short range at 2k, also possess a 4k, power-law
decay.® Note that these CDW correlations contain terms
analogous to Egs. (14)—(16), but with different prefactors.
This is in good agreement with numerical results, for which
we found algebraic correlations with wave vector 27d. The
wavelength of the correlations is again associated with the
length scale 5! of the local hole and transverse current pat-
terns. We found numerically a larger Luttinger exponent
from the current correlations K., ~ 1, while superconducting
correlations rather give K., ~0.6 for the same parameters.
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TABLE I. Summary of the bosonization result for operators in
the low-field C1S0 phase (see Appendix C for notations). We have
2kp=amn. If not short range (“Exp.” notation), we give the decay
exponent of the associated correlations. Numerically, (n(x)n(0)) and
(j 1L (x)j 1 (0)) are algebraic because they pick up the 4k terms.

In the C1S0 phase

Operator Exponent Wave vector
S%(x) Exp. 2ky
A(x) 1/(2K,,) 0

N, (X) Exp. 2kp
LY 2K, 4kp

J 1.2, (%) Exp. 2k

J 14k, (%) 2K, 4kp

This difference, also found for charge correlations,? could be
attributed to the need for virtual high-energy processes to
create the 4k correlations, leading to somehow low and
noisy signals. The behavior of the bosonized operators is
summarized in Table 1.

B. Zero-field susceptibility and the commensurate phases

Since only very small flux per plaquette ¢ can be
achieved experimentally, we now focus on the ¢p— 0 limit of
the orbital susceptibility x,= x°"(0), which is calculated nu-
merically from Eq. (5). For the noninteracting system, this
quantity is finite and positive at half-filling, and then in-
creases with doping (see Fig. 16 of Appendix A). Once in-
teractions are turned on, this susceptibility is zero at half-
filling because of the Mott insulating state (see Fig. 10 and
Appendix D for a general discussion of the susceptibility).
When doped, the system acquires a susceptibility roughly

aasii = 0.4 BRANRY
o J/t=025 N
2 I~ \\\
1 | -
Xo
L BT
O ' ~ ) A\
strong finite \
1k size effects \ |
0 025 05

S

FIG. 10. (Color online) Zero-field susceptibility x as a function
of doping & and interaction parameters J/¢ for a ladder with
L=48. A strong reduction at low J/¢ and commensurabilities &
=1/4 and 1/2 are clearly visible. The computed susceptibility is
nearly zero at =1/4, but subject to finite size effects (see Appen-
dix B). On the contrary, the 6=1/2 phase has a finite susceptibility.
Inset: The derivative dyx,/dd| s as a function of J/t.
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FIG. 11. (Color online) Two-particle charge gap as a function of
doping showing the emergence of insulating phases at commensu-
rabilities 6=1/2 and 6=1/4 at low J/t. The smallest flux we have
access to is enough to destroy the §=1/4 CDW phase (see text for
details), while the §=0.5 BOW phase is more stable. Data are com-
puted with an extra J=+0.3 at the two extremal rungs.

proportional to the density of charge carriers with y,~ 6.
The proportionality coefficient decreases with J/¢, which is
reminiscent of the fact that large J’s reduce the mobility of
holes (see inset of Fig. 10). Compared with the noninteract-
ing result, the susceptibility is, thus, strongly reduced by the
interaction. When the ratio J/t is lowered, a strong reduction
of xp is clearly visible for the hole commensurate doping &
=1/4 up to finite size effects, as discussed in Appendix B.
This drop of the susceptibility increases continuously as J/t
is lowered (data not shown; for larger J/¢, the convergence is
better) so that we are confident that the observation is not an
artifact of the finite size effects. For 6=1/2, a discontinuity
of the slope is found, but the susceptibility remains finite in
this phase (there, the finite size effects are smaller). The oc-
currence of insulating CDWs was previously studied® in this
part of the (8,J/t) phase diagram of the #-J model. However,
only the 6=1/4 CDW phase was discussed and Fig. 10 sug-
gests that the =1/2 phase is of a different nature.

To study more precisely the occurrence of these phases,
we have computed the two-particle charge gap

A,, =Ey(n;,+2) + Eg(n), — 2) = 2E((ny) (18)

as a function of doping and interaction at zero magnetic field
and for the lowest flux 47/L we have access to. A system
with pairs always has a finite one-particle charge gap (or
pairing energy), but is insulating if the two-particle charge
gap is also finite. The results on a ladder of finite length L
=48 are given in Fig. 11. On the one hand, a strong discon-
tinuity at 6=1/2 is found even for a rather large J/¢, and the
charge gap of this phase survives to nonzero flux (away from
the commensurability, A,, is much smaller but finite because

Plot of local currents j (x), jj(«), and hole density h(z) in a 2x32 ladder with 6 = 0.5, J/t = 0.2 and ¢/27 = 0.0625. ®H
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of the finite length of the system). On the other hand, the &
=1/4 discontinuity is only found at small J/¢ and is de-
stroyed for the lowest flux we can use. No other discontinu-
ity of the two-particle charge gap is found for the range of
doping 0= 6=0.6. The system with §=1/4 has edge effects,
and we have added an extra J, =+0.3 on the two extremal
rungs to control the spinons at the edges as was done in Ref.
6. This phase is, thus, difficult to study under a magnetic
flux, but it was studied previously and it was proposed to be
a fourfold degenerate CDW phase with pairing and a small
spin gap on the basis of the behavior of the Friedel oscilla-
tions. These gaps were found to be numerically very small.®
The observed sensitivity to the flux is consistent with small
gaps. Indeed, such a fourfold degenerate phase is difficult to
stabilize. Qualitatively, if pairs of holes are well formed on
rungs, it is hard to generate an effective long-range repulsion
between these pairs to stabilize a crystal of hole pairs. On the
contrary, if pairs are spread over a few rungs, they can repel
each other more easily, but will have a smaller spin gap and
pairing energy. This latest picture of a pair of holes delocal-
ized on a plaquette every two plaquettes seems to be more
suited to describe this phase.

In the insulating phase with §=1/2 (quarter-filling), in-
stead of the pronounced Friedel oscillations obtained for &
=1/4, a uniform electronic density (see Fig. 12) is found.
However, if one computes the bond order parameters f,(x)
along the bonds at zero magnetic field by using the defini-
tions

t(x) = tH<ci+l,l,rrcx,l,(r + Ci,l,(rcx+l,l,(r>»
1y 1(x) = ,c] CongtcCly c )
2, INCx+1,2,0%x,2,0 x,2,0%x+1,2,0/>

t t
tL(x) = tl<cx,l,ocx,2,o + CX,Z,O'CX»]»U>’

one finds strong oscillations with a period of two lattice sites
for the Il bonds, making this phase an insulating bond order
wave (BOW) phase (see Fig. 13). This is confirmed by the
current pattern under a magnetic field found in Fig. 12,
which has well-defined orbits around plaquettes, but small
currents between plaquettes. The local transverse current is
staggered, while the transverse bond-density-wave order pa-
rameter is uniform. Such local orbits allow a finite orbital
susceptibility even if the system remains insulating because
G L), (0))=(,(1)j,(0)) in Eq. (D2) which is simply the
local response on a plaquette.

IV. CONCLUSION

We have studied the effect of a magnetic flux through a
doped two-leg ladder by means of bosonization and DMRG

® 0.02 — 0.01

-« <

Al

IENENENENENENENENENNE

~ > =

) e . ] . ] . > > =

FIG. 12. (Color online) Local expectation values with the conventions of Fig. 8 on the n=56=1/2 line (quarter-filling) in the bond-

density-wave phase at low flux.
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§=05 |
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0.4]- o 1)(x)
o 1,(x)
<© tperp(X)
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FIG. 13. (Color online) Local kinetic bonds 7,(x) in the &
=1/2 BOW phase computed at zero magnetic field. The parallel
bond orders are strongly oscillating at wave vector 7, while the
transverse bond and the transverse kinetic bond and electronic den-
sities are uniform (see Fig. 12).

calculations. As a function of the flux, a rich phase diagram
is observed with an intermediate Luttinger liquid phase and
the reentrance of the Luther-Emery phase at high flux. Both
in the weak- and strong-coupling limits, the phase diagram is
governed by the evolution of the band structure. Focusing on
the small field physics of the Luther-Emery phase, we ob-
serve that local currents develop in the ladder inside the hole
pair regions. Their typical length scale 8! is controlled by
hole doping 6. The transverse current correlations also de-
velop as soon as the magnetic field is turned on, with an
algebraic behavior contrary to what was found without a
magnetic field. Lastly, we have computed numerically the
zero-field susceptibility of the system as a function of the
interaction parameter J/t and of hole doping. We found that
insulating commensurate phases at low J/t exist only at dop-
ings 6=1/4 and 1/2, and that the two phases have different
responses under a magnetic field. The contribution of the
conduction electrons to the orbital susceptibility might, thus,
be useful to probe these phases experimentally. Results on
the 6=1/4 phase are consistent with a fourfold degenerate
ground state with a small pairing and spin gap, making it
very sensitive to the flux. On the contrary, the §=1/2 phase
appears to be a robust bond order wave phase with a twofold
degenerate ground state. Despite its insulating nature, this
phase has a finite susceptibility due to local orbits of elec-
trons around plaquettes.

The ladder compound Sr;,_,Ca,Cu,,04; (SCCO) was the
first nonsquare cuprate compound showing superconductiv-
ity under high pressure.** The presence of a spin gap in
its superconducting phase has been addressed experi-
mentally,¥*® but no consensus has risen on the actual nature
of superconductivity in this material. Another exciting fea-
ture of SCCO is the occurrence of charge density waves at
ambient pressure.**% Experiments’’® have suggested that
CDW could appear at wave vectors 1/3 and 1/5, which was
discussed theoretically using a multiband charge transfer
model solved by Hartree-Fock approximation.”® Here, we
have shown that the #-J model on a single ladder only dis-
plays 1/4 and 1/2 commensurabilities, as proposed in Ref.
6, and that orbital susceptibility could help to understand the
nature of these commensurate phases.

PHYSICAL REVIEW B 76, 195105 (2007)

We would like to point out that an interesting realization
of quasi-one-dimensional systems in which magnetic flux
can affect the band structure is provided by carbon
nanotubes.®® Following the theoretical prediction,®® experi-
ments on multiwall nanotubes (where notable fluxes can be
achieved due to the large diameter of the outmost shell) have
shown that the band structure of these systems was indeed
sensitive to magnetic fluxes.'~%3 In the case of gapped zig-
zag single wall nanotubes, although the experimentally ac-
cessible fluxes through the tubes were small, an effect on the
conductance oscillations in the Fabry-Perot regime could,
nevertheless, be evidenced as a result of the lifting of the
degeneracy between two subbands. As there exists some evi-
dence for strong electronic correlations in carbon
nanotubes,® % and as carbon nanotubes possess some analo-
gies with ladders,% an interesting extension of the theoretical
results developed in the present paper would be to study
quasi-one-dimensional models mimicking more closely car-
bon nanotubes. It would be particularly interesting to com-
pute the behavior of the Luttinger exponent controlling the
zero bias anomaly as a function of the applied field.
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APPENDIX A: FORMULAS FOR THE NONINTERACTING
SYSTEM

Part of these results was first given in Refs. 22 and 23. We
reproduce them for clarity and notation conventions (which
are different) and extend them when necessary. In what fol-
lows, a=t /.

1. Band structure

At zero flux, the interchain coupling lifts the degeneracy
between chains, giving birth to a bonding band k,=0 and an
antibonding band k,= . The flux breaks the reflection sym-
metry between chains, and couples these 0 and 7 modes. We
call down and up (with labels d/u) the two bands in the
presence of a flux. It is straightforward to diagonalize the
noninteracting Hamiltonian by taking the Fourier transform,
which gives the energies

2
Eanlk, ) =~ 2t{cos k cos %5 + \/sin2 k sin’ %5 + (g) }

(A1)

The basis transformation can be written using coherence fac-
tors ay, b, >0

Cr.1 ap by \(cra

Ck2 by —ap/ \cy,

with
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sin k sin —
2_ 1 1 (A3)
a,=—| 1- s
72 \/.2 ¢ <a)2
sin“ksin® —+ | —
2 2
sin k sin —
bi=—| 1+ . (A4)

1
2 2
\/sin2 k sin? i) + (2)
2 2

We have a_;=b;, and the factors depend on the wave vector
k, while at zero flux, a;= bk—l/\2 For any finite flux and
k>0, we have a;<b; with

sin k sin —

2
Clk= o
\/sinzksin2 i) + (E)
2 2

Below are a few considerations on the band structure (Al),
which are summarized in Fig. 2:

(i) The condition to have a band gap is that max &,
=&, ¢p)<min £,=E,(0, ), which gives §=cos gz This
condition can be reformulated as ¢ > ¢, with

sin ﬁ =1/1- <g>2.
2

b - (AS)

(A6)

(ii) The condition to have a double well in the &£, band

comes from the sign of the second derivative at k=0 and is
$_

5 cos 2—sm 2 This condition can be reformulated as ¢
> ¢, with
. ¢, Vot + 1602 — o |
sin = 3 (A7)

In this case, the wave vectors corresponding to the minimum
of the down band and the maximum of the up band read

RO
ke (¢) = arcsin \/sm 5 \3 cot 5 (AB)
max( ¢) ™= kmln( ¢) > (A9)

which appears with a finite value.

(iii) The two curves’ intersection is a= \'2 for which we
have ¢y, =m/2. If a<a,, we have ¢.< ¢y; else, Py< ..

(iv) The condition to empty the u band is u=a-2 cos 3,
and is the same as the condition for which the d band is
completely filled.

(v) We can show that only situations with two or four
Fermi points can occur: for monotonous bands (¢ < ¢,), this
is obvious. For nonmonotonous dispersion (¢>¢,), if ¢
> ¢, the two bands are not overlapping so we have either
two or four Fermi points. For any flux ¢ e [¢., ¢, we can
convince ourselves that since £“(k, ) > E%(k, ¢) (for any k)
and since the up band has a unique maximum [at kmax(d))],
while the down band has a unique minimum [at kmm(cﬁ)], it
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FIG. 14. Depending on the filling, the number of Fermi points
can be either 2 or 4 (sketched on the bands of the B phase of Fig. 2).
Note that at low and high fillings, the two Fermi velocities have
opposite signs, while at intermediate filling, they have the same
sign.

necessarily implies that only two or four Fermi points are
allowed (see Fig. 14).

2. Filling the bands: Finding Fermi points

Fermi points kd/” are deduced from their relation to the
chemical potentlal w from Eq. (A1). If needed, this equation
can be inverted into

cos k4" (u, ) = - Zﬂtu cos ;i)

isd/u\/ 1

This previous expression is useful when working at fixed u.
Note that, depending on ¢ and u, the above equation can
have two roots labeled by s,,==x1 for each sector d and u
(see Fig. 14). If there are two Fermi points in the same band
p, we use the notation kf.,,. The Fermi velocities can be
evaluated from

(4] e (5]
e s sin“ —+ | — | .
20) |7 2 \2

(A10)

cos k sin? is
2

2
\/sin2 k sin? ¢ + (2>
2 2

(A11)

v (k, ¢p) = 21, sin kY cos %b ¥

Note that one of the two Fermi velocities is negative in the
case of nonmonotonous bands.

Working at fixed electronic density n, we have to relate
the Fermi points directly to n using Eq. (Al) and the Lut-
tinger sum rule (see Fig. 14 for a sketch of all possible situ-
ations). If the system has only two Fermi points, then we
have either k%=n or ki=m(n—1), where both relations do
not depend on the flux. When there are four Fermi points and
limiting the discussion to n<1, we have either that

(i) the bands are overlapping:
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K+ k= 7,

<2>2 21) 172
COoS
2 2 , ¢

+sin” — ;
. 2(”_”) 29 2
sin 5 —sin

. (kﬁ—ki";)
sin =
2

(ii) there is a nonmonotonous dispersion, for the down
band:

2

d d _
kF’l - kF’2 =T7n,

( a,)Z 5 d) 172
- COSs™ —
2 2 L ¢

= +sin” —

2 . 2(7711) ) 2? 2
sin”| — | —sin

2 2

These equations reproduce the correct result in the ¢»=0 and
a=0 limits. It is also straightforward to compute the four
critical densities at which the number of Fermi points
changes from two to four and from four to two (see Fig. 3).
By arranging them according to n. <ng,<n,;z<n., we
have

d d
. (kF,l +kpo
sin

Ny = arccos[cos ¢+ a cos(@2) /i ¢ e [,

n, = arccoscos ¢ — a cos(/2))/ if ¢ e [0, ],
na=2-n, if ¢ e [0,¢y],
na=2-n, if ¢ €[] (A12)

These equations can be inverted to give the critical flux ¢>—~*
at which the transitions from 2+« 4 Fermi points occur:

s \l5T (3]

(A13)

24

This last expression is useful for checking that the change of
sign of the susceptibility is associated with these transitions.

3. Orbital susceptibility

Knowing the location of the Fermi points, we can com-
pute quantities integrated over the bands such as the total
energy Ey(¢), the screening current j;(¢), and the associated
orbital susceptibility from Egs. (5). One contribution to this
current from electrons of momentum k is jﬁ”"(k, b)
=0E,,(k,$)! d¢p, which reads

1 sin? k sin
J"™(k, ) = = ;| cos k sin %5 T - ¢

2 25
\/Sinzksin2 é + (C—Y>
2 2

(A14)

and similarly, the corresponding contribution to the suscep-
tibility reads
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FIG. 15. Susceptibility as a probe to the number of Fermi points
for 0.5<1-8<1.0 and ¢, =t;. ¢$*~* indicates the transitions from
four to two and from two to four Fermi points.

-

)
! k
Xk, ) = -2 coskcosiﬁi sin” k cos ¢ —
2 2 P é (a)
sin“ k sin” —+ | —
L 2 2
1 in* k sin?
Lo sin” k sin” ¢ . (A15)
4 & o
sinzksin2—+<—> J
L 2 2

It is important to remark that additional contributions come
from the derivatives dk”(¢)/d¢p and FPkP(p)/ I¢* because, in
the case of four Fermi points, the location of the Fermi
points depends on the flux. Thus, Egs. (5) can be computed
either analytically or numerically. A typical plot of the inte-
grated x°"°(¢) is given in Fig. 15, which shows that its dis-
continuities are associated with the 2 <-4 Fermi point transi-
tions of Egs. (A13). We have checked that the latest result is
valid only for 0.5<n=1-45<1.0 when a=1 (see zero-field
susceptibility below).

Lastly, the behavior of the zero-field susceptibility xg
can be computed as a function of the electronic density n.
With a factor 2 for the spins, we have the following:

if @>1-cos 7n (two Fermi points),

1
ngb(n) =— t[sin wn(l + — cos wn) - 7—Tn]; (A16)
(64

a

else, if @<<1-cos 7mn (four Fermi points), we have

™™ a\?
)(grb(n) =— t||: \/sin2<7> - (E) (2 +

2 (a 1 )
— —arcsin| ——— | |.
a 2 sin(7n/2)

COSs Tn )

sin?(mn/2)
(A17)
The curve for a=1 is plotted in Fig. 16, which shows that for

n<0.5, even when there are only two Fermi points, the sus-
ceptibility can be either positive or negative.
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FIG. 16. Zero-field orbital susceptibility of the noninteracting
system for ¢, =1, from Eqs. (A16) and (A17). The singularity at n
=0.5 marks the transition from two to four Fermi points. When n
< 0.5, the susceptibility changes sign for n=0.3975..., while the
system always has two Fermi points.

APPENDIX B: FLUX QUANTIZATION AND FINITE SIZE
EFFECTS

In this section, we discuss the quantization of the flux on
a finite size ladder. First, Hamiltonian (1) clearly gives
E(¢)=E(2m7— ¢) so that we can restrict ourselves to the win-
dow ¢ e[0,]. Similarly, from Egs. (5), we have j(¢)=
—j(27— ¢), which implies that j(0)=j(7)=0. What is quan-
tization of the flux ¢ on a finite system? By using periodic
boundary conditions with the gauge of Fig. 1, the integrated
flux along a leg is +(¢/2)L so that there is no remanent flux
through the cylinder hole of the periodic ladder if

¢=mémlL, (B1)

with m an integer. Actually, this can also be simply under-
stood from momentum quantization k=27m/L and by look-
ing at the dispersions —2¢, cos(k+¢/2) on each leg when
t, =0. This quantization can be checked numerically with
exact diagonalization. Furthermore, another possible gauge
which gives the same flux per plaquette is to take ¢ (x)
=¢x, with ¢, the flux along a rung, and no flux along the
legs. We can show that the two gauges are strictly equivalent
on a finite system with periodic boundary conditions only if
Eq. (B1) is satisfied.

With DMRG, we are using open boundary conditions for
which we expect similar effects due to momentum quantiza-
tion. For most quantities and parameters J/¢, the points with
¢=2mm/L interpolate nicely with the ones using Eq. (B1) so
we can relax the constraint (see Fig. 4, for instance). How-
ever, when taking the derivatives such as in Eq. (5) at low
J/t where more finite size effects are present, one must
strictly obey Eq. (B1) to have correct estimates (this is nec-
essary in Fig. 10, for instance). In Fig. 17, because we know
that j,(0)=0, the zero-field susceptibility is
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FIG. 17. (Color online) Finite size effects on the calculation of
the zero-field susceptibility at low J/r. (a) energies as a function of
flux. (b) xo as a function of the doping & from Eq. (B2) for two
different d¢.

Xo=[Eo(2d$) — E(0)1/2d¢*. (B2)

Taking d¢p=2m/L gives a negative susceptibility, while d¢
=4m/L gives x,~0. Finite size effects are smaller away
from the 6=0.25 commensurability and also at larger J/1.

The DMRG simulations were performed using the stan-
dard finite system algorithm on systems ranging from L
=32 to L=64, with minor modifications to treat complex
wave functions. The density matrix at each step was the sum
of the density matrices constructed using the real and imagi-
nary parts separately. Typically, we kept m=1400 states per
block, giving a typical truncation error of 1075, The presence
of the magnetic field did not increase the truncation error
notably. Correlation functions are computed by averaging
two-point correlations of equal distance. Correlations with
one point too close to one of the edges are removed. Even if
there is no translation symmetry with open boundary condi-
tions, this method gives comparable results with the one us-
ing one point fixed at the middle (but this method gives
access to a larger distance x).

APPENDIX C: BOSONIZATION CONVENTIONS

We use the same conventions as in Ref. 70. The bosoniza-
tion procedure starts from the linearization of the band dis-
persion in the vicinity of the Fermi points. When there are
four Fermi points, two of them in the up band and the two
other in the down band (corresponding to the low-field C1S0

phase), we use
o)z 2
1%} VE k by —ay) \cpy '

with implicit spin index if not explicitly required. We denote
by g4 the bosonized right and left movers inside each
band. Note that we have different Fermi levels kp, =k,
# kp,=k,. From Eqs. (A3) and (A4), we deduce that ay,
:bkd/uzbd/u and b_kd/u:akd/uzad/u. The bosonized version of
the local fermion operators depends on how many Fermi
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points we have and which bands are filled. If we have four
Fermi points and overlapping bands, we use

e1(0Na — age™ ey (x) + bae ™y, (x) + b, 1(x)

+ aue_ikux lpu,L(x) s

cr()Na — bye™ @i, p(x) + age™ @y, 1 (x) — a,e™ i, (%)
- bue_ikux'/lu,L(x) 5

where the right and left moving Fermi fields have the
bosonized representation

with « a cutoff (not 7, /1)), r=R/L, p=d/u, and eg;=F 1.
7, ., are Klein factors that ensure anticommutation of fer-
mion operators having different spins or band indices. The
fields ¢, are chiral boson fields. The nonchiral bosons
fields are defined by

¢p o= [¢L,p,a’ + ¢R,p,17]/27 (Cl)

0pa'=[¢Lp0'_¢Rp0']/2’ (CZ)

and they satisfy commutation relations [¢, ,(x), 8, ,(x")]
=i8,,1 64 Ox—x"). As usual in the framework of two
coupled chains, we also introduce the following combina-
tions of the ¢ and 6 fields: the charge and spin modes in each
bands p are

bep=Ldps+ b, IN2, (C3)

¢s,p = [(bp,T - ¢p,l]/V’E: (C4)

and similar transformations for the 6. And lastly, the = com-
binations

—
¢c/s,1 = [¢c/s,d + gbc/s,u]/\”z- (CS)

The Luttinger parameters associated with these bosons are
K, for the charge sectors and K|, for the spin sectors.

In the case of two Fermi points (intermediate flux C1S1
phase) and n<<1, only the down band is filled, and we can
use the results of a single chain, but using

ci(x)/ Va— aqge™ iy p(x) + bae™ 4y (%),

— . .
a(0)Na — bye™ #ipy g(x) + age™ iy (x).

We simply denote by K, and K, the Luttinger parameters
corresponding to the charge and spin modes, respectively.
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In the high-flux C1S0 phase, four points are present in the
down band. With the notation kp;, =k #kp,, =k, we
have, after linearizing the band structure,

Cl(x)/\’/; — alé’iklxlﬁl,R(X) + ble_iklxl/fl,L(x) + azeikleﬁz,L(x)

+bye™ 2y (),

Cz(x)/VZ — b1 Yy g(x) + are Py 1 (x) + bye™ i 1 (%)
+are” 24y (),

and similar expressions for the Fermi operators #, ,(x).

APPENDIX D: DIAMAGNETIC SUSCEPTIBILITY

Let us consider the Hamiltonian (3) or (4) in the limit ¢

— 0. By expanding to second order, we have
¢ . P
H=H(¢$=0)- EL(Il —Jj2) - ?L(K1 +K),

where j, , are the densities of current operators along chains
1 and 2, and K , represent the densities of kinetic energy in
chains 1 and 2. Note that these operators are taken at ¢=0.
We obtain the density of screening current operator
j||=—%(9H/(9¢ as
¢ (K, +K5).

Ji= (11 J2) 7y

Using linear response theory, we obtain the expectation value
of this current in this limit as

. NP

Ji(@)=Go= Z[«(]l = Jj2)3 G =720 + (K1 + K)o,
where ((;)), represents the retarded response function and
()o is the expectation value in the ground state without a
magnetic field. In the absence of interchain hopping, the
cross response function ((j;;j,))o would vanish and {j)o
would be simply the sum of Drude weights of each chain.
The expression of (jj), can be rearranged by noting that

jl_j2=2f Ji (D1)
as a consequence of Kirchhoff’s law. So we have that
1
Xo= f dx(j 1 (x)]1(0))o + Z<K1 +K3)o. (D2)

In the case of negligible transverse current correlations, this
term reduces to the expectation value of the kinetic energy.
In an insulator, this yields a vanishing diamagnetic suscepti-
bility.
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