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Resonant and nonresonant scattering of dipole-dominated spin waves from a region of
inhomogeneous magnetic field in a ferromagnetic film
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The transmission of a dipole-dominated spin wave in a ferromagnetic film through a localized inhomoge-
neity in the form of a magnetic field produced by a dc through a wire placed on the film surface was studied
experimentally and theoretically. It was shown that the amplitude and phase of the transmitted wave can be
simultaneously affected by the current induced field, a feature that will be relevant for logic based on spin wave
transport. The direction of the current creates either a barrier or a well for spin wave transmission. The main
observation is that the current dependence of the amplitude of the spin wave transmitted through the well
inhomogeneity is nonmonotonic. The dependence has a minimum and an additional maximum. A theory was
constructed to clarify the nature of the maximum. It shows that the transmission of spin waves through the
inhomogeneity can be considered as a scattering process and that the additional maximum is a scattering

resonance.
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INTRODUCTION

The topic of dipole-dominated spin waves (SWs) in con-
fined geometries, such as ferromagnetic stripes and dots, is
currently receiving great deal of attention because of possible
applications for data storage and processing (see, e.g., Ref. 1
and extensive literature referenced therein). The field has
grown dramatically in the past few years, due in part to ad-
vances in nanoscale engineering that make it now possible to
pattern periodic arrays of elements sufficiently dense that
elements interact via stray dipolar fields.>”” One consequence
is that propagating collective spin wave modes supported by
dynamic dipole fields can be experimentally observed and
studied.® Understanding the dynamics of these excitations is
important for a number of phenomena, including fast field or
current driven switching.

Propagating collective modes in these systems can be
considered as a particular case of the more general phenom-
enon of scattering of a spin wave from a large inhomogeneity
in a planar geometry. Typical length scales mean that spin
waves can tunnel between and through elements, or exist as
confined modes within elements.

The first studies of spin wave scattering appeared in the
1980s, with an emphasis on refraction effects (see, Refs.
9-11 and other numerous works by the same authors). Scat-
terers in these and other studies were constructed by apply-
ing slowly spatially varying static magnetic field or by de-
positing thin metallic layers on the surface of the film.!!-13
Scattering from other static inhomogeneities in the form of
periodical variations such as saturation magnetization or
magnetostriction were also studied.!® Some years ago, Bragg
scattering from a spatially modulated magnetic field was
reported.?%?!

More recently, tunneling of dipole-dominated spin waves
through a reststrahl region created by a locally applied mag-
netic field was demonstrated.??> This region behaves much
like a barrier to spin wave propagation and can be controlled
through the magnitude of the magnetic field creating the in-
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homogeneity. In contrast to the previous studies, in this work
the inhomogeneity was highly localized in a sense that its
length was of several wavelengths or less of the spin wave
incident onto it. For this purpose, the local magnetic field is
created by a dc flowing through a wire of diameter of several
dozens of micrometers placed on top of the film. In this way,
it is also possible to control the amplitude of the transmitted
wave electrically [an example is sketched in Fig. 1(a)]. Fur-
thermore, the magnetic field can be modulated on nanosec-
ond time scales. This makes the phenomena very interesting
from point of view of applications, especially for signal pro-
cessing at gigahertz frequencies.

What is most interesting perhaps is that either a barrier or
a well can be created simply by changing the direction of the
current. In particular, in the case of backward volume mag-
netostatic waves (BVMSWs), a barrier is produced with a
current that subtracts from the local field in the magnetic film
and a well is produced by a current that produces a field
which adds to the local field in the film. These effects are
illustrated in Figs. 1(b) and 1(c). Propagation of BVMSWs
through the barrier is not possible except via tunneling,?? but
propagation across the well introduces a phase shift and par-
tial reflection (except for resonances which are discussed in
detail later).

The purpose of this paper is to investigate experimentally
and theoretically the transmission of dipole-dominated spin
waves in a ferromagnetic film through a nonperiodic highly
localized inhomogeneity in a ferromagnetic film. Whereas
we are primarily concerned with inhomogeneities created by
a dc through a thin wire on the surface of a magnetic film,
our results apply generally for any one-dimensional scalar
inhomogeneity. We treat the propagation of spin waves
through a region of magnetic inhomogeneity as a one-
dimensional scattering problem. By analogy to quantum me-
chanical scattering of a particle from a potential well, scat-
tering resonances can take place for certain spin wave
wavelengths. If the well has smooth boundaries, as created
by the Oersted field of the wire, the resonance condition is
not trivial.

©2007 The American Physical Society
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FIG. 1. (a) Structure under investigation. The origin of the frame
of reference coincides with the longitudinal symmetry axis of the
wire. (b) Dip-shaped profile of the static magnetic field and
BVMSW downshift of the dispersion in the regime of tunneling. (c)
Hump-shaped profile of the static field and upshift of the BVMSW
dispersion in the regime of scattering. Solid lines: Dispersion out-
side the inhomogeneity. Dashed line in (b) and dotted line in (c):
Dispersion inside the inhomogeneity.

A new possible application of linear spin waves is the
recently proposed SW logic.?** The logic is based on the
control of the spin wave phase. In the latter paper, the control
was achieved by varying the static magnetic field produced
by a dc through a wide magnetic stripe placed on the
ferromagnetic-film sample. This allowed construction of a
logic NOT gate. Both Refs. 23 and 24 used the same idea of
wave interferometer for transformation of phase modulation
of spin wave induced by the dc into amplitude modulation of
the device output signal.

A more direct way would be to directly control the spin
wave amplitude. The scattering and/or tunneling of spin
waves through a highly localized inhomogeneity provides
such a possibility. Indeed, the experimental structure in Ref.
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22 represents a NOT gate. However, to construct more sophis-
ticated universal logical gates, such as the NAND gate, a con-
trol of both phase and amplitude is needed simultaneously. In
this regard, the focus of this paper is on how current con-
trolled tunneling and transmission affects both amplitude and
phase of the scattered spin wave.

The paper is organized as follows. In Sec. I, we describe
the results of experimental investigation of BVMSW propa-
gation through an inhomogeneity of static magnetic field in
an yttrium iron garnet film. We show that the dependence of
amplitude of the wave transmitted through the localized in-
homogeneity depends nonmonotonically on the inhomogene-
ity height. To find the origin of this unexpected nonmono-
tonic behavior in Sec. II we construct a theory of dipole-
dominated spin wave scattering from a one-dimensional (1D)
inhomogeneity. In Sec. III, the theory is applied to explain
this and other experimentally observed peculiarities of
BVMSW propagation through the inhomogeneity. Appen-
dixes A and B contain details of the derivation of the final
equations given in Sec. II and used for calculations in
Sec. IIL

I. EXPERIMENT

We consider the structure shown in Fig. 1(a). Microwave
spin wave packets in an yttrium iron garnet film with thick-
ness of 4.9 um are excited by microwave current pulses in a
strip-line transducer. They are detected by a second trans-
ducer placed at 8§ mm apart from the first one. Both a homo-
geneous external field H; and the static magnetization M are
oriented in the plane of the film parallel to the propagation
direction of spin waves, z. The dynamic magnetization has
an in-plane component, m,, and an out-of-plane component,
m,. The propagation direction relative to the saturation mag-
netization ensures that backward volume magnetostatic spin
waves are produced which are characterized by a negative
group velocity.?

The microwave part of the measurement setup consists of
a microwave generator and a switch, which is controlled by a
pulse generator (pulse length of 320-1600 ns) and con-
nected to the input transducer. BVMSW pulses are generated
with a carrier frequency w/(27)=7.125 GHz and a carrier
wave vector ky=49-267 rad/cm, the value of k, being de-
termined by the dispersion relation for BVMSW in an exter-
nal field.

A narrow gold wire of circular cross section of 25 um in
diameter is mounted across the film parallel to transducers,
4 mm apart from the input transducer. The wire carries a dc
I. Tt is used to create a local inhomogeneous field SH(z).
Depending on the direction of the dc, the total field is locally
reduced [Fig. 1(b)] or enhanced [Fig. 1(c)] by the Oersted
field of the current. The negative group velocity of the back-
ward volume magnetostatic wave> means that frequency de-
creases with increasing wave number. An increase of the
static field shifts the manifold of allowed frequencies up
[Fig. 1(c)], and a decrease in the field shifts the manifold
down [Fig. 1(b)]. Therefore, a local decrease of the magnetic
field means that the carrier frequency of the wave incident on
the inhomogeneity falls outside of the spin wave manifold
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FIG. 2. Raw experimental data. Left panel: Amplitude frequency characteristic measured in cw regime. Right panels: Intensity profiles
for the pulses used in the measurements of the amplitude of the complex transmission coefficient (upper graph, No dc applied; lower graph,

1=0.5 A).

into the spin wave reststrahl region. Propagation in this re-
gion is not possible, but a spin wave can tunnel through this
inhomogeneity if it is sufficiently narrow.??

If the magnetic field is increased locally, the inhomogene-
ity takes the form of a well and merely shifts the position of
the spin wave carrier frequency within the spin wave mani-
fold. Propagation of BVMSW is allowed if the field locally
does not exceed the value corresponding to the lower bound-
ary of spin wave manifold. In order to propagate through the
inhomogeneity, the carrier wave number of incident wave
will adjust since the frequency remains constant, thereby re-
sulting in a phase shift of the transmitted wave. Reflection
can occur, and this decreases the power transmitted through
the inhomogeneity. This provides the basic mechanism
whereby both phase and amplitude can be adjusted by vary-
ing details of the current induced inhomogeneity.

To measure the transmission coefficient of the inhomoge-
neity, the output microwave signal from the output trans-
ducer is monitored by a microwave detector and visualized
on an oscilloscope. To measure the phase of transmission
coefficient as a function of the dc through the wire, A¢(1),
we extended the setup by adding a reference circuit. This
mainly consists of a directional coupler inserted between the
microwave source and the microwave switch, a calibrated
variable phase shifter, and a T-connector inserted between
the output transducer and the microwave detector. The direc-
tional coupler couples a small portion of the incident micro-
wave power out of the main circuit. The power passes
through a calibrated variable phase shifter and a variable
attenuator. The T-connector feeds the power back into the
main circuit, resulting in an interference of the output signal
with the reference signal at the detector input. Variation of
the dc through the wire produces a change of amplitude of
the interference signal. To measure A¢(I), one adjusts the
inserted phase via the calibrated variable phase shifter to
retrieve the same interference pattern as for /=0. For sim-
plicity, we chose the destructive interference pattern as the
pattern to retrieve. It corresponds to the minimum of the

signal from the output antenna. The minimum in the depen-
dence of the output signal on the inserted phase was easy to
find in our experimental conditions. It was sharp enough to
make reliable measurements.

The transmission characteristic measured applying a cw
microwave signal to the input transducer of the structure is
shown in Fig. 2. As one sees in the figure, the measured
characteristic is typical for a BVMSW configuration. The
maximum of transmission corresponds to the upper edge of
the spin wave band and the transmission loss increases as the
frequency is decreased. One also sees a small oscillation of
the intensity of the transmitted signal with frequency. This
oscillation is due to an interference of the spin wave signal
received by the output antenna with the signal produced by
direct microwave coupling of the structure’s transducers.

To make measurements of the spin wave transmission
through the inhomogeneity, we used a pulsed technique. Ex-
amples of profiles of detected output pulses are shown in the
right panels of Fig. 2. Experimentally measured spin wave
delay time on the path from the input to the output transducer
was 320 ns. The half-time of the delay is the spin wave
propagation time between the central conductor and the out-
put or the input transducer. Output pulses longer than 320 ns
show periodic variation of amplitude in their leading part
when the carrier frequency is gradually changed. An example
is the drop of intensity 320 ns before the trailing edge of the
pulse in the upper panel of Fig. 3. This periodic variation is
caused by beating at the output transducer of the spin wave
pulse with a signal produced by direct microwave coupling
of the input and the output transducers.

Pulses 170—320 ns in length also show a frequency varia-
tion of amplitude at their leading part. This variation is con-
siderably weaker than that of the longer pulses. Since this
effect disappears for 7<< 170 ns, we infer that the beat signal
is also produced by interference at the output transducer of
two pulses. There are two possible reasons for this. First is
interference of the spin wave signal pulse with a pulse pro-
duced by direct microwave coupling of the central conductor
with the output transducer. The central conductor may serve
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FIG. 3. Pulse profiles from the output transducer. Upper panel:
No dc applied to the central conductor (I=0). Middle panel: Pulses
of different lengths are applied: 100, 300, and 500 ns. Current
strength is 0.5 A. Lower panel: Interference patterns of the output
spin wave pulse with the reference signal (used for phase measure-
ments) for the same lengths of dc pulses as in the middle panel.
Input microwave pulses are 1600 ns long. The dotted line shows the
interference pattern without dc applied.

as a “parasitic” receiving transducer for the spin wave pulse
launched by the input transducer. If so, the microwave cur-
rent induced in the central conductor is able to couple to the
output transducer through its evanescent microwave field.
Another possibility is that the signal produced by direct cou-
pling of the input transducer to the central conductor excites
a parasitic spin wave signal under the central conductor
which arrives with a 170 ns delay to the output transducer.
The beat signal produced by the spin wave pulse with this
parasitic spin wave signal at the output transducer is received
by the output transducer. Since the observed amplitude of
beating is small, the efficiency of parasitic spin wave excita-
tion and reception by the central conductor is also small
compared with the amplitude of the main spin wave signal.

A small but abrupt drop in the power (intensity) of the
output signal is visible at the half-width of the pulse in the
upper right-hand panel of Fig. 2. The drop is due to beating
as described above. The change in power level is less than
15%. The amplitude of the microwave field of the output
signal changes considerably less; the drop in amplitude is
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only 7%. Furthermore, this drop vanishes for some value of
the phase difference between the spin wave and the parasitic
signals. For the measurements, we used the external field
(H,) values for which this drop vanishes.

Dispersion effects appear to have less impact on the mea-
surement results. To illustrate this, in Fig. 3 we show the
amplitudes of the output signals for long input pulses. Inten-
tionally, the beginning of the current pulse was delayed by
400 ns with respect to the arrival of the leading edge of the
spin wave pulse to the central conductor. As one sees in the
upper panel, at these times the output pulse profile is flat if
no current is applied to the central conductor. It is flat be-
cause at these times, the output transducer receives the cen-
tral parts of both spin wave output pulse and the direct mi-
crowave coupling pulse. Both are smooth; therefore, the
beating pattern of these two signals is independent of time.

The lower panel shows the output profiles for different
lengths of the dc pulses. As one sees in the figure, the signal
power quickly drops after application of the current and re-
mains practically constant while dc is flowing through the
conductor. This panel clearly demonstrates that the dc pulses
as short as 100—150 ns can be used for measurements of
cw-type spin wave transmission through the inhomogeneity
region.

Thus, using reasonably short pulses as microwave input
signals and applying the current through the central conduc-
tor in the pulse regime does not lead to a considerable error
because of dispersion effects. Furthermore, it eliminates the
uncertainty in the output amplitude due to beating of the
output spin wave signal with the signal produced by direct
microwave coupling of the input and the output transducers.

Using the pulse regime has yet another important advan-
tage. A significant dc through such a thin wire may result in
significant heating of the wire and of the film near the wire.
It is well known that the temperature dependence of yttrium
iron garnet (YIG) saturation magnetization at room tempera-
ture is quite strong.?® Account of this is necessary in order to
correctly interpret experimental results. Therefore, in any ex-
periment involving increased powers, precautions should be
taken in order to exclude heating. In experiments on highly
nonlinear spin waves,?” strong signals are usually applied as
short pulses with a small repetition rate. This allows one to
efficiently control the average power transferred from spin
waves to the film crystal lattice by varying the repetition rate.
In this experiment, the main source of heat is the dc though
the central conductor. Therefore, heating of the sample can
be suppressed or at least considerably reduced, if the current
is applied as short pulses. For this purpose, in our experi-
ments the pulses were applied with a very small repetition
rate of 1 ms.

For the phase measurements, we used the method of in-
terference of the spin wave signal with a reference signal.
The reference signal represents a kind of artificially intro-
duced direct coupling of the input to the output transducers.
It travels with practically the same group velocity as the
signal of the direct parasitic transducer coupling discussed
above. Therefore, this interference pattern should have the
same properties. In particular, in order to have a time-
independent profile of the interference pattern, one needs a
long time overlap of the output pulses. In our measurement,
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this is achieved using a cw reference signal. Furthermore, as
the amplitude of the reference signal is usually much larger
than that of the parasitic direct coupling of the input and the
output transducers, the influence of the parasitic signal on the
interference pattern can be neglected. One can then use
longer pulses in order to minimize influence of the dispersion
effects on the output phase profile.

The above consideration allowed us to choose the input
pulses 420—1360 ns in length for the phase measurements.
In Fig. 3, one sees that approximately 150 ns after turning on
the current through the central conductor, the amplitude of
the interference pattern attains a level constant throughout
the remaining part of the current pulse.

These preliminary measurements allowed us to choose
optimal values for lengths of the spin wave and dc pulses
from the point of view of exclusion of parasitic thermal pro-
cesses and minimization of distortion of spin wave pulses by
dispersion effects. The optimal length for dc pulses was
found to be 100 ns for the amplitude measurements and
300 ns for the phase measurements. Spin wave pulses with
lengths of 320 and 1360 ns, respectively, should be used in
combination with these dc pulses.

The available equipment does not allow detection of any
spin wave pulse reflected from the central conductor. Such a
pulse would travel back to the input microwave transducer.
With our equipment, we are not able to use the input trans-
ducer as an emitter of strong incident spin wave pulses and a
receiver of the weak reflected spin wave pulses. However, in
order to estimate the reflection of spin waves from the central
conductor, we made measurements using a time and space
Brillouin light scattering (BLS) method.?” These measure-
ments showed no reflected signal from the central conductor
when no dc was applied.

On the other hand, for /# 0, a spin wave pulse reflected
from the central conductor was clearly seen in BLS profiles
(to be published elsewhere). Its amplitude was consistent
with the power conservation law. In the following, this fact
allows us to measure the amplitude of the transmitted spin
wave solely. The shape and the amplitude of the reflected
pulse may be recovered from the shapes of the incident and
transmitted signals, provided the spin wave damping rate for
the film sample is known.

Results of our measurements are shown in Fig. 4. We
found that in the tunneling regime, for negative / values the
behavior of the amplitude of the complex transmission coef-
ficient (shown in the upper panel of Fig. 4) is the same as
that previously measured in Ref. 22 The amplitude of the
transmitted signal decreases monotonically with |7|. This was
explained in Ref. 22 as an increase of the length of the zone
prohibited for BVMSW propagation with the increase of the
current magnitude. The decrease of transmission is stronger
for larger incident wave numbers.

The important result in this case is the phase characteris-
tic. The characteristic is not linear as the phase demonstrates
a tendency to saturate at large currents. Small phases are
achieved by small incident wave numbers at constant cur-
rent.

Measurements with a well generated by a positive current
show that scattering of BVMSW packets results in a trans-
mission amplitude that depends nonmonotonically on the
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FIG. 4. Measured and calculated transmission coefficients. The
upper panel shows the amplitude, whereas the lower panel shows
the phase. Symbols show experimental data. Lines show results of
numerical calculation. Measurements and calculations were made
for ky=49, 63, 83, 116, 158, and 267 rad/cm. Upper panel, /> 0:
The lowest curve corresponds to ky=49 rad/cm, whereas the high-
est one to ko=158 rad/cm. Upper panel, /<0: The curves (experi-
mental and theoretical) showing the largest transmission at /=
—2 A are for ky=49 rad/cm, whereas those showing the lowest one
are for kg=267 rad/cm. The theoretical and the experimental lines
for middle curves nearly coincide. Lower panel, />0: All the
curves practically coincide within the graphical accuracy. Lower
panel, 1<<0: The lowest curves (experimental and theoretical) are
for ko=49 rad/cm, whereas the highest ones are for k;
=267 rad/cm. In order to achieve good agreement, the shown ex-
perimental values of positive currents were reduced to 88.1% of
actually measured values.

magnitude of the dc. A pronounced minimum is seen at
0.5-0.6 A. The magnitude of transmission in this minimum
increases with increasing ky. A weak maximum appears at a
current about 1 A. For smaller wave numbers of the incident
wave (ky=49-83 rad/cm), the transmission in the maximum
is unity, whereas for larger wave numbers (k,=116 and
158 rad/cm), the transmission at the maximum is only par-
tial.

The phase of the transmitted signal shown in the lower
panel has a general tendency to decrease linearly with /, but
with noticeable deviations from linearity in the vicinities of /
values which correspond to the minimum and the maximum
(on the right-hand side) in the upper figure. The depth of the
minimum is inversely related to k, and corresponds to
strongly nonlinear behavior of A¢([).

As one sees in Fig. 4, the results for phase at positive
currents are shown only up to /=1.5 A. The reason for this is
that the controllable phase shifter we used in our phase mea-
surements was able to shift the phase of the microwave ref-
erence signal only up to 2.57. For negative I values, this was
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sufficient to cover the whole range of accessible dc values,
but for the positive currents, we were obliged to stop our
measurements at /=1.5 A because of the stronger slope of
A ¢ dependence on /. Similarly, we show the amplitude char-
acteristic for the smallest value of k; only up to 1.5 A. We
were not able to measure the amplitude for larger currents
because of significant oscillations in the profile of the output
pulse.

Note that the current of 1.5 A through the wire corre-
sponds to an Oersted field of 240 Oe at the wire surface. The
Oersted field in the center of the inhomogeneity region (Fig.
1) averaged across the film thickness is 200 Oe. Below, we
will find that in order to get good agreement with the experi-
ment, one needs to assume that the wire was located at a
distance of 10 um from the film surface. At that distance,
this average field reduces to 120 Oe. The static field applied
to the sample during the measurements was in the range
1813—1844 Oe. This field is much larger than the maximum
Oersted field of the current through the wire.

Note that the measured phase characteristic allows one to
independently check for the influence of Ohmic heating by
the dc on the experimental results. As stated above, a local
heating of the YIG film would locally reduce the film satu-
ration magnetization, similar to the example shown in Fig.
1(b) for the negative Oersted field. A decrease of saturation
magnetization should shift the dispersion curve downward,
like the negative Oersted field does in Fig. 1(b), opposite to
the shift induced by the actual positive Oersted field of the
wire [shown in Fig. 1(c)]. The Oersted field is linearly pro-
portional to the current, whereas the heat is proportional to
I. Thus, a possibility exists that for larger positive I values,
these local shifts of the dispersion curve compensate each
other, which might result in full transmission at the point of
full compensation. Therefore, one can suppose that the non-
monotonic behavior of the transmitted amplitude showing
full transmission for /=1 A in Fig. 4 has the simple expla-
nation that the maximum at 1 A is the point of the compen-
sation. In such a case, the phase of the transmitted signal at
the point of compensation would be close or equal to the
value at /=0. Furthermore, the influence of the Oersted field
should dominate the thermal effects at smaller currents. In
the range 0.5—1 A, the entire phase characteristic would be
strongly nonmonotonic with a minimum situated at the same
point as for the amplitude (Fig. 4, upper panel). Since the
measured phase characteristics are instead linear, this expla-
nation cannot account for the observed nonmonotonic behav-
ior of the amplitude.

II. THEORY

We now construct a theory able to explain the observed
amplitudes. The theory is also able to explain the measured
nonlinear phase dependence on I in the tunneling regime (/
<0).

The propagation of dipolar spin waves in a film geometry
is complicated because of off-diagonal terms in the perme-
ability associated with the gyromagnetic response. However,
for the special case of a plane wave traveling in the z direc-
tion (BVMSW) and incident normally on a discontinuity
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with translational invariance in the xy plane, the off-diagonal
terms are not important and the wave satisfies the integral
equation

x(z,0)'m(z) - f 47G (2,2 )m(z")dz = Az - 7).

(1)

Here, x(z,w) is the diagonal term of the microwave magnetic
susceptibility tensor y (Ref. 28 and 29) and z is the direction
of BVMSW propagation. The kernel 47G,(z,z’) is the out-
of-plane diagonal component of an approximate quasi-1D
Green’s function G(z,zr) for the magnetostatic field pro-
duced by sources in a planar geometry. The Green’s function
was first obtained in Ref. 30 and the diagonal out-of-plane
component has the form

N2 (z—2')?

47G (2,2 )—L In PrGo) (2)
where L is the film thickness. The Dirac delta function in Eq.
(1) describes the linear excitation of an incident monochro-
matic spin wave by a source at a point z, located far from the
inhomogeneity (zo— —). A is the excitation amplitude of
the source. A derivation of Eq. (1) is given in Appendix A.

Propagating dipole-dominated BVMSWs exist in the
range —1 < y(z,w)"' <0 (see, e.g., Refs. 25 and 29). Outside
this range, only evanescent waves can exist.”? In the experi-
mental situation, }(w,z) depends on position z because of
the spatial variation of the field inhomogeneity. The total
static magnetic field is a superposition of the applied field
H,=H,e_ and SH(z), the field created by the dc in the neigh-
boring wire. For simplicity, we consider only the in-plane
component of this field so that the total field is entirely along
the z direction with magnitude H(z)=H +6H (z). Far from
the wire, the field is due only to H, so that H(z— +%)=H,.

The value of the z component of the wire induced field
averaged through the film thickness is

SH_ (z) = Y(2)I, (3)

where Y(z) is the profile of the field created by the current.
One can show that for cylindrical wire,

1 24 (r+d+L)*
Y@= SV )

5L Z+(r+d)? @

where [ is the dc, r is the wire radius, and d is the nearest
distance between the surfaces of the wire and the film.

A. Numerical solution of the equations of motion

First, we solve Eq. (1) numerically. Because in the experi-
ment spin waves are not monochromatic, we first generalize
Eq. (1) as an inhomogeneous time-dependent integrodiffer-
ential equation. This allows us to make calculations for
pulsed spin wave propagation.

We make calculations for incident spin wave pulses
100-300 ns of duration and register the amplitudes of trans-
mitted signals in the center of the pulses. Our first main
observation is that the amplitudes of the transmitted and re-
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flected pulses of such length far away from the pulse edges
do not depend on the pulse duration; thus, in the later ana-
lytical treatment, for the sake of simplicity we may consider
monochromatic spin waves.

The solid lines in Fig. 4 show the results of the numerical
solution. As in the experiment, amplitudes and phase from
the center of pulses are shown. As seen in the figure, there is
good agreement between the simulation and experiment. A
free parameter used for the fit was spacing, taken as d
=10 um [Eq. (4)] between the wire and the film surface.

In order to achieve good agreement, the shown experi-
mental values of positive currents were reduced to 88.1% of
actually measured values. Reasons for the reduction include
neglect of the out-of-plane component of the current created
field 6H,(z) and use of a one-dimensional Green’s function
of the dipole field G,,,(z,z/). These two factors should in-
crease the reflection from the inhomogeneity, and thereby
enhance the effect of / on transmission. The reduction may
also describe the influence of residual heating effects. As a
result, our numerical treatment probably underestimates the
current.

Despite underestimating the current, the model of Eq. (1)
is able to describe the main effects observed in the experi-
ment. Calculation of power carried by pulses shows that the
sum of powers carried by the transmitted and reflected pulses
is equal to the difference of the power of the input spin wave
pulse and the power lost due to magnetic damping. Energy is
conserved and we can conclude that the minimum of propa-
gation in the calculated dependences corresponds to the
maximum of reflection.

Finally, we note that the numerical solution of the time-
independent Eq. (1) introduces spurious full reflection from
the integration boundaries. The time-dependent equation for
pulses we used allows us to separate the transmitted and the
reflected pulses through time delays. We can therefore iden-
tify unambiguously transmitted and reflected power without
significant losses to spurious reflections.

B. Integral equation formulation of the scattering problem

Additional insight into the problem is obtained using an
alternative solution method.

We consider monochromatic spin waves and assume that
SH(z) < H,. This allows us to transform Eq. (1) into

w/2
m(z) = IJ G (2,7") Uz, 0)m(z')dz" + explikiz) .

-w/2
&)

The derivation of Eq. (5) is shown in Appendix B. In
this equation, Iz, w)=[x(z,w) ' =x(z=%%,w)™ ]/ (47)
~[O(1/Hs)?], k§ is the complex wave number of the incident
spin wave, and —-w/2<<z<<w/2 is the region of localization
of the current created field. An expression for G, is given in
Eq. (B16) and determined from Eq. (B7). A key point for our
analysis is that the finite range of integration in Eq. (5) re-
sults in a discrete spectrum of eigenmodes.

Equation (5) for the spin wave amplitude is now analo-
gous to the Green’s function formulation of the direct scat-
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tering problem in quantum mechanics (see, e.g., Ref. 31),
and 16u(z, w) plays the role of a scattering potential.

C. Green’s function and Born approximation

Equation (5) represents a sum of the incident and
scattered fields of the form m(z)=S(z)+exp(ikjz), where
the scattered field S(z) is the integral S(z)
= foszexc(z,z’)ﬁu(z’ ,w)m(z')dz'. Far away from the inho-
mogeneity, the scattered field can be decomposed into a sum
of two waves: S(z)=S,(z)+r(z), where S,(z) is the forward
scattered wave and r(z) is the backscattered (reflected) wave.

Later, we will solve Eq. (5) exactly, but some insight can
be gained by using Born’s approximation.’! In the first
Born’s approximation to obtain amplitudes of the transmit-
ted, reflected, and scattered waves, it is necessary to place
the observation points far away from the inhomogeneity.
This reduces the Green’s function to a simple expression
[Eq. (B18)]. The scattered field approximated to first order is
found by calculating S(z) using m(z)=exp(ikyz). Neglecting
spin wave losses by setting 1;=0 (see Appendix B for the
definition of the loss parameter vg), the transmitted and re-
flected amplitudes in the first Born approximation far from
the scattering inhomogeneity are

2[ w/2
S, (2)= iz exp(ilko|z) ouz ,w)dz', 7> w2,
—-w/2
21 w/2
r(z) = i— exp(- ilko|z) Sz, w)exp(2ilky|z)dz’,
L -w/2
z2<<w/2. (6)

The amplitude of the transmitted wave S,(z) is linearly
proportional to the area of the inhomogeneity profile =
=["2 8z, w)dz'. This quantity is the zeroth order spatial
Fourier component of the inhomogeneity profile. The
reflection amplitude is proportional to the 2k, Fourier
component of the  inhomogeneity  profile: QO
= "2, 86Uz’ , w)exp(=2ilko|z)dz’, i.e., the first resonant Bragg
backscattered wave.

Both integrals for the inhomogeneity profile can be calcu-
lated. Using the notation in Appendix B, the results are

2
gﬂﬂ(w),

f—
- —
—_—

2
0= ()1 - exp(= 2lko|L)Jexpl 2lkel(r-+ D V2AkolL)

()

The transmission coefficient is |T]=|S,(z)+exp(ikyz)|
=\1+(2IZ/L)*. For I # 0, we have the unphysical result that
|T|>1 and the first Born approximation clearly fails even for
small /. Nevertheless, examination of the upper panel in Fig.
5(b) shows that the first order Born approximation estimates
|S,(z)| well for small 1. The problem with the transmitted
coefficient 7 is because of the incorrect treatment of the
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FIG. 5. Amplitudes (upper panels) and phases (lower panels), of
transmitted (solid line), reflected (dashed line), and scattered (thin
solid line) waves (a) for a rectangular-shaped inhomogeneity and
(b) for the wire with current. For comparison, the dotted lines show
the amplitude and phase of the forward scattered wave calculated in
the first Born approximation, and the dash-dot-dotted line in the
lower panel of (b) is the WKB approximation for the phase of
transmission coefficient. The dash-dot-dotted line in the upper panel
of (b) is the transmission coefficient calculated as |T]=v12—|R|?
with R from the first Born approximation. Thin vertical dash-dotted
lines show the positions of the transmission resonances, as calcu-
lated from Eq. (8) for these potential shapes. The inset in the lower
panel of (b) shows the dependence of the length of prohibited zone
on the wire current.
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phase of S,(z). This is illustrated in the lower panel of
Fig. 5(b).

For |ky|L< 1, the quantity [1—exp(=2|ko|L)]/(2|ko|L) ap-
pearing in r(z) reduces to 1-2|ky|L. Hence, Q is an increas-
ing function of I and a decreasing function of k, and ap-
proaches zero as k,— . If there is no dissipation, we require
|T|=V1?~|R|*>. Hence, the transmission coefficient decreases
with |I| and increases with increasing k,. This behavior is in
qualitative agreement with experiment and also with results
from the more rigorous solution of Eq. (5) as depicted in Fig.
5(b). Note that the range of validity is |I|<L/(2Q), where
the reflection coefficient remains less than 1. Furthermore,
the experiment is able to probe the range from ky=0 to k
=200 rad/cm, which means that our Born approximation is
valid only for currents less than 0.38 A at most. This is a
much smaller range than accessible in existing experiments.

D. Exact solution to the integral equation

The difficulty with a perturbative approach is its inad-
equacy of describing the near field. In Fig. 4, we see that a
good approximation for 7" will require at least a third order
dependence on [, and therefore will require several terms
beyond the leading one in a perturbation expansion. This is
cumbersome, as one needs to use the whole Green’s function
for substitution into higher-order term integrals. We use in-
stead a different method based on an eigenfunction expan-
sion of the integral operator kernel in Eq. (5).

We first solve

wi2

Goxel2,2") 02", w)u(z')dz' (8)
-w/2

\u(z) =

and the transposed operator

w2

G2, 2) (2" )dz’ 9)
—w/2

Nd(2) = oz, w)

for eigenfunctions and eigenvalues. Note that with the
substitutions u(z)=ii(z)/ oz, ) and ¢(z)= Uz, )P (z),
both equations are seen to have the symmetric kernel
VoUz, 0)Gy (2,2 )\ oz, w).

Once the eigenvalues and the eigenfunctions are found,
the solution of the inhomogeneous equation is expressed as
follows:

m(z) =m(2), (10)
where

wi2
o f exp(ikoz') ¢u(z')dz’
-w/2
mexc(Z)ZE
n=0

. 11
e u@). (1)
To obtain Eq. (11), we use the biorthogonality of the sets
of eigenfunctions
w/2

bu(Duty (2)dz = N28,1, (12)
—w/2

and normalize the functions such as N,=1. Solution (10) is
valid inside the interval of the biorthogonality of the func-
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tions u(z) and ¢(z): —-w/2<z<w/2 [Eq. (12)]. As seen from
Eq. (11), m(z) may depend on [ in a resonant way. The reso-
nant condition is

Re(1/\,) - 1=0. (13)

The scattered field is then the difference between the full
solution [Eq. (10)] and the unscattered wave:

S(z) =me(2) —explikgz), —wi2<z<w/2. (14)

In the vicinity of the incidence boundary of the inhomoge-
neity near z=—w/2, the scattered field represents only a re-
flected wave. Hence, the solution for the reflected wave is

r(z) = my(z) —explikez), —-wi2<z<<0. (15)

Similarly, near z=w/2, only the unscattered and the forward
scattered waves are present. Here, the solution for the trans-
mitted wave is

#(z) = S(z) + explikoz) = me(z), 0<z<w/2. (16)

As stated above, the solutions in Egs. (14)—(16) are valid
only inside the inhomogeneity. An expression valid at any z
is obtained by substituting Eq. (10) into Eq. (5). The scat-
tered field is then

w/2
S(z)=1 f Gox(2,2") 0UZ', @)m ey (2')d2,

—00 <7<,
-w/2
(17)
Furthermore,
r(2)=8(z), z<-w/2 (18)
and
(z) = S(z) + explikyz), z>wi2, (19)

with S(z) from Eq. (17).

The transmission coefficients R and 7 are found by the
asymptotic limit z<w/2 of Eq. (18) and z>w/2 of Eq. (19).
In what follows, we find the eigenfunctions u(z) and ¢(z)
numerically on the finite interval —-w/2 <z <<w/2.

We note that in the limiting case w— o [which corre-
sponds to a smooth potential like Eq. (4)], the biorthogonal-
ity interval is the whole z axis and one should use Egs. (15)
and (16), rather than Egs. (18) and (19) to calculate T and R.
In this limit, |R|=|r(-w/2)| and |T|=|t(w/2)|.

In Appendix C, we derive an explicit formula having a
validity range larger than that obtained in Born’s approxima-
tion and free of necessity to numerically solve the eigenvalue
problem [Egs. (8) and (9)].

II1. DISCUSSION

In the numerical implementation of the eigenfunction
method described above, care must be taken with the finite
width of the inhomogeneous region. At the boundaries of the
inhomogeneity, du(z, w) discontinuously changes to zero. A
nonphysical reflection from the boundary will appear but can
be minimized by decreasing the magnitude of the jump. This
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é) T V\—*v"\v/
0 .-.'—.——.-._._.T.'
0 1 2 3 4

Re(1/A,) (A)

FIG. 6. Complex eigenvalues \,, of Egs. (8) and (9) shown as
“quality factors” Re(1/\,)/Im(1/\,) vs real eigenvalue parts
Re(1/\,). Upper panel: The solid line is for the experimental profile
(4) [in terms of Eq. (21), r=50 um, [,;=25 um]. The dashed and
the dash-dotted lines are for the profile (21) of lengths r=200 and
100 wm, micrometers respectively. Lower panel: The same for the
profile (21) but with different steepness of the edges. The solid line
is for the experimental edge steepness [,;=25 um, whereas the
dashed and the dash-dotted lines are for the edges with the effective
lengths of 15 and 50 wm. The dotted line is for the square-shaped
inhomogeneity [Eq. (20)]. The whole length of the inhomogeneity ¢
in the lower panel is 200 um.

is accomplished by choosing a large w in Eq. (5). Since the
current induced field of the thin wire is highly localized, it is
not difficult to satisfy this condition in numerical calcula-
tions.

The solid line in the upper panel of Fig. 6 is the result
from a calculation of the eigenvalues of Egs. (8) and (9). For
this calculation, w/2 was set equal to 80r. This corresponds
to a jump in the inhomogeneity field SH(w/2)=6X107*
SH(0). Such a small jump of the field does not produce any
noticeable reflections in the simulation. In the experiment,
the strength of dc applied current did not exceed +2 A, so by
the resonant condition in Eq. (13), the relevant inverse eigen-
values are small: =5 A<<Re(1/\,)<5 A in this particular
case.

The eigenvalues belonging to this range are situated in the
complex plane close to the real axis. As a rule, the real parts
are larger than the imaginary parts. As seen in Fig. 6, the
inverse eigenvalues are not distributed evenly along the real
axis and the distance between neighboring points on the real
axis changes nonmonotonically with frequency.
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FIG. 7. Lowest eigenfunctions of Egs. (8) and (9) for k,
=47 rad/cm. (a) n=0 (1/Xy=0.098-0.279i), (b) n=1 (1/\,
=1.193-0.1198i), and (c) n=2 (1/\,=1.172-0.597i). The upper
panels are amplitudes of the complex eigenfunctions, and the lower
panels are their phases. Solid lines show eigenfunctions of Eq. (8),
and the dashed lines those of the transposed problem [Eq. (9)]. The
dotted lines show the profile of the Oersted field [Eq. (4)] and the
linear phase profile exp(ik|z|).

In Fig. 7, the calculated eigenfunctions of Egs. (8) and (9)
are shown. The eigenfunctions of the transposed operator
[Eq. (9)] determine the scattering efficiency since they deter-
mine the overlap integral with the incident wave in the nu-
merator of Eq. (11). These modes are localized at the inho-
mogeneity and the modulus of the lowest frequency mode is
very close to the profile of the inhomogeneity field given by
Eq. (4). The eigenfunctions of Eq. (8) determine the ampli-
tude of the scattered waves at z= =+, and hence represent the
reflection and transmissions coefficients. These functions
have the asymptotic form of monochromatic traveling waves
at z==*%,

The transmission coefficient calculated from Eqgs. (11) and
(16) with the eigenfunctions shown in Fig. 7 is presented in
Fig. 8. Experimental data and the results of numerical simu-
lation from Fig. 4 are shown for comparison. There is good
agreement with the experiment for both calculations. The
small discrepancy between the numerical simulation and the
eigenfunction expansion results is due to keeping only the
first two terms in k in the expansion of W(k) [Eq. (B15)] and
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FIG. 8. Transmission coefficient. Upper panel, Amplitude; lower
panel, phase. Solid line, numerical calculation; dashed line, ap-
proximate analytical calculation; dash-dot-dotted line, approxi-
mated calculation by using Eq. (B19); symbols, experiment. Initial
wave number k(=47 rad/cm.

only the first two terms in / in the expansion of the inhomo-
geneity profile [Eq. (5)].

The profiles of the amplitude and phase of the transmitted
wave given by Eq. (16) are shown in Fig. 5(b). The reflected
wave from Eq. (15) and the forward scattered wave from Eq.
(14) are also shown. The calculation is made over a large
range of [ values in order to assess the validity of the ap-
proximations made using Egs. (B1) and (B15).

One sees in Fig. 5(b) that minima observed in the experi-
mentally accessible range of small / values are not unique.
Weaker minima appear for larger values of / as well. Vertical
lines in the figure show the positions of roots of Eq. (13).
The roots do not fully coincide with the positions of trans-
mission maxima. Except the trivial root n=0 at /=0, the
next roots are situated at the edges of wide plateaus of full
transmission.

A. Transmission resonances for a rectangular inhomogeneity

We can identify the origin of the plateaus by solving Eq.
(5) for the case of the rectangular-shaped inhomogeneity
modeled by the expression below:

P U0,w), —wi2<z<w/?2 (20)

L= 0, 7<—w2,2> w2,
where 6U(0, w) is Su(z,w) from Eq. (B3) with Eq. (4) calcu-
lated by setting z=0. With this profile, the integral operator
in Eq. (5) with Eq. (20) reduces to an integration of
G,.(z,z") over —w/2<z'<w/2. In order to make the phe-
nomenon more pronounced, we set the length of the rectan-
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gular inhomogeneity greater than the actual wire diameter
and use a large incident wave number: w=100 wm with k,
=120 rad/cm. The inhomogeneity profile of Eq. (20) de-
scribes the magnetic field created by a dc through a thin
stripe conductor placed directly on the film surface.

The panels in Fig. 5(a) contain the solution of Eq. (5) for
this rectangular-shaped inhomogeneity. As seen in the upper
panel, scattering of BVMSW results in a set of distinct
maxima in |7(/)| and |S,(I)| for I>0. Positions of the
maxima coincide with the roots of Eq. (13). It indicates that
these are indeed resonances. Since Eq. (11) is the scattering
problem, we may infer that these are “transmission reso-
nances.”

Transmission resonances are created by multiple reflec-
tions from the inhomogeneity boundaries and occur when an
incident wave excites unstable bound states. A transmission
resonance occurs when the wave reflected from the bound-
aries inside the inhomogeneity interferes constructively with
the incoming wave. Destructive interface leads instead to
enhanced reflection.

There are similarities between the above transmission
resonances and the quantum mechanical problem of scatter-
ing from a one-dimensional potential well. The difference is
that in the present case, we cannot write the scattered spin
waves as simple plane harmonic waves because of the non-
locality of the dipole interaction. The dipole interaction
couples the sources inside and outside the inhomogeneity so
that purely propagating harmonic solutions with k, and k;
exist only far away from the boundaries. This means that
boundary scattering involves a superposition of all modes
and cannot be simplified at each interface into scattering be-
tween three waves as in the one-dimensional quantum well
problem.

In the case of rectangular inhomogeneity, it is easy to
analyze the transmission in terms of partial reflection of
waves from the inhomogeneity boundaries. The first mini-
mum of transmission coincides with the fist maximum of
reflection [dashed line in Fig. 5(a)] when the partial waves
reflected from the front and the rear boundaries are in phase.
The maximum transmission takes place when these partial
waves cancel each other at the front boundary. Since the
wave inside the inhomogeneity may be reflected several
times from the boundaries, this forms a transmission or re-
flection resonance.

To gain more insight into formation of resonances, we
made additional numerical calculations for spin wave propa-
gation through the rectangular inhomogeneity in the pulse
regime using the same method as in Sec. II. The length of the
inhomogeneity was chosen to be as long as possible (several
millimeters). The phases of spin wave pulses reflected from
the front edge of the inhomogeneity for 7> 0 (reflection from
a positive step on the static-field profile) and for 7<0 (re-
flection from the negative step) were calculated. We found
that the phase of the reflected pulse is shifted by 7 with
respect to the incident wave if />0. The phase difference is
zero if 1<0.

The latter case models well the reflection from the rear
boundary of short positive (I>0) rectangular inhomogeneity
in Fig. 5. The numerical calculations show that the minima
of transmission correspond to a phase accumulation of an
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odd multiple of 7/2 by the wave propagating in the forward
direction inside the inhomogeneity. The wave accumulates
this phase as it travels from the front boundary to the rear
boundary. The wave reflected from the rear boundary accu-
mulates the same phase on its way to the front boundary,
since the internal reflection from the rear boundary results in
no phase shift, as discussed before. Consequently, the phase
accumulated along the whole loop is an odd number of r,
and the signal that passed along the whole loop meets the
wave reflected back from the front boundary with the phase
difference equal to an even number of .

Similarly, in the maxima of transmission, the phase accu-
mulated on the length of the inhomogeneity is equal to an
even number of 7. Consequently, the partial wave going di-
rectly through it meets in phase the wave reflected first from
the rear boundary and then from the front one.

By way of an optical analogy, a region of increased mag-
netic field acts as a region of increased refraction index for
BVMSWs. This analogy does not go far, however. Because
of strong near fields at the boundaries due to the long-range
dipole interaction, a standing wave profile with a definite
value of k; exists only far away from the boundaries of the
inhomogeneity. This precludes, for example, the use of trans-
fer matrices for formulating the problem.

B. Transmission resonances with a smooth profile
inhomogeneity

Scattering resonances are not formed at all for some kinds
of smooth potentials*? and, in general, the problem can be
complicated. In order to gain insight into the effect of the
inhomogeneity profile on scattering, we have solved Eq. (5)
for a modified rectangular inhomogeneity profile:

51)(Z+t/2—leff,(1)), Z<_t/2+leff
oz, w) =9 (0, w), — 1241, <z<U2-l,
51)(Z - [/2 + le)‘f’ a)), 7> t/2 - lef)"
21

where Su(z+1/2—1,4, w) and Suz—1/2+1,4, ®) are 6z, )
from Eq. (B3) calculated by setting z=z+¢/2~1,; or z=z2
—t/2+1,4 in Eq. (4), respectively.

This profile has smooth boundary slopes and a plateau of
constant amplitude (0, w) of length ¢—21,,. The length
of each slope measured at midheight is equal to [,
=+/(r+dy)(r+dy+L). The entire length of the inhomogeneity
from these points is ¢. A finite spacing of d=10 um between
the wire and the film surface is again used, giving a length of
logp=25 pm for a wire diameter of 25 um.

Calculations were made for =200, 100, and 50 wm. Re-
sults are shown in Fig. 9. |T(/)| exhibits a set of maxima for
positive I for the longest z. The positions of maxima coincide
with the roots of Eq. (13) as expected. The positions of each
second resonance for t=200 um almost coincide with the
positions of resonances for r=100 um. At large I, plateaus of
perfect transmission are formed instead of the peaks. The
reason is that roots of Eq. (13) are situated in this case very
close to each other.

The calculation using the experimental inhomogeneity
profile of Eq. (4) is shown in the lower panel of Fig. 9. The
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FIG. 9. Transmission coefficient vs dc magnitude for the inho-
mogeneity profiles (21). Lower panel: Experimental inhomogeneity
profile (4) (r=50 um, I ;=25 um). Middle panel: =100 um, I
=25 pum. Upper panel: =200 um, /=25 um. Thin lines show
positions of roots of Eq. (13). Dashed line: For the largest inhomo-
geneity t=200 um, l,=25 um. Dash-dotted line =200 pum, I
=25 pm. Solid line: =50 um, l=25 um. For convenience of
comparison, the dashed line is shown in all the panels.

positions of the roots of Eq. (13) nearly coincide with each
fourth root for 7=200 wm, and each second root for ¢
=100 um. No sharp resonance is visible and only plateaus of
perfect transmission are formed. As seen in the upper panel
of Fig. 6, the inverse eigenvalues are closely spaced for these
currents. The values Im(1/\,) determine the width of reso-
nance lines, and the plateaus are formed by overlapping of
neighboring resonances because of large resonance line-
widths.

The  quality factor of the resonances is
Re(1/\,)/Im(1/\,,) and decreases with the length of the in-
homogeneity. A linewidth of a loaded resonance is propor-
tional to the coefficient of coupling of the resonator to the
external waveguide and inversely proportional to the energy
stored in it. In our case, the coupling depends on the reflec-
tion coefficient of the inhomogeneity boundaries, whereas
the stored energy is proportional to the inhomogeneity
length. Since the reflection coefficient remains constant for
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FIG. 10. Real parts of inverse eigenvalues (upper panel) and the
“quality factors” for eigenvalues (lower panel) vs the incident wave
number kq. Solid line: The trivial eigenvalue n=0. Dashed line: n
=1. Dash-dotted line: n=2.

all inhomogeneity profiles, the linewidths of resonances in-
crease with the decrease of 7. For the same reason, the reso-
nances at smaller / have smaller quality factors, since the
boundary is more penetrable. In this case, the resonances are
loaded more efficiently by waves leaving the inhomogeneity.

Thus, we have shown that the nonmonotonic behavior of
|T(I)| in the regime of scattering is due to resonant scattering.
The maximum of transmission at nonzero I is formed by
overlapping of neighboring resonances because of large reso-
nance linewidths and the distribution of the resonances as a
function of /. The former effect is connected with the small
length of the resonator.

C. Transmission and incident wave number

We now examine how the amplitude of the transmission
coefficient in the minimum of transmission seen in Fig. 4
increases with the value of incident wave number k,. The
calculations shown in Fig. 10 indicate that the quality factors
of resonances as well as the differences between the neigh-
boring resonances |Re(1/\,,;)—Re(1/\,)| decrease with in-
creasing k. This gives a larger overlapping of neighboring
resonance lines, and hence a smaller variation of transmis-
sion between maxima and minima. The reason for the in-
crease of resonance linewidths is that there is a smaller rela-
tive change of the wave number |(k;—kq)/ky| for the same
magnitude of inhomogeneity when k, becomes larger. (Here,
k; is the wave number inside the inhomogeneity [Fig. 1(c)].)
A smaller magnitude of |(k;—k)/ko| means a smaller reflec-
tion from the inhomogeneity edges and the wave is less
trapped by the inhomogeneity, corresponding to a larger
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resonance linewidth [Im(1/\,)| and hence less structure in
the transmission resonances.

This phenomenon also has an analogy to quantum me-
chanics. In Ref. 33, it is shown that for the square potential,
the amplitude of the transmitted wave in the minima of trans-
mission between two consecutive resonances is proportional
to |E/V| = |=(fiky)?/(2mV)|. Thus, it grows with the wave
number of the incident wave.

With the increase of |E/ V| for a given potential V [in our
case, with the increase of the quantity |(1+w)/16v(z)| for
given [, the particle’s energy is farther above the top of the
potential well E-—V=0 [in our case, the quantity 1+ is
farther from its value for the upper edge of BVMSW range
inside the inhomogeneity —/dv(z)]. The quantity |(E-V)/E]
(BVMSW: |[1+uy+1dv(z)]/(1+w)|) becomes closer to 1;
therefore, |(k;—ko)/koy| becomes smaller. Therefore, the re-
flection from the well edges decreases, resulting in less pro-
nounced minima of transmission.

Thus, with the increase of 1+, the initial wave number
ko grows. Therefore, as the magnetostatic wave approaches
the inhomogeneity, it is “energetically” farther from the pro-
hibited zone 1+1,<0 and is less trapped as well as reflected
back by the well.

D. Accumulated phase shift

Finally, we discuss the magnitude of the additional accu-
mulated phase shift as a function of the applied current. As
seen in Figs. 4 and 5, for positive current values, the experi-
mental phase shift has a general tendency to decrease lin-
early with the current applied. We can obtain a simple for-
mula for the phase shift in this region using the Wentzel-
Kramers-Brillouin (WKB) approximation.3

We define the local wave number k(z) as a solution of the
local dispersion relation x(z,)™'—=W(|k(z)|)=0, introduced
above. With the same approximations used in Egs. (B1) and
(B15), we arrive at the expression for the local wave number.
We find
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2 2
k(z)=- Z[l + () + 16Uz, 0)] = - |ko| — Zlﬁv(z, w).

(22)

Note that we accounted for the negative dispersion of
BVMSW by putting a negative sign in front of the brackets.
The additional accumulated phase is A¢=[""",[k(z)—koldz.
As a result, with the upper expression from Eq. (7), we arrive
at an expression for A¢ in terms of I and the profile shape:

4
Agp= 5—1777(00)1. (23)

The dash-dot-dotted line in the lower panel of Fig. 5(b)
shows the phase of the transmission coefficient calculated
using Eq. (23). The linear dependence of the phase accumu-
lated on the height of the inhomogeneity is well described by
the WKB approximation. The additional phase shift accumu-
lated is primarily connected to the modified wave number of
the transmitted wave in the barrier.

We note that the numerical calculations shown in Fig. 5
are most nonlinear at small wave number. The greatest non-
linearity occurs at current magnitudes corresponding to
maxima and minima of the transmission coefficient.

Our experiment showed that for the negative current di-
rection, the phase shift behavior is very different. At small
negative values of current, the phase shift remains linear in /,
but is nonlinear at larger currents. This can now be under-
stood by noting that at small negative /, the incident wave is
scattered from the inhomogeneity and phase accumulation is
due to a modified wave number while inside the inhomoge-
neity. Because of the negative BVMSW dispersion, a de-
crease of the wave number by the inhomogeneity causes the
additional phase shift to be positive.

At larger negative current values, a zone prohibited for
BVMSW propagation is formed. The zone length /, is the
root of the equation wvy(w)+6uUl,/2,w)I=—1. The zone
length grows with the strength of applied current following
the law

1D = V[(r +d)? = exp[— p(0)I/(SL)(r + d + L)*V/[exp[ - 7(w)I/(5L)] - 1]

A plot of this is shown in the inset to Fig. 5(b). Since the
inhomogeneity is smooth, in front of and behind the zone,
there exist regions of reduced static field where the wave can
propagate. In these two regions of allowed propagation, the
wave accumulates a phase shift. Tunneling through the pro-
hibited zone results in a negligible accumulated phase. A
larger prohibited zone length does not therefore lead to a
significant increase in phase shift. Hence, the dependence on
current is not linear in this large current limit.

We now prove this idea with a short calculation. We use
the following procedure to calculate the additional accumu-
lated phase shift in the presence of the prohibited zone. As

stated above, while deriving Eq. (22) from Egs. (B1) and
(B15), we assumed k in Eq. (B15) to be negative. The wave
number k(z) in Eq. (22) becomes positive for values of z
which define boundaries for the prohibited zone. Assuming
that the accumulated phase in the prohibited zone is zero, we
estimate the additional accumulated phase shift by subtract-
ing an integral over the range of positive k(z) values from the
integral in Eq. (23). This gives

l,,(])/2
A¢:2”—(“’)[zw_l f Y(z)dz]I—kolp(l)- (24)

SL L) pmn
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The function Y(z) is positive everywhere. Hence, with the
increase of the current, the dependence A¢(1) [Eq. (24)] de-
viates from a straight line toward smaller |A¢| values, which
is in qualitative agreement with Fig. 4. We calculate the mag-
nitude of the current /, for which the prohibited zone begins
to form. In the incident wave number range 50—200 rad/cm,
I, varies from —0.088 to —0.47 A. These values are in agree-
ment with the change of curve character from linear to non-
linear in the lower panel of Fig. 4.

We also made calculations of the phase shift by using Eq.
(24). As one sees in Fig. 5, the results are in good agreement
with the rigorous solution of the integral equation.

Thus, in this section, we have shown that the experimen-
tally observed linear behavior of the accumulated phase on
the current applied for />0 is primarily connected to the
local variation of wave number in the potential well. The
observed tendency of saturation of A¢(I) for large 1<O is
connected with zero phase accumulation in the prohibited
zone and the growth of the length of the prohibited zone
with 1.

CONCLUSION

We have studied experimentally and theoretically the
transmission of a dipole-dominated spin wave in a ferromag-
netic film through a localized inhomogeneity in the form of
magnetic field produced by a dc through a wire placed on the
film surface. We show that the amplitude and phase can be
simultaneously affected by the current induced field, a fea-
ture that will be relevant for logic based on spin wave trans-
port.

The direction of the current creates either a barrier or a
well for spin wave transmission. We experimentally found
that the current dependence of the amplitude of spin wave
transmitted through the well inhomogeneity is nonmono-
tonic. The dependence has a minimum and an additional
maximum. The theory clarifies the origin of the maximum. It
shows that the transmission of spin waves through the inho-
mogeneity can be considered as a scattering process and that
the additional maximum is a scattering resonance.

A linear decrease of the phase of the transmitted wave on
the height of the inhomogeneity was found experimentally in
the regime of wave scattering from the field hump (well in-
homogeneity). The theory and the experiment showed that
the additional phase accumulation is primarily connected to
the variation of spin wave number in the potential well. The
nonmonotonic resonance behavior of amplitude and strong
reflection from the barrier in the minimum of transmission
do not result in a significant change of the overall character
of the dependence. The phase dependence in the regime of
wave scattering or tunneling through the field dip was found
to deviate from linear behavior at a critical current. The criti-
cal current corresponds to the formation of a prohibited zone
for spin wave propagation.
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APPENDIX A

To derive Eq. (1), we used a procedure as follows. First,
we assume a harmonic oscillatory motion for the magnetiza-
tion and the dynamic magnetic field,

h(r,w) =h(r)exp(iwt).
(A1)

m(r,w) =m(r)exp(iwt),

Also, we use a 1D Green’s function representation for the
dipole field of precessing magnetization in the film,

h,(z) =G(z,2") ® m(z),

where ® denotes the convolution operation and h,(z) and
m(z) are the dynamic dipole field and the dynamic magneti-
zation averaged through the film thickness.*® All the compo-
nents of the tensorial Green’s function G can be found in
Ref. 30. For linear BVMSWs, only the diagonal component
G,, 1s important, since it is the only nonvanishing compo-
nent, which induces a dipole field in the plane perpendicular
to the direction of the film equilibrium magnetization. (Note
that the in-plane component of the dynamic magnetization
my, being parallel to BVMSW wave fronts, produces no di-
pole field if the film width tends to infinity compared to its
thickness.)
Thus,

(A2)

hdx(z) = 477Gxx(Z’Z,) ® mx(z) . (AS)

On the other hand, the solution of the linearized Landau-
Lifschitz equation has a form?2°

m(z) = Y(,2)h,(2).

The effective dynamic field h.; in our case consists of the
BVMSW dipole field and a microwave field of an external
source exciting magnetization oscillations,

h,4(z) =hy(z) + hy(z).

[Other possible contributions to hgg(z), if necessary, are
taken into account in }(w,z).]

The excitation source can be of different nature; it might
be a microstrip antenna with a microwave current or a dy-
namic field of any inhomogeneity in the film, e.g., a dipole
field of another wave in a region of inhomogeneous static
magnetic field. In both cases, the external excitation field has
only one component which affects the BVMSW dynamics. It
is the x component. Therefore,

(A4)

(A5)

heffz ex(hdx + hsx) ’ (A6)

where e, is the unit vector in the x direction. With Eq. (A6),
Eq. (A4) reduces to

mx(Z) = X((l),Z) [hdx(z) + h.vx(z)] ’
or, taking into account Eq. (A3)

(A7)
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X(©,2)'m,=47G (2,2) @ m(2) + h,(z).  (AB)

Now, we specify the form of the external field &, (z). We
assume it to be the microwave magnetic field of a line source
of infinitesimally small width in the direction z and situated
at z;. The amplitude of the microwave magnetic field is A.
Under these assumptions, Eq. (A8) turns into Eq. (1).

APPENDIX B

Here, we derive the Green’s function of excitation of
dipole-dominated spin waves in a ferromagnetic film by an
external source, which enters Eq. (1).

First, we make use of the fact that 6H,(z) <H, and expand
the inverse of the diagonal component y of the microwave
susceptibility tensor:

w)! 2
%zvo(wn Sz, )l + o[(Hi) } (B1)
where
_ Xz= %) B wi,— w’
wlo) = LS 6)
and
ouz,w) = n(w)Y(z). (B3)
Here,
LN L S
ﬂ(w)—H‘Y[ o 0 )], (B4)

wy=vYH,, and wy=vy4mMg, where 4mM¢=1750 Oe is the
saturation magnetization of the YIG film used and y=2.82
X 10° Hz/Oe.

If I is negative, H(z) is reduced near the wire and
[x(z,w)~'/(41)| is increased in this region. A zone prohibited
for BVMSW propagation exists where |x(z, )"/ (4m)|> 1.
Tunneling can occur through this region, but not
propagation.?? If |x(z,w)™'|/(4m) <1 throughout the inho-
mogeneity region, an incident spin wave can scatter. This is
realized for small />0 such that BVMSW propagation is
allowed in the inhomogeneity region.

Using Egs. (3)—(8), the integral equation of motion [Eq.
(1)] becomes

—Uo(w)WZ(Z)+J G (z,2")m(z")dz’

=1ov(z,w)m(z) + A" 8z - z), (B5)

where A’ is a new constant specifying the amplitude of the
incident wave.

The source terms on the right-hand side of Eq. (B5) are
independent. The solution of Eq. (B5) is

w/2

m(z) = IJ Golz,2")ou(Z,0)m(z")dz' + A’ G, (2,2),
—-w/2

(B6)

where G,,.(z,z") denotes the Green’s function of excitation
of dynamic magnetization by a point source located at z’.
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If follows from Eq. (B5) that in the BVMSW case, it is
the solution of equation, as follows:

[-vo(w) 8z —2") + G\ (2,2))] ® G, (2',2") = 8z = 2").
(B7)

The homogeneous equation [cf. Eq. (B5)]

+00

vo(w)m®(z) - J Go(z,2)m’(z")dz' =0 (BY)

—00

describes the BVMSW propagation in a homogeneously
magnetized film. The equation represents an eigenvalue
problem for the integral operator, in which vy(w) plays the
role of the operator’s eigenvalue. One easily finds that the
operator has a continuous set of eigenfunctions in the form
of traveling waves,

m°(z) = exp(ikz), (B9)

with arbitrary real wave numbers k. Substitution of Eq. (B9)
into the operator results in the expression for its eigenvalues
W(k):

L

W =1L

[exp(= |k|L) - 1]. (B10)

As seen from expression (B10), the set of eigenvalues is
doubly degenerate, to each eigenvalue W correspond two
eigenfunctions: m®(z) =exp(ilk|z) and m°(z) =exp(~ilk|z). The
eigenfunctions represent two plane waves with frequency w
and wave numbers |k| and —|k|, traveling in opposite direc-
tions. Substitution of Egs. (B9) and (B10) into Eq. (B8) re-
sults in the dispersion relation for BVMSW,

vo(w) = W([k[) = 0. (B11)

As the plane waves represent the eigensolutions of the
homogeneous equation (B8), we search for the solution of
the inhomogeneous equation (B7) in the form of a set of
plane waves:

G (2,2') = f grexpl—ik(z—z")]dk. (B12)

Then, taking into account the result in Eq. (B10), we ob-
tain

1 (% exp[-ik(z-7'
G (e = [ @loika=2D]

27 ) W) = ool & (B

If |ky| is the wave vector value which satisfies dispersion
relation (B11) for a given value of w, then we can rewrite Eq.
(B13) as follows:

N exp[— ik(z - 2')]
G,.(z,7') = 27 W(k]) = W(lko|) — ivf(@)

(B14)

Here, we phenomenologically introduced the magnetic
losses by adding an imaginary part vj(w) to vy(w)
=xo(z, )7/ (4).
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Note that f] is positive. This follows from the expression
for the microwave magnetic susceptibility tensor in the pres-
ence of magnetic losses:?° y=x'—ix” and y"">0. Therefore,
X '=(+ixX") (X' *+ X" =4m(v +iv') and v'>0.

The following condition is usually satisfied in experi-
ments: |k|L<1. Under this condition,

|k|Z

W(|k|) =~ T -1. (B15)
This result allows one to obtain Eq. (B14) in closed form,

1
Golz,2") = —[2mi expliki|z - 2'))
L

+exp(ikf|z — 2’| E, (ikb|z — 2'])

+exp(—ikglz — 2 E (= ikglz — 2'])]. (B16)
Here,
2U”
kS = |ko| + iTO (B17)

is the complex wave number of the wave excited by the
source in a resonant way and E,(z) is the exponential inte-
gral. It has a series representation as E,(z)=—C-In(z)

_s* 0 o,
n=1 nn! °

The first term in the brackets of Eq. (B6) represents trav-
eling waves propagating in both directions from the point
source. The second term, singular along the line z=z', rep-
resents the near (reactive) field of the source. The reactive
field is localized at the source and exhibits no retardation.
Far away from the excitation source, the reactive field van-
ishes and G,,.(z,z") reduces to

2i
Gorel2,2") = z exp(ikglz—z2'[), |z—=2'[>L. (B18)
The last term of Eq. (B16) reduces to B exp(ikgz), where
B is a constant. B represents a normalized amplitude of the
excitation source, and we can set B equal to 1 with no loss of

generality. As a result, the equation of motion of magnetiza-
tion [Eq. (B6)] takes its final form:

wi2
m(z) =If Gopel(z,2") 00z, 0)m(z")dz" + exp(ikiz).

-w/2

(B19)

An expression similar to expression (B18) was first ob-
tained in a different way in Ref. 35. Note that the whole
wave factor in the far zone is exp(ikj|z—z 7 |)exp(iwt) [cf. Eq.
(A1)]. Hence, the wave excited at z=—o and incident onto
the inhomogeneity from the left side has the negative wave
number —|ko|, since it is exp[i(|ko|+i21f/L)z] rather than
exp[—i(|ko|+i21fy/L)z], which vanishes at z=+c. This un-
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usual feature reflects the fact that BVMSW is a backward
wave. Its phase velocity is anticollinear to its group velocity.
The direction of wave propagation is the direction of its
group velocity, which in a passive medium coincides with
the direction of decay of its amplitude. Thus, in the direction
of the group velocity, i.e., in the direction of incidence, the
phase accumulated by BVSMW on a propagation path [
—|koll is negative.

APPENDIX C

Here, we derive an explicit transmission formula for small
I. 1t follows from the discussion above that in the vicinity of
I=0, we may neglect contributions of the higher resonant
term of the series in Eq. (11) and keep only the zero order \,,.
We then have

w/2
f exp(ikgz) o(z)dz
T -w/2 ( /2)
= Uuog\w .
1-1\ 0

(C1)

Reference to Fig. 7 tells us that the inhomogeneity profile
of Eq. (B3) is a good approximation for the modulus of ¢(z)
and we set ¢(z)= Uz, w)exp(iko|z|) for the phase. We can
also approximate uy(w/2)=N? exp(ikyw), where N is a con-
stant determined by the normalization condition in Eq. (12).
Because |uy(z)| is close to a constant, we use

w/2
N? = f ov(z, w)exp(i2ky|z|)dz

-w/2

(C2)

as an estimation of the norm. Then again, approximating
uy(z) by the constant function with the phase modulation
exp(iky|z|) and using the biorthogonality condition [Eq.
(12)], we obtain

1 w/2
M= f dz 65Uz, w)expliko|z])

-w/2

w/2
“ f SU2" )G (22 Yexplikolz Nz’ (C3)

-w/2

The dash-dot-dotted lines in Fig. 8 show T given by Eq.
(C1) along with the exact numerical results obtained using
the eigenfunction expansion method. The T(I) behavior at
small 7 (both positive and negative) is well described by Eq.
(Cl). A discrepancy appears for large I such that [f]
>|Re(1/\;)—Re(1/)\)| because the tails of higher transmis-
sion resonance lines become comparable with that of the
lowest one. This indicates a transition to the tunneling re-
gime, since the simultaneous out-of-resonance excitation of
all the eigenmodes describes forced motion of magnetization
within the inhomogeneity, excited by a source at the inho-
mogeneity boundary.
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