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We have performed a comprehensive first-principles investigation of native point defects in ZnO based on
density functional theory within the local density approximation (LDA) as well as the LDA+ U approach for
overcoming the band-gap problem. Oxygen deficiency, manifested in the form of oxygen vacancies and zinc
interstitials, has long been invoked as the source of the commonly observed unintentional n-type conductivity
in ZnO. However, contrary to the conventional wisdom, we find that native point defects are very unlikely to
be the cause of unintentional n-type conductivity. Oxygen vacancies, which have most often been cited as the
cause of unintentional doping, are deep rather than shallow donors and have high formation energies in n-type
ZnO (and are therefore unlikely to form). Zinc interstitials are shallow donors, but they also have high
formation energies in n-type ZnO and are fast diffusers with migration barriers as low as 0.57 eV; they are
therefore unlikely to be stable. Zinc antisites are also shallow donors but their high formation energies (even in
Zn-rich conditions) render them unlikely to be stable under equilibrium conditions. We have, however, iden-
tified a different low-energy atomic configuration for zinc antisites that may play a role under nonequilibrium
conditions such as irradiation. Zinc vacancies are deep acceptors and probably related to the frequently ob-
served green luminescence; they act as compensating centers in n-type ZnO. Oxygen interstitials have high
formation energies; they can occur as electrically neutral split interstitials in semi-insulating and p-type mate-
rials or as deep acceptors at octahedral interstitial sites in n-type ZnO. Oxygen antisites have very high
formation energies and are unlikely to exist in measurable concentrations under equilibrium conditions. Based
on our results for migration energy barriers, we calculate activation energies for self-diffusion and estimate
defect-annealing temperatures. Our results provide a guide to more refined experimental studies of point
defects in ZnO and their influence on the control of p-type doping.
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I. INTRODUCTION

Understanding the behavior of native point defects is es-
sential to the successful application of any semiconductor.
These defects often control, directly or indirectly, doping,
compensation, minority carrier lifetime, and luminescence
efficiency. They also assist the diffusion mechanisms in-
volved in growth, processing, and device degradation.'™
Doping forms the basis of much of semiconductor technol-
ogy and can be drastically affected by native point defects
such as vacancies, self-interstitials, and antisites. Such de-
fects may cause self-compensation: for instance, in an at-
tempt to dope the material p type, certain native defects
which act as donors may spontaneously form and compen-
sate the deliberately introduced acceptors. In ZnO, specific
native defects have long been believed to play an even more
important role. As-grown ZnO frequently exhibits high lev-
els of unintentional n-type conductivity, and native point de-
fects have often been invoked to explain this behavior. Oxy-
gen vacancies and zinc interstitials have most often been
mentioned as sources of n-type conductivity in ZnO.*"13
Nevertheless, most of the arguments have been based on
circumstantial evidence, in the absence of unambiguous ex-
perimental observations. The availability of higher-quality
bulk crystals and epitaxial layers has contributed to signifi-
cant progress in the experimental observation of point de-
fects in the last few years.'®->* However, the impact of indi-
vidual defects on the electronic properties of ZnO is still a
subject of much debate.

Besides knowing their electronic properties, it is also im-
portant to know how native point defects migrate in the crys-
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tal lattice. Knowledge of migration of point defects greatly
contributes to the understanding of their incorporation during
growth and processing, and it is essential for modeling self-
diffusion and impurity diffusion, which is nearly always me-
diated by native defects. Information about atomic diffusion
or migration of point defects in ZnO is currently limited.
Neumann has summarized experimental results for self-
diffusion in ZnO up to 1981.2% Activation energies of zinc
self-diffusion were reported to be in a range from
1.9 to 3.3 eV, while activation energies for oxygen self-
diffusion were reported to span a much wider range, from
1.5 to 7.5 eV. Interpreting these results or using them in a
predictive manner is not straightforward. The activation en-
ergy for self-diffusion (Q) is the sum of the formation energy
of the defect that mediates the self-diffusion and its migra-

tion energy barrier:>

Q=E'+E,. (1)

The migration energy barrier E, is a well defined quantity,
given by the energy difference between the equilibrium con-
figuration and the saddle point along the migration path, and
can be obtained with good accuracy from first-principles
calculations.’’3! The first term in the activation energy,
namely, the formation energy of the defect (E/), however,
strongly depends on the experimental conditions, such as the
position of the Fermi level and the zinc or oxygen chemical
potentials. These parameters can cause large changes (by
several eV) in the formation energy. It is usually not straight-
forward to assess how the environmental conditions affect
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the formation energy and hence the activation energy for
self-diffusion. This explains the wide spread in the reported
values and makes it difficult to extract values from experi-
ment.

In addition to self-diffusion measurements, investigating
the behavior of point defects through annealing can also pro-
vide valuable information about their migration.'7?332-35 The
point defects in such experiments are often deliberately in-
troduced into the material through nonequilibrium processes
such as electron irradiation or ion implantation. Once point
defects are introduced, they can be identified by their optical,
electronic, or magnetic responses (signatures). These signa-
tures are then monitored as a function of annealing tempera-
ture. Changes in defect signatures at a given annealing tem-
perature indicate that the relevant defects have become
mobile. In principle, one can perform a systematic series of
annealing experiments at different temperatures, extract a
time constant for the decay of the signal at each temperature,
and then perform an Arrhenius analysis. In the absence of
such elaborate studies, estimates for activation energies can
still be obtained by performing an analysis based on transi-
tion state theory.3® All of these assume, of course, that the
observed changes in defect signatures are solely related to
defect migration and do not involve any other processes such
as formation of complexes, etc.

For all these reasons, systematic first-principles studies of
both migration and formation energies for all relevant defects
are very useful. As we will show, the calculated values can
be used to interpret results from self-diffusion measurements
and annealing experiments. A number of first-principles cal-
culations for point defects in ZnO, based on density func-
tional theory (DFT) and the local density approximation
(LDA) or the generalized gradient approximation (GGA),
have been reported in the last few years.>”-*> However, in-
terpretation of the results of these calculations is not straight-
forward. Calculations based on DFT-LDA or DFT-GGA suf-
fer from the well known band-gap error. In the case of ZnO,
the calculated band gap using LDA is only 0.8 eV, compared
to the experimental value of 3.4 eV. This error leads to large
uncertainties in the calculated position of the defect-induced
states in the band gap and, consequently, in the defect for-
mation energies and transition levels, precluding direct pre-
dictions or comparisons with experimental values. Various
attempts have been made to correct formation energies and
transition levels given by LDA. Some of these corrections
are based on empirical reasoning or on a rigid shift of the
conduction band;*~*! others are based on non-self-consistent
approaches,’¥4? LDA + U,*** or calculations using a hybrid
functional.¥ These various approaches have led different
groups to qualitatively different conclusions about the role of
individual point defects in ZnO.3%

A comprehensive analysis of the electronic and structural
properties of native point defects requires a systematic, quan-
titative, and self-consistent approach for correcting formation
energies and transition levels. The reason LDA severely un-
derestimates the band gap of ZnO is partially related to the
underestimation of the binding energy of the zinc semicore
3d states.*® In this work, we use the LDA+U approach to
correct for the position of the zinc d states in ZnO. As dis-
cussed in more detail elsewhere,*>*’ this leads to a system-
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atic improvement in the description of the physical proper-
ties of the system. The LDA+ U approach also produces a
partial correction of the band gap. By combining self-
consistent calculations based on LDA and LDA+ U, we are
able to calculate the dependence of transition levels on the
theoretical band gap and extrapolate the results to the experi-
mental band gap. The transition levels are thus corrected
according to their valence- and conduction-band character in
a consistent and quantitative fashion, distinguishing the ap-
proach from previous studies based on LDA+ U.** Based
on this formalism, we investigate the electronic and struc-
tural properties of all native point defects in ZnO. We ex-
plore the local atomic relaxations and their effect on the elec-
tronic structure of each defect. We also report results for
previously unexplored configurations and present a compre-
hensive study of migration barriers. Finally, we discuss the
influence of native defects on the control of n- and p-type
doping.

This paper is organized as follows. In Sec. II, we discuss
the theoretical framework for studying native point defects in
semiconductors. We describe the calculation of formation en-
ergies, transition levels, and the correction scheme based on
the LDA and LDA+ U calculations. In Sec. III, we focus on
the results for native point defects in ZnO. We report the
calculated formation energies and discuss the electronic and
geometric structure. We devote particular attention to the
oxygen vacancy, which has frequently, but incorrectly, been
invoked as the source of n-type conductivity in ZnO. We also
report the results for diffusion mechanisms and the corre-
sponding migration barriers for interstitials and vacancies.
Section IV summarizes our results.

II. THEORETICAL APPROACH

Our first-principles investigations are based on density
functional theory within the local density approximation.*$
The DFT-LDA approach allows for calculations of total en-
ergies of solids, molecules, and atoms. Lattice parameters,
atomic positions, and forces (derivatives of total energy with
respect to atomic positions) can be computed quite
accurately;* the structural parameters are typically predicted
to within a few percent of the experimental values. By using
appropriate boundary conditions, such as supercells with pe-
riodic boundary conditions, it is also possible to investigate
the electronic and local lattice structure of defects in solids,
search for equilibrium atomic positions of defects and the
surrounding host atoms, and calculate migration energy bar-
riers and migration paths. Formation energies of defects and
impurities can be derived directly from total energies, allow-
ing calculation of equilibrium concentrations.?"

A. Technical details

We use the pseudopotential method to separate the chemi-
cally inert core electrons from the chemically active valence
electrons. Semicore states, such as the zinc 3d states which
are less than 10 eV below the valence-band maximum in
ZnO, need to be treated explicitly as valence electrons. In the
present work, we use the projector-augmented-wave pseudo-
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potentials as implemented in the VASP code.’*>! The defects
are simulated by adding (removing) host atoms to (from) a
96-atom supercell with periodic boundary conditions. We use
a plane-wave basis set with a 400 eV cutoff and a 2 X2 X2
mesh of special k points for integrations over the Brillouin
zone. Tests as a function of plane-wave cutoff and k-point
sampling show that our results for neutral defects are nu-
merically converged to within 0.1 eV; somewhat larger er-
rors may occur for charged defects due to defect-defect in-
teractions in neighboring supercells.

B. Defect concentrations

The concentration of a point defect depends on its forma-
tion energy. In thermodynamic equilibrium and in the dilute
regime (i.e., neglecting defect-defect interactions), the con-
centration of a point defect is given by

E'

c= Nsites exp(— ](571> s (2)
where E' is the formation energy, N, the number of sites
the defect can be incorporated on, kg the Boltzmann con-
stant, and T the temperature. Equation (2) shows that defects
with high formation energies will occur in low concentra-
tions. Here, we neglect the contributions from the formation
volume and the formation entropy. The former is related to
the change in the volume when the defect is introduced into
the system; it is negligible in the dilute regime and tends to
become important only under high pressure. The formation
entropy is related mainly to the change in the vibrational
entropy. Formation entropies of point defects are typically of
the order of a few kg, and therefore become important only at
very high temperatures. Moreover, vibrational entropy con-
tributions largely cancel out when comparing different de-
fects or assessing solubilities."

C. Formation energy of defects

The formation energy of a point defect is not a constant
but depends on the growth or annealing conditions.>® For
example, the formation energy of an oxygen vacancy is de-
termined by the relative abundance of Zn and O atoms, as
expressed by the chemical potentials u,, and g, respec-
tively. If the vacancy is charged, the formation energy further
depends on the Fermi level (Ey), which is the energy of the
electron reservoir, i.e., the electron chemical potential. Form-
ing an oxygen vacancy requires the removal of one oxygen
atom; the formation energy is therefore

EN(V}) = E(VE) = Eo(ZnO) + po + q(Ep+ E,),  (3)

where E,,(V{) is the total energy of a supercell containing
the oxygen vacancy in the charge state ¢, E,,(ZnO) is the
total energy of a ZnO perfect crystal in the same supercell,
and pg is the oxygen chemical potential. Expressions similar
to Eq. (3) apply to all native point defects.

The chemical potential wq depends on the experimental
growth conditions, which can be either Zn rich, O rich, or
anything in between. It should therefore be explicitly re-
garded as a variable in the formalism. However, in thermo-
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dynamic equilibrium, it is possible to place bounds on the
chemical potential. The oxygen chemical potential u is sub-
ject to an upper bound given by the energy of O in an O,
molecule, E,,(O,), corresponding to extreme O-rich condi-
tions; spin polarization is included in the energy of the mol-
ecule. The calculated bond length of the O, molecule of
1.22 A is in good agreement with the experimental value of
1.21 A% Similarly, the zinc chemical potential uy, is sub-
ject to an upper bound given by the energy of Zn in bulk zinc
[szn=E,,(Zn)], corresponding to extreme Zn-rich condi-
tions. It should be kept in mind that uq and uy,, which are
free energies, are temperature and pressure dependent.

The upper bounds defined above also lead to lower
bounds given by the thermodynamic stability condition for
ZnO,

Mzn+ o =AHAZnO), 4)

where AH{(ZnO) is the enthalpy of formation of bulk ZnO
(negative for a stable compound). The upper limit on the zinc
chemical potential then results in a lower limit on the oxygen
chemical potential: ufy"=E,,(0,)+AH '(Zn0). Conversely,
the upper limit on the oxygen chemical potential results in a
lower limit on the zinc chemical potential: ujy"=E,,(Zn)
+AH{(Zn0O). The calculated enthalpy of formation of ZnO is
AH{ZnO)=-3.5 eV, compared to the experimental value of
-3.6 eV.>3 The host chemical potentials thus vary over a
range corresponding to the magnitude of the enthalpy of for-
mation of ZnO.

The Fermi level E; in Eq. (3) is not an independent pa-
rameter, but is determined by the condition of charge neu-
trality. In principle, equations such as Eq. (3) can be formu-
lated for every native defect and impurity in the material; the
complete problem, including free-carrier concentrations in
valence and conduction bands, can then be solved self-
consistently, imposing charge neutrality. However, it is in-
structive to examine formation energies as a function of Ep
in order to examine the behavior of defects when the doping
level changes. We reference E with respect to the valence-
band maximum E, and allow E to vary from O to E,, where
E, is the fundamental band gap. Note that the valence-band
maximum E, is taken from a calculation of a perfect-crystal
supercell, corrected by the alignment of the electrostatic po-
tential in the perfect-crystal supercell and in a region far
from the defect in the supercell containing the defect, as
described in Ref. 30. No additional corrections to address
interactions between charged defects are included here. It has
become clear that the frequently employed Makov-Payne
correction®®  often  significantly  overestimates  the
correction,’®> to the point of producing results that are less
accurate than the uncorrected numbers. In the absence of a
more rigorous approach, we feel that it is better to refrain
from applying poorly understood correction schemes.

D. Defect transition levels

Defects often introduce levels in the band gap of
semiconductors;!? these levels involve transitions between
different charge states of the same defect and can be derived
from the calculated formation energies. The transition levels
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are not to be confused with the Kohn-Sham states, which
from now on we call states, that result from band-structure
calculations. The transition level e(g/q’) is defined as the
Fermi-level position for which the formation energies of
charge states ¢ and ¢’ are equal. &(g/g’) can be obtained
from

E/(DY;Er=0) - /(DY ;E;=0)

q'-q ’
where E/(D7;Ez=0) is the formation energy of the defect D
in the charge state ¢ when the Fermi level is at the valence-
band maximum (Ep=0). The experimental significance of
this level is that for Fermi-level positions below &(g/q’),
charge state ¢ is stable, while for Fermi-level positions above
e(q/q'), charge state g’ is stable. Transition levels can be
observed in experiments where the final charge state can
fully relax to its equilibrium configuration after the transi-
tion, such as in deep-level transient spectroscopy (DLTS).!*¢
Transition levels correspond to thermal ionization energies.
Conventionally, if a defect transition level is positioned such
that the defect is likely to be thermally ionized at room tem-
perature (or at device operating temperatures), this transition
level is called a shallow level; if it is unlikely to be ionized at
room temperature, it is called a deep level. Note that shallow
centers may occur in two cases: first, if the transition level in
the band gap is close to one of the band edges [valence-band
maximum (VBM) for an acceptor, conduction-band mini-
mum (CBM) for a donor]; second, if the transition level is
actually a resonance in either the conduction or valence
band. In that case, the defect necessarily becomes ionized,
because an electron (or hole) can find a lower-energy state by
transferring to the CBM (VBM). This carrier can still be
Coulombically attracted to the ionized defect center, being
bound to it in a “hydrogenic effective-mass state.” This sec-
ond case coincides with what is normally considered to be a
“shallow center” (and is probably the more common sce-
nario). Note that in this case, the hydrogenic effective-mass
levels that are experimentally determined are not directly re-
lated to the calculated transition level, which is a resonance
above (below) the CBM (VBM).

elqlq’) = (5)

E. Local-density-approximation correction

Unfortunately, LDA seriously underestimates band gaps
and therefore corrections are necessary to compare the cal-
culated transition levels e(g/q’) with experimental results. In
the case of ZnO, the error is particularly severe because LDA
underestimates the binding energy of the zinc d electrons.
The zinc d states form a narrow band that overlaps with the
valence band in tetrahedrally bonded II-VI semiconductors.
In ZnO, the zinc d states couple with the oxygen p states that
form the top of the valence band. This coupling pushes the
top of the valence band upward, reducing the band gap.”’
This effect explains why ZnO has a smaller band gap than
ZnS, despite being more ionic and having a smaller lattice
constant: the lower-lying oxygen p states experience a stron-
ger repulsion from the zinc d states than the sulfur p states.

In the LDA, the underbinding of the d states causes the
p-d coupling to be unphysically strong, resulting in too large
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a reduction of the band gap. One way to correct for the
underestimation of the binding energy of the Zn d electrons
is by including an on-site Coulomb correlation interaction, as
implemented in the LDA+ U method.”® In this approach an
orbital-dependent correction that accounts for electronic cor-
relations in the narrow bands derived from Znd states is
added to the LDA potential. This on-site Coulomb correla-
tion corrects the position of the narrow bands derived from
the Zn d states and affects both the valence-band maximum
and conduction-band minimum.*® It opens the band gap by
shifting the valence band downward and the conduction band
upwards. The LDA+ U thus provides a partial correction of
the band gap, the remaining correction arising from the in-
trinsic LDA error in predicting the position of the conduction
band. An important problem when applying the LDA+ U ap-
proach is how to choose the value of U. We have proposed
an approach*® to obtain U entirely from first principles by
calculating U for the atom and screening this value by using
the high-frequency dielectric constant ¢ of the solid. Further
discussion and justification of this approach is contained in
Ref. 46. For ZnO, our procedure gives U=4.7 eV for the
semicore Zn d states. The difference in enthalpy of formation
AH{ZnO) of ZnO between LDA and LDA+U is only
0.07 eV. Note that in the LDA+U calculation of AH{ZnO),
we take U=0 for bulk zinc, consistent with our procedure of
obtaining U as the atomic value divided by the high-
frequency dielectric constant.

Although the LDA+ U approach only corrects part of the
band-gap error, it provides us with a basis for obtaining a full
band-gap correction through a physically justified extrapola-
tion scheme. Point defects usually induce electronic states in
the band gap of semiconductors and insulators. These states
may be (fully or partially) occupied with electrons or empty,
and the occupation of these states determines the charge state
of the defect. The defect states exhibit a mixture of
conduction-band and valence-band character. Since the LDA
underestimates band gaps, the position of the defect states
(with respect to the valence-band edge) also tends to be un-
derestimated. The greater its conduction-band character, the
greater the error in the position of the defect state. As a
consequence, the LDA also underestimates the formation en-
ergy of defects that have occupied states in the band gap.
Again, the error in the formation energy is expected to in-
crease with the degree of conduction-band character in the
defect state.

Our approach takes advantage of the fact that the extent to
which transition levels e(q/q’) change in going from LDA to
LDA+U reflects their relative valence-band and conduction-
band character. The procedure is to perform calculations us-
ing the LDA, on the one hand, and the LDA + U, on the other
hand, and then extrapolate to the experimental gap:

A
8(q/q')=8(q/q')LDA+U+_S(Eeth—ELDA+U), (6)
AEg 8 8
with
ﬁ_ 8(q/qr)LDA+U_E(q/q/)LDA (7)
= LDA+U _ LDA :
AE, E, -E;
Here, ELP? and ELPA*U are the band gaps given by the LDA

and LDA+U approximations and EZ,XP’ is the experimental
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TABLE I. Calculated lattice parameters a, c/a, and u, band gap
E,, and enthalpy of formation AH, for ZnO using LDA and LDA
+ U. Experimental data were taken from Refs. 59 and 61.

LDA LDA+U Expt.
a (A) 3.195 3.148 3.249
cla 1.615 1.612 1.602
u 0.379 0.379 0.381
E, (eV) 0.80 1.51 3.43

gap.” The coefficient AA—EE is the rate of change in the transi-
tion levels with respect to the change in the band gap, and it
is obtained by performing calculations using LDA and
LDA+U [Eq. (7)]. The correction is in the spirit of schemes
discussed by Zhang et al.’® using different methodologies. It
is important to note that this extrapolation is valid when the
valence- and conduction-band character of the defect (Kohn-
Sham) state does not change when the gap is corrected, and
only the position of the state is shifted in the gap. The ex-
trapolated values for the transition levels are very close to
results obtained wusing self-interaction and relaxation-
corrected pseudopotentials,®® enhancing confidence in the
approach.

The corrections for transition levels enable us to also ap-
ply corrections to formation energies. The procedure for do-
ing so is more easily explained in the context of specific
examples, after presenting some results for transition levels,
and therefore we postpone this discussion to Sec. III B.

III. RESULTS AND DISCUSSION
A. ZnO perfect crystal

In Table I, we list the calculated equilibrium lattice pa-
rameters and band gaps using the LDA and LDA+U for
7ZnO. These calculations were performed for a four-atom
primitive cell of the wurtzite structure and a 4X4X4
Monkhorst-Pack special k-point mesh. For a detailed discus-
sion of the effects of the on-site Coulomb correlation energy
U on the electronic and structural properties of ZnO, we refer
the reader to Ref. 46. The defect calculations discussed in the
next sections were performed at the theoretical equilibrium
lattice parameters in the respective approximation (LDA or
LDA+U). Use of the theoretical lattice parameters is neces-
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sary in order to avoid spurious effects in the atomic relax-
ations. Although the absolute value of the atomic displace-
ments may differ between LDA and LDA+ U, we find good
agreement when displacements are expressed relative to the
appropriate equilibrium Zn-O bond length.

B. Native point defects in ZnO

In this work, we consider all the possible native point
defects in ZnO: oxygen and zinc vacancies (V and V),
interstitials (O; and Zn;), and antisites (O, and Zn). Before
giving detailed results for each point defect we discuss the
LDA correction for defect transition levels and formation
energies.

We illustrate the correction based on the LDA and LDA
+U calculations with the detailed example of the oxygen
vacancy. Figure 1 shows the calculated formation energies
for the oxygen vacancy using LDA and LDA+U. The re-
moval of an oxygen atom from the lattice breaks four bonds.
The four “dangling bonds” on the surrounding Zn atoms
combine to form a fully symmetric a; state in the band gap,
and three almost degenerate states located above the CBM.
In the neutral charge state of the oxygen vacancy, the a; state
is occupied with two electrons. The other three states above
the CBM are always empty; we do not need to consider them
further. In LDA, the a, state is close to the VBM. As the
band gap is corrected, the a; state is shifted upward, as
expected for a state that has significant Zn (and hence
conduction-band) character. Since the @, state is occupied
with two electrons, this shift increases the formation energy
of the oxygen vacancy in the neutral charge state with re-
spect to the positive charge states, as illustrated by compar-
ing the LDA and LDA + U calculations in Fig. 1. Because the
LDA+U affects both the valence band and the conduction
band, the shift in the a, state (and hence in the formation
energy) reflects the correct physics, according to the relative
amount of valence- versus conduction-band character in the
state. It is noteworthy that these shifts could not simply be
guessed based on the qualitative character of the defect state.
Indeed, as noted above, the defect state for V is made up
largely of Zn dangling bands, and hence one might guess that
it would exhibit mainly conduction-band character and shift
rigidly with the conduction band when the band gap is cor-
rected by 0.7 eV (from E,=0.8 eV in LDA to 1.5¢eV in
LDA+U). For a state occupied with two electrons, the for-

FIG. 1. (Color online) Calculated formation
energies as a function of Fermi level for the oxy-

gen vacancy in ZnO: (a) LDA results, (b) LDA
+U results, and (c) extrapolated formation ener-
gies. The zero of Fermi level corresponds to the
valence-band maximum, and the dashed lines in
(a) and (b) indicate the band gap in the respective
calculations.
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FIG. 2. (Color online) Thermodynamic transition levels for de-
fects in ZnO. These values were corrected based on the LDA and
LDA+U calculations according to the procedure described in the
text.

mation energy should therefore increase by 1.4 eV. Instead,
Fig. 1 shows that the correction is less than half of that. The
reason is twofold: first, the LDA+ U shifts not only the con-
duction band but also the valence band; second, evidently,
the V5 defect state is by no means purely conduction-band-
like in character.

We note in Fig. 1 that the transition levels are shifted
upward in the band gap going from LDA to LDA+U. Since
the difference between LDA and LDA + U reflects the correct
physics of valence-band versus conduction-band character of
the Kohn-Sham states, this justifies the use of Eq. (6) to
correct defect transitions levels e(g/q’) (which are refer-
enced with respect to the VBM). The procedure above differs
from the assumption made by Lany and Zunger in Refs. 62
and 44 that the transition levels of the oxygen vacancy in
ZnO are well described by the LDA+U and do not shift at
all with the conduction band. In their paper, the conduction
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band is rigidly shifted to agree with the experimental band
gap, while the transition level is kept fixed at the LDA+U
values. We feel that Lany and Zunger’s assumption is unjus-
tified and inconsistent with their own results. The assumption
that the transition levels associated with the oxygen vacancy
do not shift when the conduction band is corrected is equiva-
lent to saying that the a, state has purely valence-band char-
acter. If this were true, then LDA and LDA+U would give
the same values for the transition levels, which is clearly not
the case. By increasing the band gap by going from LDA to
LDA+U, the transition levels g(2+/+), &(+/0), and &(2
+/0) all shift upward in the band gap, in accordance with the
relative conduction versus valence-band character of the a,
state.

Figure 2 and Table II show the position of the corrected
transition levels e(q/q') in the band gap for all native point
defects in ZnO. The justification provided above applies to
transition levels and therefore also to relative formation en-
ergies. The correction of the absolute formation energies re-
quires further considerations regarding the electronic struc-
ture. First, we take note of the fact that the formation
energies of charged defects depend on the position of the
VBM, as evident from Eq. (3). We already emphasized that
the LDA+ U approach shifts the position of the VBM as well
as the CBM, and this effect will be felt in the formation
energies as well. LDA+U of course does not fully correct
the band-gap error; indeed, the usual errors intrinsic to the
DFT-LDA are still present, and the LDA+U band gap
(1.51 eV) is still significantly smaller than the experimental
gap (3.43 eV). To extrapolate to the experimental gap, we
therefore need to make an assumption about the position of

TABLE II. Calculated transition levels &(g/q’) (in eV) for native point defects in ZnO. LDA, LDA+ U,
and corrected values according to Eq. (6) are listed. The differences Ae=g(g/q" )PV —g(q/q")*PA (in eV)

are also listed.

Defect qlq’ e(ql/q")-PA e(q/q")PA+U Ae e(q/q’)
Vo 2+ /+ 1.01 1.41 0.40 2.51
+/0 0.05 0.53 0.47 1.82
Vo 0/- 0.08 0.11 0.03 0.18
—/2— 0.29 0.45 0.16 0.87
Zn; 2+ /+ 1.41 2.01 0.60 3.65
+/0 1.44 2.06 0.62 3.75
O;(oct) 0/- 0.27 0.39 0.12 0.72
-/2— 0.86 1.06 0.20 1.59
O,(split) 2+/+ -0.12 -0.09 0.03 -0.01
+/0 -0.07 -0.05 0.02 0.00
Zng 44/3+ 0.33 0.75 0.42 1.88
3+/2+ -0.25 0.09 0.34 1.01
2+ /+ 1.59 2.21 0.62 3.91
+/0 1.62 2.25 0.63 3.97
Oz, 0/- 0.60 0.85 0.25 1.52
—/2— 0.55 0.88 0.32 1.77
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the valence band. Here, we assume that this position is given
by the value in the LDA+ U approach and does not undergo
any further shifts when the band gap is corrected; i.e., we
assume that all of the remaining correction occurs in the
conduction band. This approximation is justified by studies
in which LDA band structures were compared with quasipar-
ticle calculations based on the GW approximation.®?

Additional corrections to the formation energy occur, of
course, due to the correction in the position of the defect
states. In case the defect state is not occupied, this shift will
not affect the formation energy. Therefore, for charge states
in which the defect (Kohn-Sham) states are empty, the for-
mation energy of the defect should be well approximated by
its LDA+ U value. In the case of the oxygen vacancy, this is
true for the 2+ charge state, for which the a; defect state is
empty of electrons. The corrected formation energy for V(z;',
corresponding to the experimental band gap, is therefore
equal to its LDA+U value (see Fig. 1). Once we have an
absolute value for the 2+ charge state, we can then obtain
extrapolated values for the formation energies of the other
charge states (+ and 0) as well, taking advantage of the fact
that our extrapolation scheme for transition levels [Eq. (6)]
also provides corrected values for the differences between
formation energies of different charge states.

Some point defects are not stable in any charge state for
which all associated defect states are unoccupied, complicat-
ing the question of how to obtain an absolute formation en-
ergy. Indeed, for a charge state in which the defect state is
partially occupied, the shift in formation energy from LDA to
LDA+U contains contributions from both the shift in the
VBM and the shift in the defect state. Since further correc-
tion to the experimental gap should leave the VBM intact,
we need to somehow disentangle these two contributions.
Fortunately, this is also feasible by closer inspection of the
LDA and LDA+ U results. Indeed, the part of the formation-
energy correction due to the shift in the Kohn-Sham state is
proportional to the number of electrons that are occupying
the defect state(s). We can calculate this shift by looking at
the energy difference between two charge states g and ¢’ and
analyzing how this energy difference changes in going from
LDA to LDA+U. The energy difference between these
charge states is contained in the transition level e(q/q’) de-
fined in Eq. (5). Therefore, we can identify the energy shift
in the Kohn-Sham state(s) as the shift of the calculated tran-
sitions levels between the LDA and LDA+ U calculations in
Eq. (7) [Ae=g(g/q")*PA*V=g(g/q")*PA]. Once we know the
shift in the defect state(s), we can extrapolate the absolute
formation energies according to

(ngpt _ E§DA+U)

Ef—pfoa+u 8 78
( E;DA+U _ E;DA)

nAeg, (8)

where 7 is the occupancy of the defect states in the band gap
for a given defect in charge state ¢g. For example, in the case
of the oxygen vacancy, n=0 for g=2+, n=1 for g=1+, and
n=2 for ¢=0; for the zinc vacancy, n=4 for g=0, n=5 for
g=1-, and n=6 for g=2-. Note that Eq. (8) correctly incor-
porates our notion about the VBM position being fixed by
the LDA + U calculation. As a check, our previous discussion
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of LDA+U giving the correct absolute formation energy for
Vg is also correctly reflected by Eq. (8) (since n=0). For
some defects, states with very different character or symme-
try can simultaneously be occupied in certain charge states.
In the case of the zinc antisite, the different Ae values can be
explicitly evaluated (see Table II) and taken into account in
the corrections for formation energies (Table III). In other
cases, one of the states is actually a deep resonance in the
valence band (e.g., the a, state of the zinc vacancy), and
hence it is not possible to obtain explicit information about
the Ae value for this state. In such cases, we have assumed
that the state has mostly valence-band character, and there-
fore it follows the valence band and does not contribute to
the correction in the formation energy as the band gap is
corrected. In the case of the zinc vacancy, we have checked
the effect of this assumption on the calculated formation en-
ergies by also extrapolating formation energies based on in-
cluding the electrons in the a, state in the electron count 7;
this corresponds to assuming that the a; state shifts up as
much as the 7, states, which would provide an upper limit to
the expected shift; even then, the results differed by less than
0.5 eV, assuring us that our results are not very sensitive to
this approximation.

In Table III, we list the calculated LDA, LDA+ U, and
corrected formation energies and the occupancy of the defect
states in the gap for each charge state. Our method for ex-
tracting Ae from the difference £(q/q")"PA*V~g(q/q")"PA is
not unique, since most defects can be stable in more than two
different charge states. Each combination of charge states g
and ¢’ therefore, in principle, leads to a different value for
Ae. Fortunately, we find that all of these different evaluations
provide very similar results, as illustrated by the values in
Table III for cases where g and ¢’ differ by 1. The values of
Age extracted for different combinations of charge states
agree with each other to better than 0.1 eV (the case of the
Zn antisite reflects different physics and will be discussed
below). This provides a confirmation of the validity of our
analysis of the various contributions to the formation energy
and how they shift with the band-gap correction. For pur-
poses of the extrapolation in Eq. (8) we use an average of the
various Ae values for a given defect state, which we call Ag.

From the values of Ag, we can also extract a quantitative
measure of the relative amount of valence-band versus
conduction-band character. Defect states that have exclu-
sively conduction-band character should shift rigidly with
the conduction band, i.e., Ag= AEg. Conversely, defect states
with exclusively valence-band character should not shift at
all when the band gap is corrected, i.e., Ae=0. This implies
that the parameter Ag/AE, can be used as a measure of the
amount of conduction-band character in the state (and 1
—Ag/AE, as a measure of the amount of valence-band char-
acter). Inspection of the results in Table III indicates that
these measures indeed agree with our intuitive expectations
about the nature of the defect states. For instance, for zinc
interstitials, the shift Ag is almost equal to the band-gap
correction given by LDA+U: Ag=0.61 eV compared to
AEg=E§DA+U—EIngA=O.71 eV. The resulting degree of
conduction- versus valence-band character CB/VB, ex-
pressed as percentages, is 87/13. Similar results apply to the
high-lying transition states of another donor, the zinc antisite.
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TABLE 1II. Calculated formation energies at Er=0 for native point defects in ZnO under zinc-rich
conditions. LDA, LDA+ U, and corrected values are listed. The occupancy n of the defect states in the gap,
defined in the text, is also given. In the last column, we list the relative degree of conduction-band versus
valence-band character (CB/VB, expressed as percentages) for each defect state. The conduction-band char-
acter of the defect state is defined as CB=Ag/AE,, where AEng;JDAJ’U—EéL,DA:OJI eV (see text). All

energies are given in eV.

Defect q n E/LDA E/LDA+U Ef (CB/VB) (%)

Vo 2+ 0 -0.37 -0.60 —-0.60
+ 1 0.64 0.81 1.91 62/38
0 2 0.69 1.34 3.72

Vy, 0 4 5.94 6.39 7.38
- 5 6.02 6.49 7.55 13/87
2— 6 6.31 6.94 8.43

Zn; 2+ 0 -0.10 -0.45 -0.45
+ 1 1.32 1.56 3.20 87/13
0 2 2.76 3.62 6.95

O;(oct) 0 4 6.36 6.83 8.54
- 5 6.63 7.22 9.26 23/77
2— 6 7.49 8.28 10.86

O;(split) 2+ 2 5.13 5.12 5.25
+ 3 5.01 5.02 5.24 03/97
0 4 4.93 4.97 5.24

Zng 4+ 0 0.14 -0.31 -0.31
3+ 1 0.48 0.44 1.57 54/46
2+ 2 0.22 0.53 2.59
+ 3 1.81 2.74 6.49 89/11
0 4 3.43 4.98 10.47

Oz, 0 4 9.94 10.04 13.15
- 5 10.53 10.88 14.68 41/59
2— 6 11.08 11.76 16.45

The oxygen vacancy, however, clearly exhibits a more com-
plex behavior, with only 62% of conduction-band character
in its defect state. Defect states induced by acceptors, on the
other hand, are expected to exhibit mainly valence-band
character. For instance, for zinc vacancies Ag=0.09 eV, re-
sulting in 87% valence-band character. This is consistent
with the fact that the defect states of the zinc vacancy are
composed of oxygen dangling bonds and are expected to
follow the valence band.

Figure 3 shows the corrected (i.e., extrapolated to the ex-
perimental gap) formation energies for the relevant native
point defects in ZnO as a function of Fermi-level position.
The kinks in the curves for a given defect indicate transitions
between different charge states; the corresponding (cor-
rected) transition levels (g/q’) were shown in Fig. 2. Note
that the results presented in this work differ slightly from
some values that were published in a preliminary account of
our work.% The differences are related to the correction of
absolute formation energies, where we now take into account
the occupancy of the defect-induced states in the case of

defects with partially occupied states in the band gap.

We now discuss the electronic structure and local atomic
geometry of each point defect in more detail. For migration
barriers, we found that the values calculated with LDA and
LDA+U differed by less than 0.1 eV; the results quoted be-
low are all obtained within LDA.

C. Oxygen vacancies
1. Formation energy and transition levels

Among the defects that behave as donors, oxygen vacan-
cies have the lowest formation energy (see Fig. 3). Oxygen
vacancies have frequently been invoked as the source of un-
intentional n-type conductivity in ZnO. Our first-principles
results indicate that this assignment cannot be correct. First,
we note from Fig. 3 that the formation energy of Vj is quite
high in n-type material, even under extreme Zn-rich condi-
tions (3.72 eV). This indicates that the V, concentration will
always be low under equilibrium conditions. Even more im-
portant, however, is that the oxygen vacancy is a deep rather
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FIG. 3. (Color online) Formation energies as a function of
Fermi-level position for native point defects in ZnO. Results for
Zn-rich and O-rich conditions are shown. The zero of Fermi level
corresponds to the valence-band maximum. Only segments corre-
sponding to the lowest-energy charge states are shown. The slope of
these segments indicates the charge state. Kinks in the curves indi-
cate transitions between different charge states.

than a shallow donor. Figure 1(c) shows that the £(2+/0)
transition level occurs at ~1 eV below the conduction band.
Therefore, it is clear that the oxygen vacancy cannot provide
electrons to the conduction band by thermal excitation in
steady state, and therefore it cannot be a source of the often-
observed unintentional n-type conductivity. It should be
noted that, whereas the formation energy of V is very high
in n-type ZnO, it is much lower in p-type ZnO, where Vg
assumes the 2+ charge state. Thus, oxygen vacancies are a
potential source of compensation in p-type ZnO.

2. Atomic geometry and negative-U character

We find that the oxygen vacancy is a “negative-U” center,
implying that &(2+/+) lies above &(+/0), with U=&(+/0)
—&(24/+)=-0.7 eV, as seen in Fig. 1(c). As the Fermi level
moves upward, the thermodynamic charge-state transition is
thus directly from the 2+ to the O charge state; the + charge
state is unstable for any position of the Fermi level.

Negative-U behavior is typically related to unusually
large local lattice relaxations that stabilize particular charge
states. For the neutral charge state, the four Zn nearest neigh-
bors are displaced inward by 12% of the equilibrium Zn-O
bond length, whereas for the + and 2+ charge states, the
displacements are outward by 2% and 23%, as shown in Fig.
4. The origin of these large lattice relaxations lies in the
electronic structure of Vi, which was discussed in Sec. III B.
In the neutral charge state, the a; state is occupied by two
electrons, and its energy is lowered as the four Zn atoms
approach each other. In this case, the gain in electronic en-
ergy exceeds the cost to stretch the Zn—O bonds surrounding
the vacancy and the resulting a; state lies near the top of the
valence band. In the V() configuration, the a, state is occu-
pied by one electron, and the electronic energy gain is too
small to overcome the strain energy; the four Zn atoms are
displaced slightly outward, moving the a; state near the
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FIG. 4. (Color online) Local atomic relaxations around the oxy-
gen vacancy in the (a) neutral and (b) 2+ charge states. In the
neutral charge state, the four Zn nearest neighbors are displaced
inward by 12% of the equilibrium Zn-O bond length, whereas for
the 2+ charge states, the displacements are outward by 23%.

middle of the band gap. In the V(z)+ configuration, the a; state
is empty and the four Zn atoms strongly relax outward,
strengthening the Zn—O bonds; the empty a; state lies near
the conduction band. These large relaxations significantly re-
duce the formation energies of Vg’ and V((’) relative to V{,
making the oxygen vacancy a negative-U center.

3. Comparison with experiment

Most of the experimental investigations of oxygen vacan-
cies to date have relied on electron paramagnetic resonance
(EPR) studies, which will be discussed in the next section.
One group has studied oxygen vacancies with positron anni-
hilation spectroscopy.’>% The samples were electron irradi-
ated and had a Fermi level 0.2 eV below the CBM after
irradiation. The dominant compensating defect was found to
be the zinc vacancy, consistent with the results presented in
Sec. III D; however, the measurements also produced evi-
dence for the presence of a neutral defect, which was pro-
posed to be the neutral oxygen vacancy. These observations
are fully consistent with our computational results, both re-
garding the absence (below the detection limit) of oxygen
vacancies in as-grown material and V, being present in the
neutral charge state when Ep=FE.—0.2 eV.

4. Electron paramagnetic resonance studies of oxygen vacancies

Because of the negative-U character, the positive charge
state of the oxygen vacancy, V{, is thermodynamically un-
stable, i.e., it is always higher in energy than either V2+ or VO
for any position of the Fermi level in the band gap. ThlS has
important implications for the characterization of oxygen va-
cancies in ZnO. Only the positive charge state, with its un-
paired electron, is detectable by magnetic resonance tech-
niques. An EPR signal associated with V should thus not be
observed under thermodynamically stable conditions. It is, of
course, possible to create oxygen vacancies in the + charge
state in a metastable manner, for instance, by excitation with
light. Once generated, V¢, does not immediately decay into
the 2+ or O charge state due to the existence of energy bar-
riers associated with the large lattice relaxations that occur
around the oxygen vacancy. We thus expect that at low
enough temperatures, EPR signals due to V{ may be ob-
served upon excitation. When the excitation is removed and
the temperature is raised, these signals will decay. In Ref. 66,
we reported that the thermal barrier to escape out of the 1+
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TABLE IV. Overview of electron paramagnetic resonance observations of donors in ZnO.

g value Sample Treatment Reported assignment Reference
g=1.956, g, =1.955 Single crystal 1150 °C, 7 h Electrons bound 74
at donors
g1=1.957, g, =1.956 Powder 900 °C, 2 h Vo 75
g=1.956, g, =1.955 Single crystal Electrons in CB or 71
donor band
g~1.96 Powder 975 °C, 1-20 h 76
g=1.9539 Powder Vo 77
g=1.9564,1.9600 Powder 575 K, vac+0, 72
8=1.9576, g, =1.9557  Single crystal Vo 8
g=1.9557 Powder Vo 78
£=1.956 Powder Vo 79
g=1.955 Powder 930 °C, H, then O, Vo 10
g=1.9573, g, =1.9557 Powder Vo 80 and 81
g=1.9564, g=1.9596 Powder 700-900 °C, N,, H, Vo 96
£=1.9570, g, =1.9551  Single crystal Delocalized 21
electrons
g=1.957, g, =1.956 Single crystal Shallow 22
donors
81=1.9948, ¢ =1.9963  Single crystal  Irradiation, illumination Vo 69
81=1.9948, g, =1.9961  Single crystal Irradiation Vo 86
g=1.9945 Single crystal  Irradiation, illumination Vo 68
g=1.9945 Single crystal  Irradiation, illumination Vo 70
8=1.9948, g, =1.9963  Single crystal  Irradiation, illumination Vo 109 and 110
g=1.9951, g, =1.9956  Single crystal  Irradiation, illumination Vo-Liz, 109

charge state is 0.3 eV, sufficient to maintain an observable
concentration of V{, during excitation and cause persistent
photoconductivity at low temperature, but clearly too low to
allow for persistent photoconductivity at room temperature.
We therefore disagree with Lany and Zunger’s** proposal
that persistent conductivity related to oxygen vacancies is
responsible for the unintentional n-type conductivity ob-
served in many ZnO samples.

In previous work,®® we mapped out a complete
configuration-coordinate (CC) diagram that allowed a direct
comparison with experimental results and provided a de-
tailed interpretation of recent optically detected EPR
experiments.”* The key quantity for this interpretation is the
position of the £(+/0) transition level in the band gap. Our
results yield &(+/0)=1.82 eV, in contrast to the value of
1.2 eV obtained by Zhang et al.>® based on empirical correc-
tions, the value of ~1 eV obtained by Lany and Zunger**5?
using LDA+ U, or the results of Kohan et al.’” that find the
£(+/0) in the valence band. From our calculated CC diagram
in Ref. 66, the peak for the optical transition VO — V() is
2.0 eV. This value is in good agreement with the experimen-
tal value of 2.3 eV.67-68

Experimental reports of EPR measurements relating to
oxygen vacancies in ZnO are summarized in Table IV. They
fall into two categories, depending on the value of the g
factor. One set of reports associates oxygen vacancies with a
g value of ~1.96, the other with g~ 1.99 (see Table IV). We
feel that there is overwhelming evidence that it is actually

the g~ 1.99 line that can be consistently assigned to oxygen
vacancies. This signal has only been observed after irradia-
tion of the samples, clearly indicating it is related to a point
defect (and also consistent with our calculated result that V,
has a high formation energy and is thus unlikely to occur in
as-grown n-type material). Also, it has been found that illu-
mination is necessary to observe the center,’®7% consistent
with our results that excitation is required in order to gener-
ate the paramagnetic 1+ charge state. Further evidence for
the identification of the g~ 1.99 line with the oxygen va-
cancy came from the observations of hyperfine interactions
with the °’Zn neighbors of the vacancy.6%%

On the other hand, no hyperfine interactions were ob-
served for the g~ 1.96 line. It is likely that the g~ 1.96
signal is associated with electrons in the conduction band or
in a donor band, as originally proposed by Miiller and
Schneider’! and most recently confirmed by Garces et al.?
The historical tendency for authors to assign the g ~ 1.96 line
to Vo was probably largely based on the prevailing hypoth-
esis that oxygen vacancies were the donors responsible for
the unintentional n-type conductivity. In a collection of ex-
perimental results up to 1970, Sancier’? also favored assign-
ing the g ~ 1.96 line to electrons in the conduction band. In a
critical review of results up to 1981, Neumann” observed
that doping with Al, Ga, or In increases the intensity of the
g~ 1.96 signal. This behavior is consistent with the g
~1.96 signal being due to delocalized electrons, but would
be hard to reconcile with oxygen vacancies as the source. We
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FIG. 5. (Color online) (a) Migration path for oxygen vacancies. Paths where an oxygen atom from an adjacent basal plane or from the
same basal plane moves into the vacancy are shown. Both migration paths give quantitatively the same result. (b) Calculated energy along
the migration path for the neutral charge state of V. (¢) Calculated energy along the migration path for the 2+ charge state of V.

note that the g~ 1.96 line has also been reported to be pho-
tosensitive; in particular, the signal is enhanced after UV
illumination.”!7476-7981 This observation is of course consis-
tent with the g~1.96 line corresponding to electrons in
conduction-band states, since UV light can promote electrons
into these states.

Leiter et al.3>%3 have performed photoluminescence and
optically detected magnetic resonance experiments on a
broad emission band around 2.45 in as-grown (i.e., unirradi-
ated) single-crystal ZnO. They detect intense resonances
which they attribute to a spin-triplet system (S=1) with g,
=1.984 and g, =2.025. Based on analogies with anion va-
cancies in other oxides, they attribute this signal to oxygen
vacancies. This assignment clearly disagrees with the experi-
ments cited above, which relate oxygen vacancies with g
values of 1.99. In addition, the signal observed by Leiter et
al. is present already in as-grown material, unlike the obser-
vations of the g~ 1.99 signal, which all required irradiation.
Moreover, the samples in Refs. 82 and 83 are n type with
residual donor concentration of ~10'7 cm™. Under these
conditions, the formation energy of oxygen vacancies is at
least 3.7 eV, and therefore, the concentration of oxygen va-
cancies is expected to be too low to be detectable. In Sec.
I D 4, we will suggest that the triplet S=1 EPR signal ob-
served by Leiter et al. may be related to spin-dependent re-
combination involving an S=1/2 V, defect exchange
coupled to a S=1/2 effective-mass donor.

5. Migration

Migration of oxygen vacancies occurs when a nearest-
neighbor oxygen atom in the oxygen lattice jumps into the
vacant site, leaving a vacancy behind. We obtained the mi-
gration barrier of the oxygen vacancy by calculating the total
energy at various intermediate configurations when moving
an oxygen atom from its nominal lattice site adjacent to the
vacancy along a path toward the vacancy, as schematically
shown in Fig. 5(a). The coordinate along the path is the
distance between the intermediate position of the jumping
atom and its original lattice site position. The oxygen va-
cancy has 12 next-nearest-neighbor oxygen atoms: six are
located in the same basal plane as the vacancy and account
for vacancy migration perpendicular to the ¢ axis; the other
six neighbors are located in basal planes above and below
the basal plane of the oxygen vacancy and can account for
vacancy migration both parallel and perpendicular to the ¢
axis. We find no anisotropy in the calculated migration bar-

rier for oxygen vacancies. That is, migration barriers involv-
ing oxygen atoms from the basal plane of the vacancy and
from planes above or below the basal plane of the vacancy
have the same value.

However, the migration barrier does depend on the charge
state of the oxygen vacancy. Here, we focus on the stable
charge states, namely, neutral and 2+ (V% and V', respec-
tively). The former is relevant for migration of the oxygen
vacancy in n-type samples and the latter for vacancy migra-
tion in semi-insulating (E below 2.2 €V) or p-type samples.
We find migration barriers of 2.4 eV for V) and 1.7 eV for
V%', as shown in Figs. 5(b) and 5(c). A possible qualitative
explanation for this difference is that the saddle-point con-
figuration may be regarded as a complex formed by an oxy-
gen interstitial adjacent to two oxygen vacancies. For Fermi
energies where V% is stable, this complex is 2V(C))+O?, and
for Fermi energies where V%;' is stable, this complex is
2V3 +07". Because the distances between the vacancies and
the interstitial are smaller than the distance between the two
vacancies, the complex 2V3'+0?" can exhibit an attractive
Coulomb energy which is absent in 2VQ+0?. Thus, the Cou-
lomb interaction between the point defects that constitute the
saddle-point configuration lowers the migration barrier for
Vg compared to V). We note that a similar difference be-
tween migration barriers for different charge states of the
anion vacancy was found in the case of GaN.?

Erhart and Albe*® have also calculated migration barriers
for the oxygen vacancy in ZnO. Contrary to our results, they
find differences as large as 0.7 eV between migration barri-
ers involving oxygen atoms from the basal plane of the va-
cancy and from planes above or below the basal plane of the
vacancy. They have reported energy barriers of 1.09 and
1.49 eV for migration of Vé+ through out-of-plane and in-
plane paths, respectively, and energy barriers of 2.55 and
1.87 eV for migration of V% through out-of-plane and in-
plane paths, respectively. Such large anisotropies in the mi-
gration barriers are quite unexpected since the local geom-
etry around the oxygen vacancy has almost tetrahedral
symmetry. We suspect that the small supercells (32 atoms)
used in Ref. 43 are responsible for the discrepancies. In fact,
calculated migration barriers for the nitrogen vacancy in
GaN using 32- and 96-atom supercells differ by as much as
0.6 eV due to the large relaxations around the nitrogen va-
cancy that are not properly described in the 32-atom
supercell.?” More details about the effects of supercell size
can be found in Ref. 29.
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FIG. 6. (Color online) (a) Local atomic geometry of the zinc vacancy in the 2— charge state ( V%;) (b) Migration paths of V%;: a zinc atom
from an adjacent basal plane or from the same basal plane moves into the vacancy. (c) Calculated migration energy barrier for the path where
a zinc atom from an adjacent basal plane moves to the vacant site. The two migration paths give energy barriers that differ by less than

0.1 eV.
D. Zinc vacancies

1. Formation energy and transition levels

Zinc vacancies in ZnO introduce partially occupied states
in the band gap. These states are derived from the broken
bonds of the four oxygen nearest neighbors and lie close to
the VBM. They are partially filled and can accept additional
electrons, thus causing V,, to act as an acceptor. Since the
formation energy of acceptor-type defects decreases with in-
creasing Fermi level, zinc vacancies can more easily form in
n-type samples. They are also more favorable in oxygen-rich
conditions. Figure 3 shows that zinc vacancies have exceed-
ingly high formation energies in p-type ZnO, and therefore
should exist only in very low concentrations. In n-type ZnO,
on the other hand, zinc vacancies have the lowest formation
energy among the native point defects. This energy is low
enough for V; to occur in modest concentrations in n-type
ZnO, acting as a compensating center. Positron annihilation
experiments®>%* have indeed identified the presence of zinc
vacancies in n-type ZnO.

We find that zinc vacancies are deep acceptors with tran-
sition levels £(0/-)=0.18 eV and &(-/2-)=0.87 eV (see
Fig. 2 and Table II). These levels are too deep for the zinc
vacancy to act as a shallow acceptor. Combined with their
very high formation energy in p-type materials, zinc vacan-
cies are thus unlikely to play any role in p-type conductivity.
Recently, it has been proposed that a complex formed by a
column-V element (As or Sb) on a substitutional Zn site
surrounded by two zinc vacancies could be responsible for
p-type conductivity.®> From our results, the formation energy
of a single V,, is 3.7 eV under p-type conditions (Ej at the
VBM), in the most favorable O-rich limit. The formation
energy of an Asy -2V, complex would then amount to 2
X 3.7 eV plus the formation energy of substitutional Asy, (or
Sby,) minus the binding energy of the complex. Assuming
that the formation energy of Asy, (or Sby,) is about 1 eV (a
very low value considering the chemical mismatch between
Zn and As), a binding energy of more than 6 eV would be
required to stabilize these complexes at equilibrium condi-
tions. This value is too large to be attainable, and indeed
much larger than the value calculated in Ref. 85. Therefore,
we feel that these complexes cannot be responsible for
p-type conductivity.

2. Atomic geometry

The oxygen atoms around the zinc vacancy exhibit large
outward breathing relaxations of about 10% with respect to

the equilibrium Zn-O bond length, as shown in Fig. 6. Simi-
lar relaxations are observed for the three possible charge-
state configurations, V5, V., and V5. This indicates that the
overlap between the oxygen 2p orbitals surrounding the zinc
vacancy is too small to result in significant chemical bonding
between the oxygen atoms. Indeed, the calculated O-O dis-
tances are about 3.5 A, much larger than the sum of the
covalent radii, which is 2X0.73 A=1.46 A.

Our calculations, using either LDA or LDA+ U, do not
produce any low-symmetry Jahn-Teller distortions for V7, in
the 1— or neutral charge states, even though such distortions
are known to occur.!7387 Jahn-Teller distortions around cat-
ion vacancies also occur in ZnSe,®® and it is known that LDA
calculations are unable to reproduce them.3%%° In the case of
ZnO, for a zinc vacancy in the 1- charge state, the hole is
expected to be localized on one of the four nearest-neighbor
oxygen atoms. The oxygen atom with the hole is expected to
relax toward the vacancy, lowering the energy of the system.
In the case of ZnSe, according to Vlasenko and Watkins,!?
the Jahn-Teller effect lowers the energy of V, by 0.35 eV.
Note that a lowering of the energy of the negative charge
state would result in the &(—/2-) transition level shifting
away from the VBM, i.e., the tendency is toward making the
level deeper.

3. Electron paramagnetic resonance studies of zinc vacancies

Several EPR observations of zinc vacancies in ZnO have
been reported. Taylor et al.® reported EPR signals with g
factors in the range 2.0018-2.056 in irradiated single crys-
tals. It was proposed that a subset of these lines would be due
to Zn vacancies. Galland and Herve®” observed lines with g
factors between 2.0024 and 2.0165 in irradiated single crys-
tals, also attributing them to Zn vacancies.

4. Green luminescence

ZnO often exhibits green luminescence, centered between
2.4 and 2.5 eV.!8199192 This green luminescence has been
observed in samples prepared with a variety of growth tech-
niques, and it is important to point out that there may not be
a single source for this luminescence. For instance, Cu has
been suggested as a potential cause.”>** Still, not all ZnO
samples contain copper. Native defects have also been sug-
gested as a potential source. Reynolds et al.'®! and Kohan
et al.’” have suggested that the Zn vacancy can give rise to
green luminescence. Indeed, our calculated transition level
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between the 1— and 2— charge states occurs at 0.9 eV above
the VBM, and hence a transition between the conduction
band (or a shallow donor) and the V,, acceptor level would
give rise to luminescence around 2.5 eV, in good agreement
with the observed transition energy. In addition to the agree-
ment with the observed emission energy, the Zn vacancy is
also a likely candidate because it is an acceptor-type defect:
acceptor defects are more likely to occur in n-type material,
and most ZnO materials to date have exhibited unintentional
n-type conductivity. This proposed explanation for the green
luminescence that is similar to the proposal that gallium va-
cancies are the source of the yellow luminescence in GaN.%

Other explanations have been proposed for the green lu-
minescence. Several groups have suggested that oxygen va-
cancies are the source of green luminescence.’%8296-% van-
heusden et al. reported a correlation between the intensity of
the green luminescence and the concentration of oxygen
vacancies.”® However, their assessment of the presence of
oxygen vacancies was based on the observation of a line
with g~ 1.96 in EPR measurements; as discussed in Sec.
III C4, this assignment is not correct, undermining the
arguments made in Refs. 96 and 99. Our calculated
configuration-coordinate diagrams for V also do not show
any transitions consistent with green luminescence.® Leiter
et al. associated the emission band around 2.45 with oxygen
vacancies based on optically detected magnetic resonance
experiments.®?3% As discussed in Sec. III C 4, we consider it
unlikely that the S=1 center that they observed represents the
oxygen vacancy. Instead, we suggest that V,, may be the
cause of the observed green luminescence in their experi-
ments. Indeed, an S=1 EPR signal related to V,, has recently
been proposed by Vlasenko and Watkins.!” We suggest that
the signal observed by Leiter et al. is associated with the
spin-dependent process V, +EM°— V.- +EM?*, where the
exchange interaction between the localized V,, center and
the delocalized effective-mass (EM) donor is large enough to
produce the combined S=1 spectrum.

A strong argument in favor of zinc vacancies being the
source of green luminescence has been provided by the ex-
periments of Sekiguchi et al., who have reported strong pas-
sivation of the green luminescence by hydrogen plasma
treatment.'% This observation is consistent with the green
luminescence being caused by zinc vacancies, which act as
acceptors; these acceptors can be passivated by hydrogen,
which acts as a donor.'9-192 In fact, the same passivation
effect was observed by Lavrov et al., who simultaneously
observed an increase in vibrational modes associated with
hydrogenated zinc vacancies.!?> We note that the passivation
of the green luminescence by hydrogen is very plausible if
the green luminescence is caused by zinc vacancies; hydro-
gen atoms passivate zinc vacancies by forming strong O-H
chemical bonds.!??

5. Migration

Migration of zinc vacancies occurs when a nearest-
neighbor zinc atom moves into the vacant site leaving a va-
cancy behind, as schematically shown in Fig. 6(b). For the
calculation of the migration energy barrier, we have focused
on the most relevant 2— charge state; zinc vacancies in the
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FIG. 7. (Color online) Local atomic geometry of the zinc inter-
stitial in the 2+ charge state (Zn?*) at the stable octahedral site. (a)
Side view perpendicular to the ¢ axis. (b) Top view parallel to the ¢

axis (along the [0001] direction).

neutral and 1- charge states have very high formation ener-
gies and are therefore very unlikely to occur under equilib-
rium conditions. The calculated migration energy barrier for
the zinc vacancy in the 2— charge state is 1.4 eV, as shown
in Fig. 6(c). We also find that migration paths involving zinc
atoms in adjacent basal planes or in the same basal plane of
the zinc vacancy give almost the same result, differing by
less than 0.1 eV. We thus predict that the migration of zinc
vacancies in ZnO is isotropic, similar to the case of oxygen
vacancies discussed above.

E. Zinc interstitials

1. Formation energy and atomic geometry

There are two distinct types of interstitial sites in the
wurtzite structure: the tetrahedral site (tet) and the octahedral
site (oct). The tetrahedral site has one zinc and one oxygen as
nearest-neighbor atoms, at a distance of about ~0.833d,,
where d, is the Zn-O bond length along the ¢ axis. Thus, a
zinc atom placed at this site will suffer severe geometrical
constraints. The octahedral site is in the interstitial channel
along the ¢ axis. It is equidistant from three zinc and three
oxygen atoms by 1.07d,,. From the distances above, one can
expect the Zn; interstitial to prefer the octahedral site where
the geometrical constraints are less severe. Indeed, we find
that the octahedral site is the stable site for Zn;. The zinc
interstitial at the tetrahedral site is 0.9 eV higher in energy
and unstable: it spontaneously relaxes to the octahedral site,
and therefore may play a rule in Zn; migration, as discussed
below. Moreover, instead of occupying the ideal octahedral
site, we observe a large displacement of the Zn; along the ¢
axis. The resulting relaxed geometry has an increased Zn;-Zn
distance of 1.22d,, and a decreased Zn;-O distance of 1.02d;
it is depicted in Fig. 7. Similar displacements along the ¢ axis
were also observed for Ga; in GaN.?

Figure 3 shows that under n-type conditions, i.e., for
Fermi-level positions near the conduction band, Zn; has a
high formation energy. This is true even under extreme Zn-
rich conditions, where the value is ~6 eV. Zinc interstitials
are thus unlikely to be responsible for unintentional n-type
conductivity, since they will be present in very low concen-
trations in n-type ZnO. On the other hand, the formation
energy of Zni2+ decreases rapidly when the Fermi level de-

165202-13



ANDERSON JANOTTI AND CHRIS G. VAN DE WALLE

PHYSICAL REVIEW B 76, 165202 (2007)

creases toward the VBM; zinc interstitials are thus a poten-
tial source of compensation in p-type ZnO.

2. Transition levels

The zinc interstitial introduces an a, state with two elec-
trons above the CBM. These two electrons can be transferred
to conduction-band states; indeed, we find that the zinc in-
terstitial occurs exclusively in the 2+ charge state, with the
e(2+/+) and &(+/0) levels above the conduction-band mini-
mum, as listed in Table II. The zinc interstitial will always
donate electrons to the conduction band, thus acting as a
shallow donor. These electrons can, of course, be bound to
the defect center in hydrogenic effective-mass states, so that
effectively the observed defect levels would be the effective-
mass levels below the CBM.

However, because of their high formation energy (see
above), zinc interstitials will not be present in ZnO under
equilibrium conditions. It has been suggested that zinc inter-
stitials can be observed in n-type ZnO under nonequilibrium
conditions. Thomas® reported the introduction of shallow do-
nors when ZnO crystals were heated in Zn vapor followed by
a rapid quench, and Hutson® observed the appearance of a
shallow donor with ionization energy of 51 meV in Hall
measurements. Look et al.? conducted high-energy electron
irradiation experiments and identified a shallow donor with
ionization energy of 30 meV. Based on the much higher pro-
duction rate of this defect for the Zn (0001) face than for the

O (0001) face, the donor was suggested to be related to a
Zn-sublattice defect, either the Zn interstitial itself or a Zn-
interstitial-related complex. Because of the high formation
energies of Zn; and its high mobility even a low temperatures
(as discussed in Sec. III E 3 below), we do not believe that
isolated Zn; were the observed species in the above experi-
ments.

3. Migration

We have considered migration paths for Zni2+ parallel and
perpendicular to the ¢ axis. A “natural” migration path for the
zinc interstitial would be along the hexagonal interstitial
channel, parallel to the ¢ axis [perpendicular to the plane of
Fig. 7(b)]. Along this path, the interstitial has to pass through
a plane containing three zinc atoms with relatively short

FIG. 8. (Color online) Migration path of an-2+
in the kick-out mechanism, where a zinc intersti-
tial exchanges places with a zinc atom on a sub-
stitutional lattice site. Upper panels show side
views, whereas lower panels show top views. (a)
Starting configuration, (b) saddle point, and (c)
final configuration where the new zinc interstitial
is in a basal plane adjacent to the basal plane of
the original interstitial atom.

Zn-Zn distances, leading to a barrier of 0.78 eV. At the
saddle point, the Zn; is in the same plane as the three Zn
nearest neighbors, which are pushed apart, leading to a
Zn-Zn distance of about 1.2d, A. This path can account for
migration only along the ¢ axis.

We have also considered a path where the interstitial Zn
atom moves through the unstable tetrahedral site, resulting in
diffusion perpendicular to the ¢ axis. At the saddle point, the
Zn; atom is at the tetrahedral site, repelling the Zn nearest
neighbor by increasing the Zn;-Zn distance from ~0.833d,
to 1.12d,. The migration barrier for this path is 0.90 eV,
which is the energy difference between the octahedral and
the tetrahedral configuration.

In addition, we have considered a kick-out (or intersti-
tialcy) mechanism, as shown in Fig. 8. In this mechanism,
the interstitial Zn atom moves in the direction of a substitu-
tional Zn and then replaces it. The former substitutional zinc
atom moves to an adjacent octahedral interstitial site, which
can be either in the same basal plane or in a basal plane
adjacent to that of the original interstitial (Fig. 8). At the
saddle point, the substitutional site is shared by two Zn; at-
oms in a rather symmetric configuration as shown in Fig.
8(b). Surprisingly, we find that the kick-out mechanism gives
the lowest migration barrier: 0.57 eV (see Fig. 9). The dif-
ference in the energy barriers for migration paths parallel and
perpendicular to the ¢ axis is smaller than 0.05 eV. There-
fore, the migration of the zinc interstitial is also predicted to
be isotropic. The low migration barrier implies that zinc in-
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FIG. 9. Calculated migration energy barrier for an.2+ in the kick-
out mechanism illustrated in Fig. 8. The coordinate x is the sum of
the distances between the intermediate positions of the two Zn at-
oms and their respective initial positions.
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terstitials are mobile below room temperature.

The calculated energy barrier of 0.57 eV is in very good
agreement with experimental measurements by Thomas,®
who reported a migration barrier of 0.55 eV for zinc intersti-
tials based on experiments involving heating crystals in Zn
vapor followed by rapid quenching. Despite this low migra-
tion barrier, the activation energy for Zn self-diffusion medi-
ated by Zn interstitials is still quite high in n-type samples,
since we have to add the formation energy of Zn; [see Eq.
(1)]. The fact that Zn interstitials migrate by exchanging po-
sitions with Zn atoms at regular lattice sites should be taken
into account when interpreting the migration of Zn intersti-
tials in ZnO crystals using Zn isotopes.!?>1%* As a Zn isotope
is introduced into ZnO, it promptly exchanges positions with
Zn atoms in the lattice site via the kick-out mechanism. Fur-
ther diffusion of these isotopes then has to occur through a
self-diffusion mechanism, which can be mediated either by
zinc interstitials or by zinc vacancies; these mechanisms
have much higher activation energies than the migration bar-
rier of zinc interstitials by themselves.

It is worth noting that their low migration barrier implies
that zinc interstitials are very unlikely to occur as isolated
interstitials; they will have a high tendency to either diffuse
out of the sample or to bind with other defects or impurities.
Combined with the high formation energy of Zn; in n-type
material, this renders it unlikely that zinc interstitials contrib-
ute to unintentional n-type conductivity in ZnO. Even when
zinc interstitials are formed under nonequilibrium conditions,
such as irradiation, they will be unlikely to remain present as
isolated interstitials; the fact that they are mobile at tempera-
tures below room temperature implies that they will either
diffuse out of the sample, recombine with Zn vacancies, or
form complexes with other defects or impurities.

It is conceivable that the high diffusivity of Zn; would
cause it to find sites (defects or impurities) to which it is
attracted and with which it can form a complex with a posi-
tive binding energy. If this binding energy is sufficiently
high, and if the resulting complex still acts as a shallow
donor, this may yet provide a mechanism for the zinc inter-
stitial to play a role in the unintentional n-type conductivity
of ZnO. However, we feel that under equilibrium conditions,
this is quite unlikely. Consider, for example, the seemingly
favorable scenario of Zn; binding to an impurity that acts as
a single acceptor. Since Zn,; is a double donor, the resulting
complex is expected to still act as a single donor. However,
the formation energy of the isolated Zn interstitial is so high
that the binding energy of the complex would need to be
unreasonably high in order for the complex to occur in ob-
servable concentrations. We can illustrate this with the ex-
ample of a zinc interstitial bound to a nitrogen acceptor,
which was proposed in Ref. 105. Under n-type and Zn-rich

FIG. 10. (Color online) Local atomic geom-
etry of electrically inactive oxygen split intersti-
tial (a) in the most stable configuration [O?(sp]it)]
and (b) in a metastable configuration [O?(split)*].
(c) Local atomic geometry of electrically active
oxygen interstitial at the octahedral site
[0 (oct)].
conditions, Look et al.'® calculated a formation energy for
the (No-Zn,)* complex of 3.4 eV. This high value renders it
very unlikely that this complex would form during growth of
the material. Such complexes would have a higher chance of
occurring if the interstitials were created under nonequilib-
rium conditions such as irradiation, as discussed in Ref. 105.

F. Oxygen interstitials
1. Formation energy, atomic geometry, and transition levels

Excess oxygen atoms in the ZnO lattice can be accommo-
dated in the form of oxygen interstitials. The oxygen atoms
can occupy the octahedral or tetrahedral interstitial sites or
form split interstitials. We find that the oxygen interstitial at
the tetrahedral site is unstable and spontaneously relaxes into
a split-interstitial configuration in which it shares a lattice
site with one of the nearest-neighbor substitutional oxygen
atoms. In Fig. 10(a), we show the local lattice relaxation
around the oxygen split interstitial, O,(split). The calculated
0-O bond length is 1.46 A, suggesting the formation of an
0O-O chemical bond, and the Zn-O distances are about 3%
smaller than the equilibrium Zn-O bond length in ZnO. Re-
cently, Limpijumnong et al. proposed that other first-row el-
ements can also form “diatomic molecules” in ZnO.!% Our
results agree with theirs, and we also find two almost degen-
erate and completely filled states in the band gap that re-
semble the antibonding pp7" state from a molecular orbital
description of the isolated O, molecule. However, in the iso-
lated molecule, the pp 7 molecular orbital (MO) is occupied
by two electrons with parallel spins, resulting in a triplet S
=1 ground state. In the solid, the four zinc nearest neighbors
provide two additional electrons, and the ppm -like MO is
completely occupied. This explains the significantly longer
0-0 bond length in the split interstitial (1.46 A) compared to
that of the isolated O, molecule (1.22 A). Our calculations
show that the oxygen split interstitial is electrically inactive,
i.e., it is neutral for any Fermi-level position, with the calcu-
lated donor transition levels e(+/0) and &(+/2+) occurring
below the VBM.

We also find a metastable configuration for the oxygen
split interstitial, O%(split)”, with formation energy ~0.2 eV
higher than the lowest-energy configuration O?(split). Its lo-
cal atomic geometry is shown in Fig. 10(b). The O-O bond
length is 1.51 A. The existence of these two almost degen-
erate configurations with very different O-Zn-O bond angles
reinforces the picture of the oxygen split interstitial as an O,
molecule embedded in the ZnO crystal.

Erhart and Albe* also reported on the O;(split) and its
metastable configuration O?(split)*. They referred to them as
“dumbbell configurations,” and they found that these defects
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are electrically active with acceptor transition levels close to
the CBM. Our results do not support this assignment. We
suggest that the acceptor charge states found by Erhart and
Albe are a result of occupying extended bulk states near the
CBM, and not defect-induced states. This explains why Er-
hart and Albe find acceptor transition levels slightly above
the CBM. According to our results, these two configurations
are both dimers as previously reported in Ref. 106. The in-
teraction between Zn-O; is much less strong than that be-
tween O-O, resulting in similar formation energies despite
the very different O-Zn-O bond angles in these two compet-
ing configurations.

Oxygen interstitials can also exist as electrically active
interstitials occupying the octahedral site, O,(oct), as shown
in Fig. 10(c). Interstitial oxygen at the octahedral site intro-
duces states in the lower part of the band gap that can accept
two electrons. These states are derived from oxygen p orbit-
als and result in deep acceptor transition levels £(0/-) and
e(—=/2-), at 0.72 and 1.59 eV above the VBM. Figure 3
shows that interstitial oxygen can exist either as electrically
inactive split interstitials O?(split) in semi-insulating and
p-type materials or as deep acceptors at the octahedral inter-
stitial site Oiz_(oct) in n-type materials (Ez>2.8 eV). Note
that for both forms, the formation energies are very high
(except under extreme O-rich conditions), and we do not
expect oxygen interstitials to be present in significant con-
centrations under equilibrium conditions.

The relaxation pattern around the oxygen atom at the oc-
tahedral interstitial site is the reverse of the pattern around
the zinc interstitial. The oxygen interstitial is displaced along

the [0001] direction toward the basal plane formed by the
three zinc nearest neighbors, as shown in Fig. 10(c). For the
most relevant 2— charge state, the resulting O;-Zn distances
are almost equal to d, and the O-O distances are about
1.2d,,. The relaxation pattern is opposite to that of the zinc
interstitial, which is displaced slightly toward the oxygen
plane.

2. Migration

The migration path and calculated energy barrier for the
oxygen split interstitial O(split) are shown in Fig. 11(a), and
for the interstitial oxygen at the octahedral site O7 (oct) in
Fig. 11(b). For the split interstitial OY(split), we focused on
migration of the lowest-energy configuration only [Fig.
10(a)]; the calculated migration barrier is 0.9 eV. For the
octahedral-site interstitial O;(oct), we considered only the
migration in the most relevant 2— charge state. The migration
barrier for Oiz_(oct) through the hexagonal channel along the
c axis is 1.1 eV. Migration through the kick-out mechanism
is a high-energy path, because the saddle point of the kick-
out process involves a configuration similar to the split inter-
stitial; since the split interstitial is not stable in the 2— charge
state, this is a high-energy configuration.

G. Zinc antisites

1. Formation energy, atomic geometry, and transition levels

Zinc antisite defects nominally consist of a zinc atom sit-
ting on the “wrong” lattice site, i.e., on an oxygen site (Zng).
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FIG. 11. (Color online) (a) Migration path and calculated energy
barrier of oxygen split interstitial O?(split). (b) Migration path and
calculated energy barrier of interstitial oxygen at the octahedral site
O%_(oct).

We find that zinc on an oxygen site significantly lowers its
energy by assuming a lower-symmetry off-site configuration.
The zinc atom is displaced by more than 1 A from the sub-
stitutional lattice site toward two next-nearest-neighbor oxy-

gen atoms along the [1010] direction, as shown in Fig. 12.
The resulting Zng-O interatomic distances are only 8%
larger than the equilibrium Zn-O bond length. At this equi-
librium configuration, we find three Zngp-Zn distances of
~2.4 A and one Zng-Zn distance of ~2.8 A. One can think
of this low-symmetry configuration of Zng as a complex of a
zinc interstitial and an oxygen vacancy. We find a doubly
occupied a; state in the lower part of the band gap that re-
sembles the a; state of the oxygen vacancy, and another dou-
bly occupied state resonant in the conduction band that re-
sembles the a; state of the zinc interstitial. The very different
character of these defect states leads to quite different Ae
values for different charge states (see Table II), which are
consistently taken into account in the corrections for forma-
tion energies in Table III.

We find that the 3+ charge state is not stable for any
position of the Fermi level in the band gap, with the (4

FIG. 12. (Color online) Local atomic geometry of the zinc an-
tisite in the 2+ charge state (Zn%;'), showing a large displacement
off the substitutional site. (a) Side view perpendicular to the ¢ axis.

(b) Top view parallel to the ¢ axis (along the [0001] direction).
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+/2+) at 1.45 eV above the valence-band maximum. The
finite size of the supercell, in principle, requires corrections
due to charged defect-defect interactions. For reasons dis-
cussed in Sec. II C, such corrections are not included here.
Since such corrections scale with g2, they could become sig-
nificant for a charge state as high as g=4. These corrections
can be expected to increase the formation energy of Zn4o+ and
therefore to lower the position of the &(4+/2+) in the band
gap. Because of these uncertainties, we indicate the forma-
tion energy of Zn;H as dotted lines in Fig. 3.

The two electrons in the a; state resonant in the conduc-
tion band can occupy the CBM and cause the zinc antisite to
act as a shallow donor, i.e., it is stable in the 2+ charge state
an (see Fig. 3) and the &(2+/+) and &(+/0) transition
levels are located above the CBM (Table II). However, zinc
antisites have very high formation energies, as shown in Fig.
3; they are thus very unlikely to occur under equilibrium
conditions in ZnO for any position of the Fermi level in the
band gap.

First-principles calculations by Kohan et al?’ and by
Zhang et al.*® have also found Zn, antisites to be higher in
energy than the other donor-type native defects (V and Zn;).
The calculations of Oba et al.>* found Zn, to be comparable
in energy to Vg under Zn-rich conditions. All calculations
agree that zinc antisites behave as shallow donors. However,
none of the earlier studies revealed the off-site relaxation of
Zng.

2. Migration

Migration of the antisite in effect involves splitting the
defect into its Zn; and V constituents. The question then is
whether these constituents remain bound and move in con-
cert or whether they move independently; in the latter case, it
is unclear whether the antisite can actually reform. A com-
prehensive investigation of these mechanisms is beyond the
scope of the present work, but a reasonable estimate of the
dissociation barrier can be obtained as follows. In n-type
ZnO, the calculated binding energy of an‘;, i.e., the energy
required to separate Zng' into Zn;* and V2, is 0.7 eV (see
Table III). If we add the migration barrier of interstitial zinc
(0.6 eV), the estimated dissociation energy of an;r is 1.3 eV.
We therefore expect an{' to be stable at temperatures of up
to ~500 K. This suggests that an;r may cause n-type con-
ductivity if intentionally introduced under nonequilibrium
conditions such as high-energy electron irradiation.?’ Indeed,
recent experiments on electron-irradiated ZnO reported that
the donor defects created by irradiation anneal out at
400 °C.'% This result is consistent with the stability of ZnZ'.

H. Oxygen antisites
Formation energy, atomic geometry, and transition levels

Finally, we have investigated oxygen antisites, where an
oxygen atom wrongly occupies a site on the zinc sublattice
(Oy,). Oy, is an acceptor-type point defect with very high
formation energy, even under the most favorable O-rich con-
ditions (see Fig. 3). This makes it very unlikely that Oy,
would be present in equilibrium. However, oxygen antisites
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FIG. 13. (Color online) Local atomic geometry for the oxygen
antisite Oy, in the 2— charge state, showing a large displacement off
the substitutional site.

could potentially be created under nonequilibrium conditions
such as under irradiation or ion implantation. We find that
oxygen on the ideal zinc site is unstable and spontaneously
relaxes to an off-site configuration, as shown in Fig. 13. The

oxygen atom is displaced along the [0001] direction by more
than 0.7 A and forms a chemical bond with one of the oxy-
gen nearest neighbors. The O-O bond length is 1.46 A (ex-
actly twice the covalent radius) in the 2— charge state and
1.42 A in the neutral charge state.

The distances between the oxygen antisite and the other
nearby oxygen atoms are ~2.0 A, much larger than twice the
oxygen covalent radius of 0.73 A, thus indicating the ab-
sence of bonding. Our results indicate that oxygen antisites
are deep acceptors with transition levels e(0/-) and
€(—/2-) at 1.52 and 1.77 eV above the VBM.

Similar to zinc antisites, an investigation of migration
paths for oxygen antisites would be quite complicated. We
did not consider this effort warranted for a defect with such
high formation energies. Qualitatively, we expect the migra-
tion barrier to be higher than that of vacancies or interstitials.

Lin et al.”*> have suggested that the green luminescence in
ZnO corresponds to deep levels induced by oxygen antisites.
They observed that the intensity of the green emission in-
creases with oxygen partial pressure in thin films annealed at
high temperatures. Based on previous LDA calculations of
the defect transition levels, they ruled out zinc vacancies and
oxygen interstitials. According to our results, oxygen anti-
sites have much higher formation energies than oxygen in-
terstitials and zinc vacancies, and are therefore unlikely to be
present in significant concentrations under equilibrium con-
ditions. As discussed in Sec. III D 4, we feel that zinc vacan-
cies are more likely to be the cause of the observed green
luminescence in ZnO, and equally consistent with the results
of Lin et al.®

I. Comparison with previous calculations

First-principles calculations based on DFT-LDA or DFT-
GGA for native point defects in ZnO have been reported by
a number of groups.’’*3 However, the severe underestima-
tion of the band gap in LDA or GGA calculations leads to
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uncertainties in formation energies and transition levels, and
the lack of a systematic way to interpret or correct the LDA
or GGA results has led to significant differences in the con-
clusions drawn from such calculations. Zhang et al.®® re-
ported a strong asymmetry in the formation energies for
donor-type (Vo, Zn;, and Zng) and acceptor-type (V,, O;,
and Oy,) defects, with donor-type defects having signifi-
cantly lower formation energies. No such asymmetry was
observed by Kohan et al®” or Oba er al.,*® and neither is it
evident in our present work; in fact, acceptors seem to po-
tentially exhibit lower formation energies in these studies
(depending on stoichiometry conditions, of course). Lee ef
al.** and Kohan et al.” found that Zn; is a deep donor with
transition levels e(2+/+) and &(+/0) at ~0.5 eV above the
VBM, whereas Oba et al.>® found the donor transition level
e(2+/0) at ~1.2 eV (i.e., above the calculated CBM), and
Zhang et al.*® found that Zn; is a shallow donor.

In an attempt to correct for the LDA deficiency in predict-
ing band gaps, Zhang et al.® tested a series of empirical and
non-self-consistent approaches to correct their LDA results.
The lack of self-consistency and the scattered data from dif-
ferent correction methods resulted in significant uncertainties
in their calculated formation energies for different charge
states of a given defect. One of their results was that zinc
vacancies do not introduce transition levels in the band gap,
in contrast with our present results as well as the results of
other groups,?”3*# and also conflicting with recent experi-
mental evidence.

Erhart et al.*'* performed calculations for vacancy mi-
gration barriers and found a large anisotropy. As noted in
Sec. III C 5, we feel that these large anisotropies are an arti-
fact of their use of a fairly small (32-atom) supercell. Previ-
ous work by Limpijumnong and Van de Walle
has shown that 32-atom supercells are not sufficient for
calculations of migration barriers in wurtzite-phase
semiconductors.?

Lany and Zunger** performed calculations using LDA and
LDA+U. Although their LDA+ U results are similar to ours,
their analysis and interpretation differ significantly. Lany and
Zunger assume that LDA+U only changes the position of
the valence band in ZnO. We have previously shown that
LDA+U actually affects both the valence band and conduc-
tion band.*® Lany and Zunger also assume that when further
corrections are applied to bring the band gap in agreement
with experiment, transition levels remain unaffected, i.e.,
they remain pinned to the valence band. We strongly feel that
this assumption is not justified. Indeed, most defect levels
exhibit both conduction- and valence-band character. This
should be clear on general grounds (e.g., based on the nature
of the hybrid orbitals that combine to form the defect states),
and it also directly follows from a comparison of the LDA
and LDA+U results, as extensively discussed in Secs. Il E
and III B and illustrated in Tables II and III. The Kohn-Sham
states and transition levels for most defects exhibit signifi-
cant shifts (in fact, shifts that are larger than the valence-
band offset AE,=0.34 eV between LDA and LDA+U that
was calculated in Ref. 46), clearly indicating that the states
exhibit a finite amount of conduction-band character. Further
corrections to the conduction-band position should therefore
also lead to further shifts in the transition levels, and indeed
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we have taken advantage of the information contained in the
shift from LDA to LDA+U to calculate the magnitude of
this correction [Eq. (6)].

Lany and Zunger’s approach** leads them to conclude that
oxygen vacancies should exist in ZnO in concentration of up
to 10'7 cm™ under equilibrium conditions. If this were the
case, then oxygen vacancies should be readily observable in
magnetic resonance experiments. In fact, as discussed in Sec.
IIT C 4, an unambiguous EPR signature of the oxygen va-
cancy has been identified, and this signature has never been
observed in as-grown material, but only in samples subjected
to high-energy electron irradiation (where vacancies can be
formed in nonequilibrium concentrations). This result is con-
sistent with the high formation energy of oxygen vacancies
as found in our present study and demonstrates the shortcom-
ings of Lany and Zunger’s approach for calculating forma-
tion energies.

Recently, Patterson® performed DFT calculations using a
hybrid functional approach that yields a calculated band gap
of 3.34 eV. While such calculations are valuable, Patterson’s
analysis of the position of transition levels is unfortunately
flawed. Instead of calculating the transition levels from total-
energy differences [see Eq. (5)], Patterson related their posi-
tion directly to the position of the Kohn-Sham states. This
procedure leads to large errors when the different charge
states exhibit large and different local lattice relaxations as in
the case of V. However, an analysis of Patterson’s “raw
data” is informative: the calculated band structure in Ref. 45
shows that the position of the a; state of V((’) is 1 eV higher in
the hybrid functional calculation than in LDA. This shift is in
very good agreement with our extrapolation scheme.

J. Activation energies for self-diffusion

Now that we have presented our results for formation en-
ergies, migration paths, and energy barriers for point defects
in ZnO, we can discuss possible mechanisms for self-
diffusion and their respective activation energies. Although
activation energies Q can be easily computed based on the
calculated formation energies and migration barriers using
Eq. (1), the comparison with experimental measurements is
far from straightforward. Formation energies of point defects
and, consequently, also activation energies depend on the
chemical potential wy, (or uo) and can also depend on
the position of the Fermi level, i.e., Q=0(uzy,Er). iy, can
vary from uyz,=E,(Zn) (extreme Zn-rich conditions) to
zn=E,(Zn)+AH/ (ZnO)=E,,(Zn)-3.6 eV (extreme O-rich
conditions), and Ej can vary from Ep=0 (p type) to Ep
=E,=3.4 eV (n type). On the experimental side, it is usually
not straightforward to assign specific chemical potential val-
ues to the growth or annealing conditions, and often the ex-
act position of the Fermi level has not been established. A
direct comparison between experimental and theoretical val-
ues of self-diffusion activation energies thus, in principle,
requires a major experimental effort to perform measure-
ments under controlled and well defined conditions. Never-
theless, it is possible to draw some important conclusions
based on the calculated activation energies and relate them to
the available experimental data.
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TABLE V. Calculated migration barriers E; and activation en-
ergies Q=E/+E, for possible self-diffusion mechanisms of zinc and
oxygen species in ZnO. The formation energies E' are taken from
Fig. 3. Activation energies are given for Zn-rich conditions and for
three possible values of the Fermi level: Ep=E, for n-type, Ep
=E,/2 for semi-insulating, and E;=0 for p-type material. Absence
of a value indicates that the particular charge state is not stable
under those conditions.

Mediating E, (eV) 0 (eV)

defect Ep=E, Ep=E,/2 Ep=0
Zn* 0.57 6.98 3.55

Voo 1.40 2.97 6.40

Vo 2.36 6.08

%y 1.70 4.53

0Y(split) 0.87 6.11 6.11 6.11
O (oct) 1.14 5.14 8.57

Most of experiments so far have been performed on
n-type or semi-insulating ZnO. In Table V, we list the calcu-
lated diffusion activation energies for the vacancy- and
interstitial-mediated mechanisms for three representative
doping conditions: n type, where we assume the Fermi level
to be at the CBM (Ep=E,), semi-insulating, where we as-
sume the Fermi level to be midgap (Ep=E,/2), and p type,
where we assume the Fermi level to be at the VBM (Ep
=0). We have omitted cases where the formation energy is
negative because such negative energies indicate that the de-
fect would form in such abundance that the Fermi level
would be moved to a different position where the formation
energy is positive. By inspecting Fig. 3, we believe that most
experiments are performed under conditions that are close to
Zn rich. Otherwise, the samples would be heavily compen-
sated by zinc vacancies. Therefore, we assume Zn-rich con-
ditions in the following analysis. Values for other conditions
or other doping levels can be easily obtained by referring
back to Eq. (3).

Zinc self-diffusion in ZnO can be mediated by Zn vacan-
cies or Zn interstitials. In n-type ZnO, we note from Table V
that despite the low-energy barrier for the interstitial-
mediated mechanism, Zn self-diffusion is predicted to be
mediated by Zn vacancies due to the significantly lower for-
mation energy of the vacancies. This result agrees with ex-
periments by Tomlins et al.'”” who reported an activation
energy of 3.86 eV for Zn self-diffusion in ZnO and sug-
gested that it is controlled by a vacancy-mediated mecha-
nism. Similar to other compound semiconductors,?-3>33 the
migration barrier for the cation vacancies is higher than for
interstitials. However, the formation energy of the zinc va-
cancy (an acceptor) is much lower than that of the zinc in-
terstitial (a donor) under n-type conditions. Table V shows
that zinc interstitials will play a more important role in Zn
self-diffusion in semi-insulating and p-type ZnO where the
formation energy of Zn interstitials is quite low and that of
Zn vacancies is quite high.

Oxygen self-diffusion in ZnO can be mediated by O va-
cancies or O split interstitials [O,(split)]. Although oxygen
interstitials at the octahedral site [O,(oct)] have a low migra-
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tion barrier, they do not contribute to self-diffusion. In order
to contribute to self-diffusion, the interstitials would ulti-
mately need to become substitutional again, by exchanging
positions with oxygen atoms at the regular lattice sites. As
already discussed in Sec. III F 2, our calculations indicate
that this process involves a high energy barrier.

In n-type ZnO, our calculations indicate that both V% and
O,(split) will “equally” contribute to oxygen self-diffusion
with activation energies of 6.08 and 6.11 eV, respectively.
On the other hand, in semi-insulating and p-type ZnO, oxy-
gen self-diffusion will be mediated by V2+, since the forma-
tion energy of Vé* decreases with the Fermi-level position.
Our calculated activation energy in this case is 4.53 eV, in
reasonable agreement with the experiments by Tomlins et
al.,' who reported an activation energy between 3.6 and
4.2 eV for oxygen self-diffusion in semi-insulating ZnO
crystals.

K. Defect-annealing temperatures

Based on our results for migration paths and energy bar-
riers for point defects in ZnO, we can also discuss the tem-
peratures at which we expect individual defects to become
mobile. Comparison of these temperatures with experimental
observations of changes brought about by annealing can aid
in the identification of specific defect species. According to
transition state theory,3® an atom near a vacancy can jump to
the vacancy (or an interstitial can jump to the next interstitial
site) over an energy barrier E;, with a frequency

E,
r=r, exp( kBT)’ )
where the prefactor I is the ratio of the vibrational frequen-
cies at the initial configuration to the frequencies at the
saddle point, kg is the Boltzmann constant, and 7 is the tem-
perature. A reasonable estimate of the temperature at which a
defect becomes mobile can be obtained by taking the usual
definition of the activation temperature, i.e., the temperature
at which the jump rate I" in Eq. (9) is 1/s. Detailed calcula-
tions of the prefactor are beyond the scope of the present
investigation, but to a good approximation I'y can be taken as
a typical phonon frequency, i.e., 10'3 s™!. Therefore we can
use I'=1 57!, T,=10" 57!, and the calculated E, values for
each defect to estimate an annealing temperature based on
Eq. (9). Comparison with established cases indicates that this
method for estimating the annealing temperature typically
slightly overestimates the temperature at which defects be-
come mobile.

In Table VI, we list the estimated annealing temperatures
for the various point defects in ZnO for which we computed
the migration barriers. Only the lowest migration barrier for
a given defect is considered here. We see that the low migra-
tion barrier of zinc interstitials results in very low annealing
temperatures, well below room temperature, in good agree-
ment with recent experimental data from low-temperature
irradiation experiments.!”-?3* During low-temperature elec-
tron irradiation, Frenkel pairs (zinc interstitial+zinc va-
cancy) are created; these have been observed to annihilate at
temperatures between 100 and 200 K in optically detected
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TABLE VI. Estimated annealing temperature 7., for vacan-
cies and interstitials in ZnO based on transition state theory as de-
scribed in the text.

Defect E, (eV) T apnear (K)
Zn?* 0.57 219
Vi 1.40 539
Ve 1.70 655
Ve 2.36 909
0(split) 0.87 335
O (oct) 1.14 439

electron paramagnetic resonance (ODEPR) measurements by
Watkins and co-workers.!7?3 Our results clearly indicate that
the zinc interstitial is the mobile species responsible for the
healing of the crystal at low temperatures.'?®

Our results also indicate that oxygen interstitials can
diffuse at modest temperatures and are the mobile species
responsible for defect recombination on the oxygen sub-
lattice. Oxygen and zinc vacancies become mobile only
at higher temperatures, in agreement with experimental
observations.!”?* Indeed, Vlasenko and Watkins have
reported that oxygen vacancies are stable up to ~670 K.!7
Nikitenko et al.''’ reported annealing of oxygen vacancies
(created by irradiation and identified by EPR) in the range
530-630 K. According to Table VI, this is consistent with
motion of V%;r. Indeed, we expect the 2+ charge state to be
stable in the Li-doped hydrothermal ZnO crystals used in
that study. Tuomisto et al.?’ identified both V and V, using
positron annihilation spectroscopy in irradiated samples and
observed them annealing out at temperatures between 500
and 600 K, again consistent with our calculated barriers.
Look et al.,''! finally, observed that a Zn-sublattice related
acceptor anneals out starting at around 300 °C; this is in
good agreement with our finding for the zinc vacancy.

We note that our results support the fact that the observed
radiation hardness of ZnO (Refs. 20 and 111) can be attrib-
uted to rapid defect annihilations that can take place already
at temperatures around 200 K for the Zn sublattice and
around 400 K for the oxygen sublattice. This property can be
advantageous for electronic and photonic applications in
high-radiation environments.

IV. SUMMARY

We have performed a detailed first-principles study of the
electronic structure and diffusivity of all native point defects
in ZnO. We have discussed a method to correct defect tran-
sition levels and formation energies based on the LDA and
LDA+U calculations. Contrary to the conventional wisdom,
we find that isolated native point defects are unlikely to be
the cause of the frequently observed unintentional n-type
conductivity in ZnQO. Our results show that oxygen vacancies
are deep donors and have high formation energies in n-type
samples; however, they can compensate p-type doping. Zinc
interstitials are shallow donors, but have high formation en-
ergies under n-type conditions; moreover, they are fast dif-
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fusers and hence unlikely to be stable as isolated point de-
fects. Zinc antisites are also shallow donors, but they have
high formation energies in n-type samples. Zinc antisites
show a large off-site displacement and induce a large local
lattice relaxation.

As an alternative explanation for the observed back-
ground n-type conductivity in ZnO, we suggest the uninten-
tional incorporation of donor impurities. Among the possible
impurities, hydrogen stands out as a likely candidate.'”! Re-
cently, we have shown that hydrogen can substitute on an
oxygen site and form a multicenter bond with the four
nearest-neighbor Zn atoms.!!'? Substitutional hydrogen (H)
has a low formation energy, acts as a shallow donor, and can
explain the variation of conductivity with oxygen partial
pressure, consistent with a wide range of experimental
results.14:15:107,113,114

Zinc vacancies are deep acceptors and have low formation
energies under n-type conditions; they can therefore occur as
compensating defects in n-type samples. We suggest that
zinc vacancies are a possible source of the often-observed
green luminescence in ZnO. Oxygen interstitials have high
formation energies and are not expected to exist in signifi-
cant concentrations. They can exist as electrically inactive
split interstitials or as deep acceptors at the octahedral site in
n-type samples. In p-type samples, the neutral split intersti-
tials are predicted to be more favorable. Oxygen antisites
have the highest formation energies among the acceptor-type
native point defects. They are deep acceptors and also show
large off-site displacements, in which the oxygen atom bonds
chemically to only one of the oxygen nearest neighbors.

The migration barriers of all the point defects are modest,
explaining why radiation damage can be annealed out at rela-
tively low temperatures (with some recovery already taking
place below room temperature). Zinc interstitials diffuse
through the kick-out mechanism with a rather low migration
barrier of 0.57 eV, in agreement with experimental observa-
tions, and are responsible for the observed fast recovery of
the electrical properties in irradiated ZnO. The migration bar-
rier of oxygen interstitials in the octahedral configuration
(relevant for n-type samples) is 1.1 eV, whereas zinc and
oxygen vacancies diffuse with somewhat higher migration
barriers of 1.4 and 2.4 eV, respectively. We note that these
low migration barriers imply that most point defects will be
highly mobile at the temperatures at which ZnO crystals and
epilayers are commonly grown, indicating that such growth
processes can be considered to be near equilibrium. Finally,
our results provide a guide to more refined experiments to
probe the influence of individual point defects on the elec-
tronic properties of ZnO.
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