
Electronic-structure calculations for polar lattice-structure-mismatched interfaces:
PbTe/CdTe„100…

R. Leitsmann* and F. Bechstedt
Institut für Festkörpertheorie und -optik, Friedrich-Schiller-Universität Jena, Max-Wien-Platz 1, 07743 Jena, Germany

�Received 25 April 2007; published 18 September 2007�

The electronic properties of polar interfaces are investigated for the prototypical example of
PbTe/CdTe�100� using an ab initio pseudopotential method and repeated slab approximations. The band
offsets are derived in a two step procedure. Four different methods to calculate an electronic interface band
structure are discussed and compared in detail. In contrast to the termination, the lattice-structure mismatch
between the PbTe rocksalt and CdTe zinc-blende structure does not play an important role for the position of
the Fermi level. In the case of isolated PbTe/CdTe�100� interfaces or layered heterostructures we find a
metallic character of the interface band structures. This is explained using a simple ionic model with partially
ionized interface atoms. For PbTe/CdTe�100� interfaces with compensating dipole potential a semiconducting
band structure is found as a result of fully ionized interface atoms.
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I. INTRODUCTION

The availability of light sources in the midinfrared spec-
tral region is crucial for many applications, e.g., molecular
spectroscopy and gas-sensor systems for environmental
monitoring or medical diagnostics. Heiss and co-workers1

recently demonstrated that PbTe quantum dots �QDs� in
a CdTe host matrix exhibit an intense room-temperature
midinfrared luminescence. High-resolution transmission
electron microscopy �HRTEM� studies1,2 for the annealed
PbTe/CdTe systems have shown the existence of rather ideal
PbTe nanocrystals with �111�, �100�, and �110� interfaces
with the CdTe host matrix. There is seemingly an almost lack
of asymmetries compared with other QDs prepared by
Stranski-Krastanov growth, such as an interconnecting two-
dimensional wetting layer, inhomogeneous alloying with the
host material, or shape asymmetries.3 The preceding anneal-
ing procedure and the almost vanishing lattice-constant mis-
match between PbTe and CdTe suggest a situation for the
nanostructured system close to thermal equilibrium. There-
fore the shape of these quantum dots can be predicted using
parameter-free total energy �TE� calculations.4

The theoretical investigation of the tellurides PbTe and
CdTe, in particular of their surfaces and interfaces, is a chal-
lenging task for different reasons. There is a remarkable
ionic contribution to the chemical bonding in PbTe and
CdTe. Nevertheless, CdTe has a nonvanishing electron dis-
tribution around the Cd-Te connecting line suggesting a di-
rectional covalent contribution to its bonds.5 For PbTe the
coordination of the atoms is increased from four to six. As a
consequence PbTe crystallizes in rocksalt �RS� structure with
the space group Fm3m �Oh

5�, whereas the more covalent
CdTe crystallizes in zinc-blende �ZB� structure with space

group F4̄3m �Td
2�. While a rocksalt �001� surface is nonpolar

and hence represents the cleavage face of the crystal, the
�001� orientation in the ZB structure leads to a polar
�cation-or anion-terminated� surface. In the ZB case the only
nonpolar cleavage face is of �110�-type. The different atomic
arrangements at the surfaces of the same orientation, but of
bulk with a different crystal structure, results in a drastic

misfit of the dangling bonds at the interface with respect to
position, orientation, and hybridization degree.

The common approximation to describe interfaces be-
tween two different materials or even different crystal struc-
tures is the repeated-slab �or superlattice� approximation.6–10

Two thin films are combined to a unit cell along the normal
direction. The advantage of the slab approximation is the
conservation of a three-dimensional translational symmetry,
whereas its disadvantage is the need of the simultaneous
treatment of two interfaces, related to one unit cell. Replac-
ing one film by vacuum the repeated-slab approximation is
also used to model surfaces.

In the case of electrostatically neutral atomic layers per-
pendicular to the interface normal, e.g., �110� of zinc blende
and �100� as well as �110� of rocksalt, and the same bonding
geometry one can construct a symmetric slab with identical
interfaces. Band structures and interface energies can be
computed for isolated interfaces in this case. Slabs mimick-
ing polar surfaces, e.g., �001� and �111� of zinc blende and
�111� of rocksalt, display a net charge in each atomic layer
and on the two surfaces themselves. The combination of two
polar �or one polar and one nonpolar� stoichiometric slabs
leads to a supercell with chemically, structurally, and electro-
statically different interfaces, which are denoted by A
�cation-terminated� and B �anion-terminated� in the follow-
ing �100� studies. The different polarities of the two inter-
faces will introduce a spurious electric field in both material
slabs of the supercell, which may affect the electron distri-
bution and the electronic structure. In some cases it is pos-
sible to avoid the simultaneous presence of two different A
and B faces and to construct symmetric polar slabs with
identical interfaces by introducing additional layers consist-
ing of one atomic species.11 However, such slabs are non-
stoichiometric and have to be handled with care.

Several methods to model polar surfaces can be found in
the literature. To prevent, for example, the artificial charge
transfer through a material slab �caused by the induced elec-
tric fields� either inversion-symmetric slabs12,13 or a passiva-
tion of one surface with pseudohydrogen atoms14 have been
proposed for interfaces to the vacuum. The artificial dipole
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field in the vacuum region can be prevented using the dipole
correction introduced by Neugebauer and Scheffler15 and
corrected by Bengtsson.16 The price that one has to pay in
the case of inversion-symmetric slabs is the increased slab
size. Nevertheless, an efficient and correct treatment of polar
surfaces �or even interfaces� remains controversial.13 Hence
it is not surprising to find only few attempts to model polar
interfaces with ab initio methods.4,17–24 In some of them the
treatment of the induced dipole potential remains
unclear.17,18 In others atomic mixing at the interfaces21–23 or
inversion-symmetric slabs19 are used. To calculate interface
energies of isolated polar interfaces we have introduced an
extension to the dipole correction of Neugebauer and Schef-
fler in Ref. 4. However, a detailed discussion of the influence
of the induced dipole field on the electronic properties of
polar interfaces in various environments is still missing.
There is a more direct way for calculating interface �or sur-
face� properties of polar systems. This is the energy-density
formalism of Chetty and Martin.25 Its applicability has been
demonstrated in conjunction with Voronoi polyhedra for sur-
face energies of polar semiconductor surfaces.26 However,
because of its complexity the energy-density formalism is so
far restricted to small surface unit cells.

In the present paper we discuss a variety of possible slab
approximations for polar interfaces between two compounds
with different crystal structure, their advantages and their
disadvantages. Thereby, we concentrate on the electronic
properties of such interfaces. In particular, we compare dif-
ferent theoretical approaches to calculate accurate band
structures for polar interfaces, thin films, or layered hetero-
structures. As model systems we study PbTe/CdTe�100� in-
terfaces.

II. THEORETICAL MODELING

A. Total-energy calculation

We apply the density-functional theory �DFT� within
local-density approximation �LDA� as implemented in the
Vienna ab initio simulation package �VASP�.27,28 Usually, spin
polarization is not taken into acount. However, to evaluate
the influence of nonscalar relativistic effects, in particular
spin-orbit coupling �SOC�, we perform test calculations in-
cluding noncollinear spins.29 In the case of the heavy ele-
ments forming CdTe and PbTe they play an important role.
Spin-orbit splittings of the p-like valence electrons are in the
range of 1 eV. The interaction of the valence electrons with
the remaining ions is modeled by pseudopotentials generated
within the projector augmented wave �PAW� method.30 In
II-VI and IV-VI semiconductors the outermost occupied d
states give rise to shallow semicore bands, which contribute
essentially to the chemical bonding.31 Therefore we treat the
Cd 4d and Pb 5d electrons as valence electrons. An energy
cutoff of 15 Ry for the plane-wave basis is sufficient to ob-
tain converged structural properties. The total-energy expres-
sion contains a Brillouin zone �BZ� integration, which is re-
placed by a summation over special points of the Monkhorst-
Pack �MP� type.32 For the bulk fcc structures we apply 11
�11�11 k-point meshes, whereas in the case of repeated-
slab systems we use 1�7�7 k-point meshes for the differ-

ent �100� interface slabs with �2��2 lateral unit cells. The
atomic geometries are allowed to relax until the Hellmann-
Feynman forces are smaller than 20 meV/Å. The two cubic
crystals CdTe and PbTe have nearly the same cubic lattice
constant a0. The mismatch is smaller than 0.4%. Even at the
relatively high annealing temperatures of Ref. 1 the different
thermal expansion coefficients lead to a thermally induced
strain of less than 0.8% with a negligible effect on the elec-
tronic band gap.33 While the small lattice-constant misfit is
neglected the lattice-type mismatch is taken into account.

B. Slab construction

We compare four different ways to model thin films, iso-
lated interfaces, and layered heterostructures of polar mate-
rials. The first model �Fig. 1�a�� contains stoichiometric slabs
of the two compounds in one unit cell of their superlattice
arrangement without any corrections �S-SA�. In this method
a superior electric field is induced in each material slab by
the periodic boundary conditions, resulting in an �sawtooth-
like� electrostatic potential �. The difference of its plane-
average �� between the left-hand side and the right-hand
side of one material slab is independent of the slab size.4

That means, if one increases the slab thickness, the slope of
the dipole potential and thus the resulting forces decrease.
Therefore we construct large slabs �28-�bi�layer slabs� to
achieve convergence of the atomic displacements with re-
spect to the supercell size. Tests for the �100�PbTe/CdTe
system gave no evidence for an interface reconstruction such
as �2��2 �whose cell we widely studied�. So, in general,
simple 1�1 interface cells are used for the band structure
calculations. Because of the equivalence of the anion sublat-
tices in rocksalt and zinc blende, lateral unit cells of the same
size and shape can be constructed. A more detailed descrip-
tion can be found in Refs. 4 and 2. The second method, the
dipole-corrected stoichiometric slab approximation �D-SA�
in Fig. 1�a� applies compensating electric fields. Originally it
was introduced to calculate polar interface energies.4 How-
ever, as we will see, this method leads to an electron transfer
with respect to the S-SA through the material slabs, whose
consequences �for the electronic properties� have to be ana-
lyzed in detail. Both approaches, discussed so far, have one

(a)

(b)

(c) [100]

[010]

FIG. 1. Schematic stick and ball models of the used four super-
cells along the �100� direction. Cd: black circles; Pb: gray circles;
and Te: white circles; and H*: tiny white circles. The models are
stoichiometric slab approximation �S-SA�, dipole-corrected sto-
ichiometric slab approximation �D-SA�, nonstoichiometric slab ap-
proximation �N-SA�, and vacuum slab approximation �V-SA�. See
text.
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further disadvantage. Due to the periodic boundary condi-
tions always two different interfaces occur in one supercell.
The calculated band structures are consequently a mixture of
both projected �two-dimensional� interface band structures,
i.e., they may contain band states whose localization at one
of the two inequivalent interfaces has to be studied carefully.

Symmetric slabs with identical interfaces can easily be
constructed by lifting the condition of slab stoichiometry.
Thus the third model is the nonstoichiometric slab approxi-
mation �N-SA� indicated in Fig. 1�b�. Here we introduce an
additional Cd layer with respect to the S-SA slab. This re-
sults in a supercell with two identical interfaces. Conse-
quently the band structures contain interface bands that are
twofold degenerate. The advantage of the model is obvious.
Due to the symmetric interfaces we find no superior electric
field in this approximation. The disadvantage of this method
is the nonstoichiometry. Hence one has to take care of the
chemical behavior of the additional layer, and the interface
energies depend on the chemical potential � of the constitu-
ents forming this layer. In the fourth method, the vacuum
slab approximation �V-SA�, shown in Fig. 1�c�, we introduce
an additional vacuum region in the supercell. In principle, in
the V-SA case we use a supercell consisting of three material
slabs, PbTe/CdTe/vacuum. The emerging surfaces are passi-
vated with pseudohydrogen atoms to saturate the dangling
bonds as known from surface modeling.14 To passivate the
dangling bonds of the fourfold coordinated Te atoms at the
CdTe�100�B surface we use pseudohydrogen atoms with a
valency of 0.5, which is consistent with the valencies used in
Refs. 14 and 34–36 for group VI materials. To passivate the
dangling bonds of the sixfold coordinated Pb and Te atoms at
the nonpolar PbTe�100� surface we have tested different val-
ues for the valancies of the pseudohydrogen atoms. Follow-
ing the argumentation of Huang et al.36 the optimal passiva-
tion is reached for a passivated PbTe cluster with a maximal
gap between the highest occupied and the lowest unoccupied
orbital. In this way we determined pseudohydrogen valencies
of 5 /3 and 1/3 to passivate the dangling bonds of the sixfold
coordinated Pb and Te atoms, respectively. Interactions
across the vacuum region are compensated using the dipole
correction introduced by Neugebauer and Scheffler.15

The V-SA model seems to be the most promising one to
model isolated interfaces because it deals with only one A-or
B-terminated interface. However, the price which has to be
paid are two additional surfaces, or strictly speaking, two
vacuum-material interfaces. Another disadvantage of this ap-
proximation is the occurrence of electrostatic dipole fields
with a considerable influence on the energetics of the system
as we will see later on. A description of the stoichiometric
and geometric details are given in Table I and Fig. 1 for all
actually used huge supercells.

C. Band-offset determination

To calculate the band offset we use a two-step procedure
following the idea of van de Walle and Martin.37 In order to
account for the interface influence, in a first step we calculate
the offset between the two different total averages of the

electrostatic potential ��PbTe-CdTe�= V̄CdTe− V̄PbTe, as sche-

matically indicated in Fig. 2. For this purpose we plot the
plane-averaged electrostatic potential �within the interface
supercell� along the interface normal. The total average of

the electrostatic potential V̄ for each material can easily be
determined by building the median of the plane-averaged
electrostatic potential in the corresponding material slab. To
avoid uncertainties arising from the potential slopes in the
S-SA and V-SA we compute ��PbTe-CdTe� only within the
D-SA and N-SA.

In the second step, the position of the valence band
maxima �VBM� in bulk PbTe and bulk CdTe with respect to

the averaged electrostatic potential V̄ have to be determined.
Then the alignment of the averaged potential values
��PbTe-CdTe� obtained from the interface calculation leads
to the valence band offset �VBO�.

With this method we are able to calculate not only the
global56 valence band offset between the L point �VBM of
PbTe� and the � point �VBM of CdTe� but also some kind of
local band offsets at certain k points. More in detail, the
valence band offset is given by

VBO�k1,k2� = VBM�PbTe��k1� − VBM�CdTe��k2�

− ��PbTe-CdTe� , �1�

where VBM�ki� is the highest occupied band at the k point
ki. To obtain the conduction band offset �CBO� we use the
gap energies at the corresponding k points,

TABLE I. Number of atoms and layer thicknesses in Å of the
used supercells.

S-SA D-SA N-SA V-SA

Number of Pb 28 28 28 26

Number of Cd 28 28 30 26

Number of Te 56 56 56 52

Number of pseudo-H 0 0 0 8

Vertical cell size 89.74 89.74 89.74 89.74

Size PbTe 44.87 44.87 43.2675 40.0625

Size CdTe 44.87 44.87 46.4725 40.0625

Size vacuum 0.0 0.0 0.0 9.615

PbTe CdTe

VBO
VBM(PbTe)

VBM(CdTe)
PbTe CdTe

VBO

CBO

(a) (b)

V(CdTe)

V(PbTe)

FIG. 2. �Color online� Schematic description of the two-step
procedure to calculate the valence band offset �VBO�. �a� Determi-
nation of the valence-band offset. �b� Schematic picture of the
type-I heterostructure obtained at a PbTe-CdTe interface.
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CBO�k1,k2� = Egap
CdTe�k2� − Egap

PbTe�k1� − VBO�k1,k2� . �2�

Since the VBM is located at the L point for PbTe and at the
� point for CdTe the global valence band offset is given by

VBO � VBO�L,�� . �3�

The band extrema and the whole band structures are taken
from the Kohn-Sham eigenvalues of the DFT-LDA. Since
quasiparticle effects38 have little influence on the relative po-
sition of the VBM in common anion materials such as PbTe
and CdTe, the excitation aspect is negligible for the align-
ment procedure and the valence bands. However, this is not
true for the position of the conduction bands relative to the
valence bands. Therefore we will later apply measured gap
values for both PbTe and CdTe to derive the true CBO as
indicated in Fig. 2�b�.

III. RESULTS AND DISCUSSION

A. Relativistic effects

One expects strong relativistic effects due to the occur-
rence of heavy elements in the telluride heterostructures un-
der consideration. For electronic properties such as band
gaps, effective masses, and similar quantities, this is indeed
the case, as can be seen in Table II or in the bulk band
structures of PbTe �Fig. 3� and CdTe �Fig. 4�. The LDA band
gap of PbTe �0.61 eV� at the L point clearly overestimates
the experimental value of 0.19 eV39,40 as a result of the ne-
glected relativistic effects. The inclusion of spin-orbit inter-
action shrinks the PbTe gap �Table II�; but the resulting lon-
gitudinal �along L�� effective electron and hole masses ml

*

are much too large compared to the experimental values
�Table II�. This can be interpreted as an indication for a re-
pulsive interaction between the VBM and CBM band at the
L point. An investigation of the band character confirms this
suspicion. We observe an interchange of the symmetry char-
acter of the VBM and CBM at the L point. In this sense the
obtained PbTe gap value of 0.13 eV has to be considered as
a negative value. A better description of the electronic states
of PbTe near the L point seems to be obtained either by
all-electron calculations42,43 or by starting from a generalized
Kohn-Sham scheme using a hybrid functional instead of the
LDA for the exchange-correlation �XC� energy of the DFT.44

However, these electronic structure schemes are computa-

tionally very demanding and therefore not suitable for the
treatment of interfaces with more than 100 atoms in the su-
percell.

However, already the DFT-LDA gives a good approxima-
tion of the PbTe and CdTe band structures �as shown in Figs.
3 and 4�, except of the spin degeneracy and the overestima-
tion of the PbTe-gap value. Therefore we think that the DFT-
LDA description can be used for a qualitative discussion of
the resulting interface electronic structures within the applied
approaches.

B. Band alignment

Using the procedure described in Sec. II C, we obtain a
value of ��PbTe-CdTe�=2.90 eV for the offset between the
total averages of the electrostatic potentials in PbTe and
CdTe independent of the used approximation as demon-
strated in Fig. 5. The values for the resulting global VBO are
given in Table III. To calculate the global CBO with Eq. �2�
we have to use the fundamental gap values of PbTe and
CdTe. It is well-known that the fundamental gap values are
not correctly described in the LDA.38 Therefore we would

TABLE II. Electronic properties of bulk PbTe and CdTe. The
gap energies are given in eV and the values of the longitudinal
effective electron and hole masses ml

* of PbTe are given in units of
the free electron mass.

LDA LDA+SOC Experiment

Gap PbTe-L 0.61 0.13 0.19a

CdTe-� 0.63 0.34 1.6a

ml
* PbTe Hole 0.51 1.71 0.31±0.05b

Electron 0.32 0.59 0.24±0.05b

aReferences 39 and 40.
bReference 41. L Γ X
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FIG. 3. Calculated electronic band structure of PbTe. Left panel:
without spin-orbit effects and right panel: with spin-orbit effects.
The top of the valence bands is taken as energy zero.
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FIG. 4. Calculated electronic band structure of CdTe. Left panel:
without spin-orbit effects and right panel: with spin-orbit effects.
The top of the valence bands is taken as energy zero.
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end up with a CBO underestimating the experimental value.
Even the character of the heterostructure would change. To
bypass these problems related to many-body effects in ex-
cited systems and to enhance the comparability with experi-
mental results, we use the experimentally observed gap val-
ues of PbTe and CdTe given in Table II to derive CBO from
VBO. In this way we obtain a type-I character of the
PbTe/CdTe heterostructure.

In Table III we give not only the band offsets of the polar
PbTe/CdTe�100� interface, but also the values obtained in
Ref. 45 for the nonpolar PbTe/CdTe�110� interface. Since
no artificial electrostatic fields are induced at nonpolar inter-
faces the comparability of the results between both interfaces
are an indicator for the quality of our description of polar
interfaces. The obtained small variations with respect to the
interface orientation are in agreement with the small orienta-
tion dependence of the VBO obtained for GaAs/AlAs
heterostructures46 or ZnSe/GaAs, GaAs/Ge, and ZnSe/Ge
superlattices.47 Inclusion of spin-orbit interaction in the cal-
culation leads to nearly vanishing valence band offset so that
we expect rather flat hole wells. On the other hand, we ob-
serve remarkable offsets for the conduction bands. The trend
for the VBO seems to be in agreement with the common
anion rule. An estimate for the CBO can be made within the
electron affinity rule.48 Using the electron affinities of 4.3 eV
�CdTe�49 and 4.6 eV �PbTe�49 a CBO of 0.3 eV is predicted.

This value is of the same order of magnitude as the values
given in Table III. However, there is at least an uncertainty of
about 0.2 eV in Ref. 49. The resulting gap discontinuity may
be 0.2 eV smaller than that in Table III. To our knowledge
neither experimental nor theoretical calculations of the PbTe-
CdTe VBO exist. However, the VBO and CBO of CdS/PbS
�derived from an expression of Nethercot50� are estimated to
be 0.9 and 1.2 eV, respectively.51 Taking into account the
different fundamental gap values of PbS �0.4 eV�51 and CdS
�2.5 eV�51 compared to PbTe �0.19 eV� and CdTe �1.6 eV�
these values are in good agreement with our predictions.
Similar to the studied PbTe/CdTe case very small VBOs
of 0.10±0.06 eV have been determined by core-level
x-ray photoemission spectroscopy at ZnTe/CdTe�111�
heterojunctions.52

Up to now we have considered only the global VBO and
CBO. Since the VBM and the CBM of PbTe and CdTe are
located at different positions in k-space the VBO and CBO
can only be directly accessed in experiments allowing for
indirect transitions, i.e., in experiments with momentum
transfer to the electrons. However, in many experiments,
e.g., in zero-phonon photoluminescence measurements or
optical absorption spectra only direct transitions are allowed.
In such cases local band offsets at certain k points have to be
considered, which are in general larger than the global off-
sets.

C. Electrostatics at polar interfaces

To understand the electronic properties of polar interfaces
or corresponding layered heterostructures it is instructive to
consider a simple ionic model first. We follow a discussion
for polar free-standing ZnO slabs.53 In principle, a purely
ionic crystal consists of negatively charged anions and posi-
tively charged cations, which build together neutral and non-
polar building blocks as indicated by the blue building
blocks in Fig. 6. In such a simple isolator model we find
completely occupied bulk valence bands and empty bulk
conduction bands as schematically indicated �by shaded and
white boxes� in the lower panel of Fig. 6. Such an isolator-
like band structure is the result of the fully ionized bulk
atoms �we will speak in the following about fully ionized
atoms referring to the “bulklike” ions�, in the case of a purely
ionic model of CdTe: Te2− and Cd2+ ions. These ions indeed
have only fully occupied or empty sp valence shells with
electron configurations Ar�3d�10�4s�2�4p�6�4d�10�Cd2+� and
Cd2+�5s�2�6p�6�Te2−�. At polar surfaces or interfaces the
building blocks are not complete anymore, resulting in an
excess surface charge �exc �see red surface building blocks at
fully ionized surfaces in Fig. 6�. In the case of the CdTe�100�
surface we find −1e per ion at the tellurium-terminated
B-face of the slab and +1e per ion at the cadmium-
terminated A-face of the slab. We will call such surfaces or
interfaces “fully ionized.” From the Poisson equation it fol-
lows that the potential difference between both slab sides ��
is directly proportional to the slab thickness d and the surface
excess charge �exc. Since �exc is independent of the slab size,
�� will be divergent in infinitely large slabs, in other words
such interfaces/surfaces are unstable. However, the diver-

FIG. 5. �Color online� Plane-averaged electrostatic potential
along the �100� direction of the supercell in N-SA �top panel� and
D-SA �bottom panel�. The total averages of the electrostatic poten-

tial V̄PbTe and V̄CdTe and the difference of both are indicated in red
�light gray�.

TABLE III. Global valence band offsets �VBO� and conduction
band offsets �CBO� of the PbTe/CdTe interface for two different
interface orientations.

�eV� �110�b �100�

VBO LDA 0.42 0.37

CBOa LDA 0.99 1.04

VBO LDA+SOC 0.05 0.00

CBOa LDA+SOC 1.36 1.41

aThe conduction-band offset is obtained using experimental gap
values.
bReference 45.
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gence of �� can be removed by transferring the excess elec-
trons from the anion side to the cation side of the slab, i.e.,
by setting �exc equal to zero. This results in only partially
ionized surface/interface atoms. In the case of CdTe�100� we
find Te− and Cd+ surface ions. The dipole potential of such
slabs is constant54 with respect to the slab thickness d, but
nonzero. This is the result of the neutral but polar building
blocks �see red surface building blocks at partially ionized
surfaces in Fig. 6� at the partially ionized surfaces/interfaces.
Using the nonvanishing zero-field polarization P of the ma-
terial slab we can still define a surface/interface charge den-
sity �pol	 P, which is now inversely proportional to the slab
thickness d, leading to a constant potential difference ��
with respect to the slab size. In the simple model of partially
ionized interfaces/surfaces we find empty valence states
�white circle in the valence bands in Fig. 6� at anion-
terminated and occupied conduction states �black circle in
the conduction bands in Fig. 6� at cation-terminated
interfaces/surfaces, which correspond to the half-filled dan-
gling bonds of the interface/surface atoms. This is in contrast
to the completely filled valence and conduction states at fully
ionized interfaces/surfaces.

The above discussed simple ionic model is just a very
rough description of a real CdTe crystal and its polar �100�
surfaces. All effects related to the nonvanishing covalent
character of CdTe are neglected as well as bonds, which will
be formed across the interfaces, or the formation of interface
states. Nevertheless this model can describe important effects
as we will see in the discussion of the interface band struc-
tures below.

D. Band structures

Within the S-SA we have calculated the atomic displace-
ments at PbTe/CdTe�100� interfaces in a previous paper.4

The relaxation of the atomic positions is important for both
the interface energetics and the electronic structure. For the

purpose of treating the different slab approaches described in
Fig. 1 on the same footings we allow the relaxation of the
atomic positions also within the N-SA and V-SA. The good
news is, as expected, the results for the atomic displacements
with respect to the bulk positions are independent �within an
error bar of 0.05 Å� of the actually used slab approach S-SA,
N-SA, or V-SA as far as the slab thicknesses are big enough.
For the following calculations we have used these relaxed
interface geometries to calculate the electronic band struc-
tures within the four different slab approaches indicated in
Fig. 1.

1. S-SA

In the stoichiometric slab approximation without any
electrostatic corrections the induced dipole field � leads to
differently aligned electronic states at the A and B interfaces.
The offset between the VBM at the Cd-terminated and the
VBM at the Te-terminated interface can be estimated �from
an inspection of the plane average of the electrostatic poten-
tial� to 1.7 eV as indicated in the lower part of Fig. 7. Since
this value is much larger than the fundamental band gap of
PbTe �0.19 eV� a metallic band structure is observed for the
studied PbTe/CdTe�100� superlattice �Fig. 7, upper panel�.
In particular, the state c�, which roughly corresponds to the
lowest projected bulk CdTe-CBM, lies below the Fermi
level, while the state vJ, which corresponds to the highest
projected bulk PbTe-VBM, lies above the Fermi level. Their
energy positions are results of the induced potential �,
which leads to an electron transfer �with respect to the bulk
charge distribution� from the VBM at the Te-terminated in-
terface to the CBM at the Cd-terminated interface, as can be
seen in Fig. 7. There we have plotted the plane-average of
the wave-function squares of two empty valence states
�v� ,vJ� and two occupied conduction states �c� ,cJ�.

Both valence-derived states above the Fermi-level, v�
and vJ, are localized at the Te-terminated interface, while the
two conduction-derived states below the Fermi-level, c� and
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FIG. 6. �Color online� Point-charge picture of the electron distribution in an ionic slab with ZB structure. Two situations, without �left�
and with �right� electron transfer �compared to a bulklike electron distrubution� between the A and B surface are sketched. In the upper part
�a� we show the arrangements of anions �white balls� and cations �black balls� at A and B surfaces, the building blocks are indicted by red
and blue boxes. Half-filled �gray�, filled �black�, and empty �white� dangling bonds at the surfaces are indicated. The white �shaded� bars in
the lower part �b� indicate the local positions of empty conduction �filled valence� bands. The partially occupied conduction �valence� states
at partially ionized surfaces are indicated by black �white� circles.
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cJ, are localized at the Cd-terminated interface. This behav-
ior can be explained using a modification of the model of the
partially ionized polar CdTe�100� surface in Fig. 6 �right
panel�. At the PbTe/CdTe�100� interfaces not only the CdTe-
interface states are partially filled. Although no indications
for covalent bonds across the interface could be found,4 the
PbTe-interface states are only partially filled as well. Since
the �100� direction is a nonpolar direction in RS-PbTe, the
electron transfer �compared to the bulk� through the PbTe
slab is entirely the result of the superimposed potential �.
For these reasons the S-SA cannot be used to accurately
model isolated interfaces. On the other hand, since the oc-
curring dipole filled � can be considered as a real effect in
layered heterostructures or thin films the S-SA is a good
approximation to model the electronic structure of such com-
bined systems.

2. D-SA

If we apply the D-SA an electron transfer with respect to
the bulk charge distribution through the slab is suppressed.
On the other hand, compared to the S-SA we find a charge
transfer, which moves electrons from occupied conduction
states at one side of the slab to empty valence states at the
other side of the slab, i.e., we find no partially charged states
near the interfaces as illustrated in Fig. 8. Therefore this
approximation provides a better description of the electron
distribution in the PbTe slab if one is interested in isolated
interfaces. Nevertheless, in the CdTe slab we find a bulklike
electron distribution at the interfaces. This corresponds to the

electron distribution in the fully ionized interface model �in
the simple ionic model of CdTe� in Fig. 6 and is in contrast
to the partially ionized interface layers predicted for electro-
static reasons. Nevertheless, the D-SA has one major advan-
tage, the aligned energy bands within one material slab.

In contrast to the S-SA one obtains an almost semicon-
ducting band structure, i.e., completely filled valence states
and completely empty conduction states. The highest occu-
pied bulklike state 1vJ and the lowest empty bulklike con-
duction state 3cJ are located in the PbTe slab. In the projec-
tion of the three-dimensional �3D� fcc-BZ on the two-
dimensional �2D� 1�1 surface BZ the L point is projected
onto the J point. Hence the 1vJ and 3cJ states build the
projected fundamental energy gap of bulk PbTe. The bulklike
2v� and 1c� states are localized in the CdTe slab and can
therefore be associated with the projected bulk CdTe gap.
Within the fundamental gap region we find states, e.g., the
states 1cK, 1cJ, and 1v�, which are localized at the
PbTe/CdTe�100� interfaces. While the empty 1cJ and 1cK
states are localized at the Cd-terminated interface, the occu-
pied 1v� state is localized at the Te atoms of the Te-
terminated interface, as can be seen in Fig. 9, were we have
plotted the wave-function square within two different planes
perpendicular to the interface.

The shape of 1v� is p-like and it is rotated by 45° com-
pared to the RS-PbTe structure �see Fig. 9, left panel�. There-
fore it may be written as a linear combination of pz and py
orbitals. Such orbital shapes cannot be explained by the over-
simplified purely ionic model of PbTe and CdTe. Rather one

FIG. 7. �Color online� Upper part �a�. Band structure of the
PbTe/CdTe�100� system within S-SA. The Fermi level is taken as
energy zero. Lower part �b�. Schematic picture of the electrostatic
alignment of the occupied valence states �filled boxes� and the
empty conduction states �empty boxes� along the �100� direction.
The localization of the plane averaged wave-function squares of
selected states indicated in the band structure are shown by the
colored curves.

FIG. 8. �Color online� Upper part �a�. Band structure of the
PbTe/CdTe�100� system within D-SA. The Fermi level is taken as
energy zero. Interface states around the Fermi level are shown in
red, while states with a bulklike character are shown in gray. Lower
part �b�. Schematic picture of the electrostatic alignment of the
occupied valence states �filled boxes� and the empty conduction
states �empty boxes� along the �100� direction. The localization of
the plane averaged wave-function squares of selected states indi-
cated in the band structure are shown by the colored curves.
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has to take into account the partially covalent character of
CdTe. In this way the shape of 1v� may be explained as the
result of a dehybridization of the sp3-Te orbitals at the Te-
terminated PbTe/CdTe�100� interface.6 The shape of the
empty 1cK and 1cJ states cannot so easily be attributed to
single atomic orbitals. They are mainly localized in the re-
gion between the Cd, Te, and Pb atoms at the Cd-terminated
interface �see Fig. 9�. The strong dispersion along the JK and
�J directions is the result of a strong interaction of these

states along the �011� and �01̄1� directions. On the other
hand, along the �001� and �010� directions we observe only a
week interaction according to the small dispersion along K�.
For the formation of covalent bonding or antibonding states
across the interface we found no indications, which is in
agreement with the results of Ref. 4. The shape of the states
1cK and 1cJ rather indicate a nondirectional electrostatic
interaction across the PbTe/CdTe�100� interface.

Since the D-SA models fully ionized isolated interfaces
with a compensating dipole potential, it is not suitable for the
simulation of real isolated interfaces, which should exhibit
only partially ionized interface atoms for electrostatic rea-
sons. On the other hand, the D-SA may be used to model
systems in which electrostatic fields are forbidden for sym-
metry reasons, e.g., in highly symmetric PbSe nanocrystals
with pairwise occurrence of A and B surface facets on the
cubo-octahedral shape.55

3. N-SA

In the framework of the N-SA �Fig. 1�b�� the supercell
contains symmetric slabs with remarkable consequences for
the electronic states. In this approximation, no dipole poten-
tial can appear for symmetry reasons. Another advantage of
this approach is the occurrence of two identical interfaces,
which allows us to compute single interface band structures
�in contrast to the former two approximations�.

In Fig. 10 we present the obtained N-SA band structure,
which has many similarities with the D-SA one �Fig. 8�.
They concern the projected bulk band structures and the in-
terface bands within the fundamental gap region. However,
there are also drastic consequences of the additional Cd

layer. The main differences to the findings in Fig. 8 are the
different positions of the Fermi level and the vanishing gap
between the 1cJ interface state and the PbTe VBM �1vJ�.
Since the slab within the N-SA contains only Cd-terminated
interfaces the interface state 1v� of the D-SA model, which
is located at a Te-terminated PbTe/CdTe�100� interface, can-
not be found in the N-SA band structure. The increased po-
sition of the Fermi level in the N-SA is the result of the
partially ionized Cd interface atoms. In comparison to the
bulk Cd ions they provide more valence electrons. Therefore
the interface state 1cJ as well as the bulk PbTe and CdTe
conduction states, which are energetically close, will be oc-
cupied by those electrons �see Fig. 10�. In contrast to the
S-SA the occupied bulk conduction states are not localized at
one interface anymore. Rather they are localized in the whole
material slab, as demonstrated in Fig. 10 �lower part�. This is
a consequence of the vanishing dipole potential � within the
N-SA.

Comparing the N-SA and D-SA band structures, one may
ask oneself if the obtained metallic character of the N-SA
band structure is just an artifact of the additional metal layer
in its description. Indeed, this is not the case, because locally
the stoichiometry is always conserved and therefore no me-
tallic bonding arrangements can be formed. The only artifact
of the additional Cd layer is the twofold degeneracy of the
interface states 1cK and 2cK. Therefore this approach can be
used to accurately calculate band structures of isolated polar
interfaces, or of layered heterostructures with identical inter-
faces. The illustrated situation may also occur in the case

[011]

[100]

[0 1]1

[100]

FIG. 9. �Color online� Wave-function square of the states 1v�,
1cJ, and 1cK within planes perpendicular to the PbTe/CdTe�100�
interface along the 01̄1 and �011� direction. High �low� values are
indicated by red �blue�. The gray regions correspond to regions with
almost zero �or rather high� values. The atoms within the plane are
represented by white �Te�, black �Cd�, and gray �Pb� circles. Out of
plane atoms are indicated by doted circles.

FIG. 10. �Color online� Upper part �a�. Band structure of the
PbTe/CdTe�100� system within N-SA. The Fermi level is taken as
energy zero. Interface states around the Fermi level are shown in
red, while states with a bulklike character are shown in gray. Lower
part �b�. Schematic picture of the electrostatic alignment of the
occupied valence states �filled boxes� and the empty conduction
states �empty boxes� along the �100� direction. The localization of
the plane averaged wave-function squares of selected states indi-
cated in the band structure are shown by the colored curves.
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of embedded nanocrystals. In this case, nonstoichiometric
stacking of atomic layers seems to be more likely.

4. V-SA

The bonding and antibonding states of the H*–Cd,
H*–Te, and H*–Pb bonds at the passivated surfaces are en-
ergetically far away from the fundamental gap region. Con-
sequently they do not influence the interface states. Hence
we are able to compute band structures of isolated interfaces
in the V-SA as well as in the N-SA. However, we still have to
deal with a dipole potential, which is induced in the polar
CdTe slab and, hence, with a somewhat incorrect energy
alignment of the bulklike CdTe states �at least if we are in-
terested in isolated interfaces�. This effect is schematically
shown in the lower part of Fig. 11.

The potential difference between both sides of the CdTe
slab can be estimated from an inspection of the plane-
averaged electrostatic potential to a value of 0.7 eV. The
influence of this potential on the energetic positions of the
electronic states is visible from a comparison of the N-SA
and V-SA band structures �Figs. 10 and 11�. Both figures
exhibit the same general features, e.g., the surface states 1cK
and 1cJ at the PbTe/CdTe�100�-B interface. Again this in-
dicates that the additional Cd-layer in the N-SA is not re-
sponsible for the metallic character of the obtained band
structure. In fact the metallic character is rather a character-
istic feature of the PbTe/CdTe�100�-B interface. The main
difference between the N-SA and V-SA band structures,

however, is the energetic position of the CdTe bulklike
states, e.g., 1c�, 2c�, or 3c�. They are shifted to somewhat
higher energies as a result of the electrostatic potential in the
CdTe slab. Furthermore, some states, e.g., 3cJ, are localized
at the passivated PbTe surface. Since these surface reso-
nances have a strong bulklike character and do not occur
within the fundamental gap region, one can neglect their in-
fluence on the remaining band structure.

The additional vacuum region and the remaining dipole
field within the polar material slab makes the V-SA an ap-
proximation of second choice for the modeling of isolated
interfaces as well as for the modeling of layered heterostruc-
tures. However, it may be useful to clarify the influence of
additional material layers, which have to be introduced in the
N-SA.

IV. SUMMARY AND CONCLUSIONS

We have developed four different slab approximations
S-SA, D-SA, N-SA, and V-SA to describe polar
PbTe/CdTe�100� interfaces. They vary with respect to addi-
tional dipole potentials, atomic layers, or vacuum layers.

First, we have calculated the valence and conduction band
offsets at the PbTe/CdTe interfaces within the density func-
tional theory in local density approximation. The results are
independent from the used approximation �at least for D-SA
and N-SA the results are the same� and yield a type-I char-
acter of the considered heterostructures applying the experi-
mental gap values of PbTe and CdTe independent of the
inclusion or negligence of spin-orbit interaction. Only a
weak dependence on the interface orientation is found.

Second, we have discussed the advantages and disadvan-
tages of the four studied slab approximations. To calculate
band structures of realistic systems like isolated interfaces or
layered heterostructures one has to take care about the cor-
rect description of the electrostatic potentials and the ioniza-
tion degree of the interface atoms. For example, at isolated
polar interfaces one expects partially ionized interface atoms
for electrostatic reasons. In addition, the slope of the electro-
static potential � should vanish since isolated interfaces cor-
respond to infinitely large slabs. Therefore the most reliable
results for band structures of isolated interfaces are obtained
using the N-SA or V-SA. On the other hand at polar layered
heterostructures, superlattices, or in thin films one should be
able to find a finite slope of the potential �. In general in all
systems with a finite slab size the potential � can be consid-
ered as a real effect and may therefore be modeled by the
S-SA. To model interfaces/surfaces of systems where elec-
trostatic fields are forbidden for symmetry reasons, e.g.,
PbSe nanodots, one has to introduce a compensation field,
like in the D-SA. In such cases fully ionized interfaces/
surfaces may be stable as well.

Important effects obtained at the band structures of
PbTe/CdTe�100� interfaces, which we have used as a proto-
typical example to account for lattice-structure mismatch,
can be explained using a simple ionic model. For example,
the shift of the Fermi level towards the PbTe and CdTe con-
duction states at PbTe/CdTe�100�-B interfaces is the result
of the partially ionized Cd-interface ions. In addition we
found strongly localized states at PbTe/CdTe�100�-A and -B

FIG. 11. �Color online� Upper part �a�. Band structure of the
PbTe/CdTe�100� system within V-SA. The Fermi level is taken as
energy zero. Interface states around the Fermi level are shown in
red, while states with a bulklike character are shown in gray. Lower
part �b�. Schematic picture of the electrostatic alignment of the
occupied valence states �filled boxes� and the empty conduction
states �empty boxes� along the �100� direction. The localization of
the plane averaged wave-function squares of selected states indi-
cated in the band structure are shown by the colored curves.
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interfaces. One of these interface states, namely the 1cJ state
at the Cd-terminated PbTe/CdTe�100� interface, closes the
fundamental gap. Consequently we predict a metallic char-
acter for isolated PbTe/CdTe�100�-B interfaces. In other
systems, e.g., embedded PbTe nanocrystals in a CdTe matrix
internal electrostatic fields may be forbidden for symmetry
reasons. In such cases a semiconducting PbTe/CdTe�100�
interface band structure can be predicted according to the
D-SA. Our studies show that in dependence on geometry and
stoichiometry long-range electrostatic fields may signifi-
cantly influence the local electronic structure of interfaces
and heterostructures.
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