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Guided quantum dot self-assembly grown heteroepitaxially on a substrate surface prepatterned with cosine-
like humps is studied by computer simulation. The SiGe/Si material system is used as a model system, in
which the strain energy, surface energy, wetting effect, surface anisotropy, and elastic anisotropy are taken into
account. The simulation results reveal the formation of surface structures which may potentially be of practical
applications.
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INTRODUCTION

Much experimental,1–8 modeling, and simulation9–20 ef-
fort has been made to achieve ordered quantum dot arrays
through self-assembly; however, there are still many unre-
solved issues regarding the kinetics and thermodynamics un-
derlying the quantum dot formation and self-assembly. Ge
and SiGe on Si�001� or InGaAs on GaNi�001� systems have
been commonly used as a model system for understanding
these issues. However, even in these seemingly simple sys-
tems, the epitaxial processes are proved to be extremely
complex.11

Quantum dot arrays with precisely controlled positions
and sizes are desirable for making the template for micro-
and nanoelectronic devices.21,22 Numerous experimental
works have shown that unguided self-assembled growth of
quantum dots usually fails to realize perfectly ordered dot
arrays.2–7 Recently much effort has been shifted to use
guided self-assembly through prepatterning, and several pre-
patterning methods have been reported, including selective
epitaxial growth in oxidized windows,23–28 buried stress
fields due to ion implantation,29,30 surface roughening
through cooperative island formation,29,31 and electron beam
lithography with subsequent reactive ion etching.32–34 These
prepatterned substrate surfaces are usually manifested with
either ordered concave pits, or ordered convex humps, or
regular strain energy profiles. It is expected that at each pit or
hump, a single quantum dot can form after the subsequent
growth, resulting in a one pit �hump�-one dot relation. In
reality, quantum dots have been found to nucleate at different
positions even if an ordered prepatterned substrate is used,
often failing to produce the one-to-one relation.35 Hence the
method to reliably and reproducibly achieve ordered quan-
tum dot arrays through surface prepatterning is still not
known. The surface roughening process and its subsequent
island formation may be qualitatively understood by a sim-
plified energetic argument36–38; however, it is found that
other factors, such as the surface energy anisotropy, elastic
anisotropy, wetting effect, and surface prepatterning, are also
influential.1–6,39–42

A continuum framework is employed here to demonstrate
the formation of distinctive surface patterns obtained by pre-

patterning a substrate surface into a regular hump array. It is
shown that the combined effect of the substrate surface pre-
patterning, surface energy anisotropy, and elastic anisotropy
is essential in forming surface patterns, elucidating interest-
ing kinetic pathways for guided self-assembly of quantum
surface structures.

MODEL FORMULATION

The mismatch strain �0 for an elastically anisotropic thin
film with lattice spacing af heteroepitaxially grown on an
elastically anisotropic substrate with lattice spacing as is de-
fined as �0= �af −as� /as. For simplicity, one may neglect the
mismatch of elastic properties between the substrate and the
film, and assume that the film and substrate have the same
elastic properties. Surface mass diffusion and condensation
are related to the magnitude of the surface chemical poten-
tial. The surface chemical potential for a strained film surface
can be written as

� = �0 + ��� − �� + �s ·
��

�n
� , �1�

where �0 is the reference chemical potential, � is the atomic
volume of the diffusive atom, �=�ij�ij /2 is the strain energy
density, � is the mean curvature, � is the film surface energy,
n is the surface unit normal vector, and �s is the surface
gradient operator. It is seen that surface energy anisotropy is
included in the chemical potential. A linear elastic relation
between the stress and strain is assumed in the present treat-
ment, i.e., �ij =Cijkl�kl, where Cijkl is the component of the
elastic modulus tensor, �ij is the component of the stress
tensor, and �kl is the component of the strain tensor. For
cubic crystalline materials, there are three independent elas-
tic constants: C11, C12, and C44, which are related to Young’s
modulus E, Poisson’s ratio �, and the elastic anisotropy
strength A by E= �C11

2 +C11C12−2C12
2 � / �C11+C12�,

�=C12/ �C11+C12�, and A=2C44/ �C11−C12�.
It is known that the deposition flux is dependent on the

difference between the chemical potential of the vapor phase
and that of the film surface. The growth rate of the thin film
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surface, vg to the first-order approximation, is assumed to be
proportional to the difference between the chemical potential
of the vapor phase, �0+�v, and the surface chemical poten-
tial, �, i.e.,

vg = g��0 + �v−�� , �2�

where g is a growth parameter, which depends on the stick-
ing coefficient, temperature, and the mass of the vapor par-
ticle. It is noted that �v is the chemical potential of the vapor
phase relative to �0, the reference chemical potential.

Both surface diffusion and condensation contribute to the
evolution of the film surface. The surface evolution rate
based on the conservation of mass can be written as

vn = D�s
2� + g��0 + �v − �� , �3�

where vn is the normal velocity, D=Ds	s /kBTs, Ds is the
surface diffusion coefficient, 	s is the diffusive layer thick-
ness, kB is the Boltzmann constant, Ts is the absolute tem-
perature, and �s

2=�s ·�s is the surface Laplacian. Equation
�3� may be solved for vn using the finite element method.42

The surface energy is assumed to be of the following
form:

��n� = �0�1 − �
i=1

M


�i exp�−
�l2 − li

2�2 + �m2 − mi
2�2 + �n2 − ni

2�2

pi
4 �	 , �4�

where �0 is the maximum value of the surface energy, the
surface unit normal direction n= 
l ,m ,n�, and 
�i and pi are
parameters which can be adjusted to create minima on the
surface energy at surface normal directions 
li ,mi ,ni� for i
� �1,M�, where M is the number of directions with mini-
mum surface energy. For the GexSi1−x /Si�001� system
model, the following faceted surfaces are used5: 
100� and


501�.
The initial flat substrate surface is divided into a squared

array. Within each of the squares, a hump adopting a cosine
shape with a radius of r0 and a height of H0 is pre-patterned.
Assume that �x0 ,y0� is the center of one of the squares and
�x ,y� is an arbitrary point within the square, then the hump
shape is defined as

H�x,y� = �H0 cos���x − x0�2 + �y − y0�2/2r0� if �x − x0�2 + �y − y0�2 � r0

0 if �x − x0�2 + �y − y0�2  r0.
	 �5�

The parametric studies here show that if r0 is too large com-
pared with �cr, the critical wavelength for surface
roughness,26,27 multiple dots may appear on the hump sur-
face. However, if r0 is too small compared with �cr, the dots
sitting on the prepatterned humps may be unstable to a small
perturbation in growth. Hence, focus is directed on the range
in which r0 is comparable to �cr.

Since GeSi/Si systems follow the Stranski-Krastanov
growth mode, it is energetically unfavorable for the substrate
to become exposed, that is, the film tends to wet the substrate
surface. To model the wetting effect, a thin transition layer
with a varying mismatch strain between the substrate and the
fully strained film is introduced here.37,42 It is assumed that
the strain varies linearly, from the interface between the sub-
strate and the transition layer, to the interface between the
transitional layer and the fully strained film. Physically, the
transition region can be thought of as a mixed phase of the
thin film and substrate, giving rise to the variation of the
mismatch strain.37

RESULTS AND DISCUSSIONS

Parametrical studies have been conducted by varying the
system parameters. In the present simulations, the elastic
modulus E, Poisson’s ratio �, and the elastic anisotropy
strength assume the same values as silicon: that is, E
=47 GPa, �=0.218 and A=1.6. It is found that SiGe surface

015� faceting can be modeled reasonably well if 
�i
=0.0012 and pi=0.14 for the minimum surface energy.

All numerical results will be presented in a dimensionless
form. Lengths are normalized as L*=L /L0, where, L0
=�0 /�0, and �0 is the strain energy density on the initially
flat �001� surface. The time scale is normalized by t*= t / t0,
where t0=�0

3 / ���0
4D�. In the present simulations, the dimen-

sionless length and width of the simulation cells are both 40.
The dimensionless substrate thickness is 16. The dimension-
less transitional layer thickness is 0.1. The dimensionless pa-
rameters for the surface growth rate are chosen as g*
=0.002 and �v* =5. The normalized pitch distance P* is the
normalized lattice spacing for a prepatterned hump squared
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array. It should be noted that �cr* =� / �1+��, � is the Pois-
son’s ratio.

Figure 1 shows snapshots of the formation of surface
structures grown on a prepatterned substrate surface. In the
simulation, r0* =2.0, H0* =0.1, g*=0.002, �v* =5.0, and P*
=20.0. Figure 1�a� shows the initial prepatterned substrate
surface. At the early growth stage of growth, it is seen that
each prepatterned hump is surrounded by a “fortress,” which
in turn is surrounded by another fortress �Fig. 1�b��. The
formation of the “double-fortress” structure is due to surface
prepatterning which changes the surface chemical potential
distribution. Our calculation shows that before deposition,
the chemical potential is the highest at the top of the prepat-
terned humps, and is the lowest at the rim of the humps. The
lowest chemical potential at these rims serves as an attractor
for mass diffusion. Consequently, islands are formed around
the humps rather than on the top of the humps. Thus it is the
chemical potential distribution that drives the surface mass
diffusion, leading to the formation of the double-fortress
structures. The inner fortress breaks up into four 
510� hut
islands with further growth, but are still surrounded by the
outer fortress. The four islands within the fortress are equal
in size and aligned along the �100� directions �Fig. 1�c��.
This configuration is maintained as shown in Fig. 1�d� until
the dimensionless growth time t*=12.5. Afterwards, the four
islands start to impinge with further growth and mergence
occurs. This arrangement of these islands forms a basic cell
of the quantum dot cellular automata, which demonstrates a
nonlinear and bistable response and thus can be used for a
transistorless approach to computation.43,44

The formation of the surface structures is strongly depen-
dent on the pitch distance between the prepatterned humps.
If the pitch distance is further increased, the four-island clus-
ters surrounded by a fortress are still formed. However, ad-
ditional islands are also formed in between the fortresses �not
shown�. The formation of the additional islands in between
the fortresses can be explained by the fact that the distance

between the fortresses is larger than the critical wavelength
for surface roughness, and the mass deposited in between the
fortress is able to accumulate and form those additional is-
lands. If the pitch distance between the prepatterned humps
is decreased by half, that is, P*=10.0, as shown in Fig. 2�a�,
it is seen that each prepatterned hump is only surrounded by
a single fortress, as shown in Fig. 2�b�. Thus, there is no
formation of the outer fortresses. The single fortress again
breaks up into a cluster of four islands, resembling the quan-
tum dot cellular automata. However, since there is no fortress
surrounding the island cluster in this case, the packing den-
sity of the island clusters increased significantly. The forma-
tion of the island clusters without the surrounding fortress
can be explained by the short distance between the prepat-
terned humps: the distance between the formed fortresses
surrounding the humps is shorter than the critical wavelength
for surface roughness, and the mass deposited in between is
simply absorbed by the nearby fortresses. If the pitch dis-
tance is decreased further to P*=5.0, a uniform and regular
island array is formed, as shown in Fig. 3. These islands also
adopt 
510� faceted surfaces, as shown in Fig. 3�b�. How-
ever, these islands prefer to locate at the positions right in
between the prepatterned humps. Hence, the island density is
the same as the prepatterned humps, but the island positions
shift to the locations in between the humps.

FIG. 1. Formation of island cluster surrounded by a fortress.
r0*=2.0, H0*=0.1, g*=0.002, �v*=5.0, P*=20.0, 
�i=0.0012, pi

=0.14, and A=1.6. The dimensionless simulation size is 40�40. �a�
The initial prepatterned substrate surface, t*=0.0; �b� the formation
of double-ring structures, t*=9.21; �c� the breakup of the inner ring
into a cluster of islands, t*=9.94; and �d� the formation of island
cluster surrounded by a fortress, t*=12.01.

FIG. 2. Formation of island cluster. P*=10.0 and all other pa-
rameters remain the same as in Fig. 1: �a� The initial prepatterned
substrate surface, t*=0.0; �b� the formation of single-ring structures,
t*=7.80; �c� the breakup of the ring into an island cluster, t*=9.19;
and �d� the formation of island clusters, t*=10.27.

FIG. 3. Formation of a uniform and regular island array. P*

=5.0 and all other parameters remain the same as in Fig. 1: �a� The
initial prepatterned substrate surface, t*=0.0; �b� the formation of a
uniform and regular island array with the same density as the pre-
patterned humps but at mismatch positions, t*=10.49.
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It is found that surface energy anisotropy and elastic an-
isotropy are important for creating surface structures. For Si,
the elasticity anisotropy favors diffusion along �100� direc-
tions since the diffusion wavelength is the shortest along
these directions.9,40 Hence the fortresses are prone to align-
ing along the �100� directions under the influence of elastic
anisotropy of Si. Surface energy anisotropy also changes the
critical wavelength for surface roughness.45 The introduction
of the 
510� faceted surfaces also favors surface alignment
along the �100� direction and the formation of the 
510� hut
islands. If both surface energy and elasticity are assumed to
be isotropic, and all other parameters remain to be the same,
the formed surface structures are quite distinctive from those
including both anisotropies. For example, the simulation re-
sult for P*=20.0 without the two anisotropies is shown in
Fig. 4. At an early stage of growth, a double-circular ring
surface structure is observed for each prepatterned hump, as
shown in Fig. 4�b�. In addition, islands are also formed in
between the circular rings. With further growth, the outer
ring breaks up into islands, which subsequently shrink in size
and disappear gradually, as shown in Figs. 4�c� and 4�d�. The
inner ring initially grows in size as shown in Fig. 4�c� and
then transforms into an island as shown in Fig. 4�d�. The
islands initially formed in between the outer rings grow in
size. The final pattern is that each prepatterned hump forms
an island, which is surrounded by other islands lying in a
circle as shown in Fig. 4�d�. In this case, these islands adopt
a spherical capped shape.

The parametric studies here show that the size and aspect
ratio of the prepatterned humps are important factors in con-
trolling surface patterns. If the lateral size of the humps is too
large, multiple islands may develop on top of the hump sur-
face. This type of island formation was both observed
experimentally33 and studied analytically.35 To avoid mul-
tiple island formation on a prepatterned hump, r0* should not
be too large compared with the critical wavelength for sur-

face roughness ��cr* �2.56 for Si�. Parametric studies show
that the qualitative features of the formation of these surface
structures are maintained if 1.0�r0*�4.0 and 0.015
�H0* /r0* �0.125. This growth window allows us to adjust
the density of these surface features. It should be mentioned
that the island �or the island cluster� density shown here is
significantly higher than the currently experimentally
achieved island densities. For example, for the Ge/Si sys-
tem, if the mismatch strain is assumed to be 4%, Young’s
modulus 80 GPa, Poisson’s ratio 0.28, and the surface energy
1.0 J /m2, then the island density can be as high as
400 dots/�m2. The currently experimentally achieved island
density is only roughly 20 dots/�m2 by Chen et al.32 and
4 dots/�m2 by Zhong et al.33 Hence, there is still a large
potential to increase the island �or the island cluster� density.

It should be mentioned that the growth pattern via pit
prepatterning is distinctive from that via the hump prepat-
terning. Our preliminary study shows that if the sign of H0 is
negative �that is, pit prepatterning�, and all other parameters
remain unchanged, a one-to-one ordered island array may be
easier to achieve. A typical example is shown in Fig. 5, in
which r0* =2.0, H0* =−0.1, g*=0.002, �v* =5.0, and P*

=10.0. Clearly a single island forms at each pit, forming a
one pit–one dot relation. The formed surface pattern can be
attributable to the chemical potential change during deposi-
tion: The lowest chemical potential on the prepatterned sur-
face is located at the bottom of the pits, while the maximum
chemical potential is at the rim of the pits. Interestingly, with
further deposition, the chemical potential barrier at the pit
rims gradually disappears, thus the deposited material can
diffuse towards the pit centers �or dot tops at a later stage�
without any diffusion barrier. With further growth, the
chemical potential profile remains qualitatively the same.
Hence at this stage, the dot tops serve as attractors for de-
posited mass due to the lack of diffusion barrier, ensuring the
one-to-one relation.

FIG. 4. Formation of surface structures. P*=20.0 and the sur-
face energy and elasticity are assumed to be isotropic. All other
parameters remain the same as in Fig. 1: �a� The initial prepatterned
substrate surface, t*=0.0; �b� the formation of double-ring struc-
tures and islands in between the outer rings, t*=3.85; �c� the
breakup of the outer ring into islands, t*=8.87; and �d� transforma-
tion of the inner ring into an island surrounded by islands lying in a
circle, t*=16.8.

FIG. 5. Formation of an ordered island array. H0*=−0.1 and all
other parameters remain the same as in Fig. 2: �a� The initial pre-
patterned substrate surface, t*=0.0; �b� the formation of small hut
islands with one-to-one relation, t*=4.81; �c� the growth of hut
islands, t*=7.17; and �d� the growth of hut islands, t*=9.65.
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SUMMARY

Surface prepatterning together with the surface energy an-
isotropy and elastic anisotropy strongly influences the forma-
tion of surface patterns during heteroepitaxial growth. Sur-
face structures, such as quantum dot automata arrays,

fortress-enclosed quantum dot automata arrays, and ordered
quantum dot arrays, can be obtained by changing the pitch
distance. The present work potentially provides a guideline
for controlling the formation and self-assembly of surface
structures.
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