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The distribution of phonons that carry heat in crystals has typically been studied through measurements of
the thermal conductivity � as a function of temperature or sample size. We find that � of semiconductor alloys
also depends on the frequency of the oscillating temperature field used in the measurement and hence dem-
onstrate a novel and experimentally convenient probe of the phonon distribution. We report the frequency
dependent � of In0.49Ga0.51P, In0.53Ga0.47As, and Si0.4Ge0.6 as measured by time-domain thermoreflectance
over a wide range of modulation frequencies 0.1� f �10 MHz and temperatures 88�T�300 K. The reduc-
tion in � at high frequencies is consistent with a model calculation that assumes that phonons with mean free
paths larger than the thermal penetration depth do not contribute to the thermal conductivity measured in the
experiments.
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I. INTRODUCTION

In crystalline dielectrics and semiconductors, heat is car-
ried by wavelike lattice vibrations, i.e., phonons, with a
broad distribution of frequencies and lifetimes.1 In a typical
crystal near room temperature, the spectral distribution of the
thermal conductivity � is thought to be nearly flat2 because
the variation of the density of states with phonon frequency,
�2 in the Debye model, is compensated by changes in pho-
non lifetimes, typically assumed to scale as �−2. In mixed
crystals such as the semiconductor alloys used in thermo-
electric energy conversion, Rayleigh scattering of high-
frequency phonons shifts the distribution and increases the
relative importance of low-frequency phonons for heat
transport.2

Current research on improving the efficiency of thermo-
electric materials is often concerned with understanding this
phonon distribution and developing material structures, e.g.,
nanowires, superlattices, and nanoscale precipitates, that fur-
ther reduce the thermal conductivity � below which can be
achieved by alloying.3–5 Currently, the most powerful meth-
ods for probing the distribution of phonon mean free paths
are systematic experiments on how � measured under
steady-state conditions3,6 varies as a function of the diameter
of a nanowire or the thickness of a crystalline layer. In this
paper, we report our observation of frequency dependence of
� for semiconductor alloys and thus demonstrate an alterna-
tive and convenient method for profiling the distribution of
heat carrying phonons in materials.

Frequency or time dependence of � has been discussed
by theorists for many years but the expectation has usually
been that very high frequencies f �1/�, where 1/� is the
relaxation rate of the dominant phonons, would be needed to
observe these effects. �One notable exception is the study by
Mahan and Claro who found changes in the heat current
when the temperature gradient varies rapidly on the length
scale of the phonon mean free path.7� Guyer and
Krumhansl,8 for example, predicted a correction to the static
thermal conductivity on the order of 2�f�R, where �R is the
mean relaxation time due to resistive scattering processes.

More recently, Volz9 showed that � in a computational
model of Si decreases at frequencies f��1. Since the life-
times of the dominant phonons in semiconductor alloys are
�100 ps, this prior theoretical work suggests that the fre-
quency dependence of � would not be observable in experi-
ment unless f �1 GHz.

In our experiments, we observe frequency dependence in
� for semiconductor alloys when f �1 MHz. This surprising
result is consistent with a model based on the assumption
that phonons with mean free paths greater than the thermal
penetration depth, d=�� /�Cf , where C is the heat capacity
per unit volume, do not contribute to � measured in the
experiments. Thus, by varying f and therefore d, we conve-
niently probe the distribution of phonon mean free paths.
Our results also have practical importance in the design and
thermal management of microelectronics: InGaP, InGaAs,
and SiGe are common in high-frequency devices10,11 and our
finding that � is dependent on both the layer thickness and
the time scale of the heat transport creates challenges for
accurate modeling of temperature distributions in these
devices.12

II. EXPERIMENTAL DETAILS

InGaP and InGaAs samples, supplied by Epiworks Inc.,
were epitaxially grown on GaAs and InP substrates, respec-
tively, by metal organic chemical vapor deposition
�MOCVD�. The 70 nm InGaP epitaxial layer was obtained
by sequential selective etching of GaAs and InGaP from a
multilayer HBT InGaP/GaAs wafer, also grown by
MOCVD. The Si0.4Ge0.6 sample was provided by Professor
Fitzgerald of MIT.13 The layer thickness of the samples is
measured by picosecond acoustics. The longitudinal speed of
sound is 5.22 nm ps−1 in InGaP and 4.25 nm ps−1 in InGaAs,
derived from the average of the speed of sound in the pure
crystals.14 InGaP samples �2007, 178, and 70 nm� are un-
doped, except the 456 nm layer, which is lightly doped �n
type, 2.5�1017 cm−3�. The InGaAs samples have a range of
dopant concentrations: n type, 1015 cm−3 �3330 nm�; p type,
2.3�1019 cm−3 �891 nm�; p type, 2.7�1019 cm−3 �591 nm�;
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and p type, 9�1018 cm−3 �431 nm�. The 6000 nm SiGe
sample is undoped. To prepare the samples for measure-
ments, we deposit 70–100 nm thick Al films by magnetron
sputter deposition.15

We measure the thermal conductivities by time-domain
thermoreflectance �TDTR�.16,17 A schematic diagram of our
equipment is given in Ref. 18 and our method for data analy-
sis is described in Ref. 19. In our TDTR measurements, a
laser beam from a mode-locked Ti:sapphire is split into a
pump beam and a probe beam with the relative optical path
being adjusted via a mechanical delay stage. The pump beam
is modulated at a frequency f in the range 0.1� f
�10 MHz. The radii of the laser beams are 6.5–15 	m at
the sample surface. We use beam powers of 5–24 mW, cre-
ating temperature rises of �7 K. For measurements at fre-
quencies lower than 0.6 MHz, we use a pulse picker to re-
duce the laser repetition rate to 5 MHz. The extinction ratio
of the pulse picker is 1:200; the residual leakage of pulses at
80 MHz is accounted for in the thermal model.

We use a numerical solution of the diffusion equation in
cylindrical coordinates to model the thermal responses of our
samples.19 Instead of the conventional in-phase signal analy-
sis, the ratio of in phase and out of phase of the lock-in
amplifier is used in our analysis to take advantage of the
extra information in the out-of-phase signal. As a refinement
over the procedure described in Ref. 19, we employ a time-
weighted average of the model predictions for the starting
and ending radii of the laser beams to account for changes in
the radius of the pump beam as function of the position of
the optical delay line. Heat capacities are taken from litera-
ture values. The thermal model has two free parameters, the
thermal conductance of the Al/semiconductor interface and
� of the semiconductor layer. These parameters are adjusted
to give the best fit between the model and the measurements,
see Fig. 1.

III. RESULTS AND DISCUSSION

To a good approximate, the in-phase signal of the lock-in
amplifier Vin gives the time-domain response of the surface

temperature following heating by the pump optical pulse.19

At t=100 ps, heat is uniformly distributed through the Al
metal film but the amount of heat that has entered the semi-
conductor layer at this short time scale is relatively small.
Therefore, the change in Vin between negative delay time and
t=100 ps is determined by the heat capacity per unit area of
the Al film and is proportional to 1/ �hAlCAl�, where hAl is the
thickness of the Al film and CAl is the heat capacity per unit
volume of Al. Vout, on the other hand, is predominately con-
trolled by the imaginary part of the frequency domain re-
sponse of the surface temperature subjected to a periodic
heat source of frequency f . For thick samples with interme-
diate thermal conductivity, Vout is proportional to ��Cf�−1/2,
where � is the thermal conductivity of the samples, C is the
heat capacity per unit volume of the samples, and ��C�1/2 is
the thermal effusivity. �For high thermal conductivity mate-
rials at low f , Vout is suppressed by radial heat flow around
the focused laser spot; for low thermal conductivity materials
at high f , Vout is suppressed by the heat capacity of the Al
thin film transducer.� Hence, at intermediate time
�100–500 ps�, our TDTR measurements are most sensitive
to the thermal effusivity of our samples.

In Fig. 2, we plot the out-of-phase signal of the lock-in
amplifier Vout normalized by the change in the in-phase sig-
nal 
Vin between a negative delay time and a positive delay
time of t=100 ps as a function of modulation frequency f .

Vin can be thought of as a calibration for Vout that is based
on the heat capacity per unit area of the Al transducer.
Vout /
Vin is thus proportional to the reciprocal of thermal
effusivity of the samples. For all materials we have studied
except thick layers of semiconductor alloys, a single value of
the thermal effusivity is sufficient to fit the entire frequency
range of the data acquired at room temperature, see Fig. 2.
For InGaP, InGaAs, and SiGe, however, the measurements

FIG. 1. Fits of the thermal model �solid lines� to the TDTR
measurements �open circles� used to determine the thermal conduc-
tivity of a 2010 nm thick InGaP layer at various frequencies. In
these fits, the thermal conductance of the Al/ InGaP interface is
fixed for all three curves at G=51 MW m2 K−1. The curves are
labeled by the modulation frequency of the pump laser, Vin and Vout

are the in-phase and out-of-phase signals of the rf lock-in amplifier
that detects the small changes in the intensity of the reflected probe
beam produced by the pump, and t is the time delay between the
pump and probe optical pulses.

FIG. 2. Frequency dependence of the out-of-phase signal nor-
malized by the jump in the in-phase signal. Measured Vout /
Vin of
Si �open squares�, SiO2 �solid squares�, GaAs �open diamonds�, InP
�solid diamonds�, InGaP �open circles�, InGaAs �solid circles�, and
Si0.4Ge0.6 �open triangles� are compared to the respective calcula-
tions from the thermal model �solid lines�, from top to bottom, of
SiO2, semiconductor alloys, GaAs, InP, and Si. For calculation of
semiconductor alloys, we assume �=3 W m−1 K−1, C
=1.69 J cm−3 K−1, and Al film thickness of 93 nm. Only measure-
ments of semiconductor alloys deviate from the calculations.
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cannot be fitted by a single value of the thermal effusivity.
When a thermal conductivity of �=3 W m−1 K−1 is chosen
to fit the data for Vout /
Vin in the high-frequency limit, the
data at low f fall below the predictions of the thermal model
by a factor of �0.7 implying that thermal conductivity is a
factor of �2 larger at lower f .

We analyze the data quantitatively by fitting the calcula-
tions of a diffusive model to our measurements. Since we do
not expect that the thermal conductance of the interface be-
tween the Al film and the samples depends on heating fre-
quency, we fix the thermal conductance and vary the thermal
conductivity of the samples as the only free parameter. Typi-
cal examples of this fitting procedure are shown in Fig. 1. We
summarize the thermal conductivity � measured in this way
as a function of the modulation frequency f in Fig. 3. As
already indicated by the data shown in Fig. 2, the thermal
conductivity for all materials we have studied except thick
layers of semiconductor alloys is constant throughout the
frequency range, 0.1� f �10 MHz. For InGaP, InGaAs, and
SiGe, however, � increases monotonically as the frequency
decreases from 10 to 0.6 MHz and remains approximately
constant for frequency less than 0.6 MHz. The thermal con-
ductivity of InGaAs measured at low frequencies
��6.2 W m−1 K−1� is comparable to the thermal conductivity
of a 1600 nm InGaAs thin film ��5.5 W m−1 K−1� measured
using the 3� method5 and thermal conductivity of a bulk
sample ��6.4 W m−1 K−1� derived from a thermal diffusivity
measurement.20 We note that an early study reported thermal
conductivity of bulk InGaAs as �4.8 W m−1 K−1 measured
by steady-state heating.21

We have also measured the thermal conductivity of sev-
eral samples of InGaP and InGaAs where the thickness h of
epitaxial alloy layers are much thinner than the h=2010 nm
InGaP and h=3330 nm InGaAs layers discussed above. Data
for thinner layers are compared to the frequency dependence
of thick layers in Fig. 4. To create a common x axis for this
plot, we convert the modulation frequency to a thermal pen-

etration depth d, defined as the depth from the sample sur-
face where the temperature is e−1 of surface temperature, d
=�� /�Cf . The dependence of � on h and d is remarkably
similar, see Fig. 4.

To gain qualitative insight into the mechanisms that un-
derlie our experimental findings, we construct a simple iso-
tropic continuum model describing lattice thermal conductiv-
ity, following the work of Morelli et al.22 In this model, the
phonon dispersion is isotropic and linear. We treat the longi-
tudinal and transverse modes separately, and as explained in
Ref. 22, we set the cutoff frequencies by the acoustic phonon
frequencies at the zone boundary14 to take into account only
acoustic phonons up to the maximum frequencies at zone
boundary. The speed of sound and cutoff frequencies used in
the model are derived from the phonon dispersion in the
�100� direction. We assume the Grüneisen constants, �L and
�T, to be 1.0 and 0.7 for all crystals and alloys, and obtain
the longitudinal and transverse phonon velocities, vL and vT
of the crystals from Refs. 14, and use the average values for
the alloys. As we have done previously,23 we deviate from
the approach of Ref. 22 and substitute a high temperature
form for the N-process relaxation rate �N

−1=BN�2T. We fix
the relative anharmonic scattering strengths of umklapp and
normal processes, BU and BN, by Eqs. 11�b�, 12�b�, and �25�
of Ref. 22, and obtain absolute values of the anharmonic
scattering strengths from fits to the thermal conductivities14

of the crystals and virtual crystals �for alloys�. This analysis
yields BU

L =1.7 for GaAs, 1.0 for InP, 2.1 for InGaAs, and 0.8
for InGaP, in units of 10−19 s K−1. We calculate the strength
of Rayleigh scattering in InGaP and InGaAs alloys using the
dimensionless parameter , see Eq. �16� of Ref. 22, that
describes the strength of phonon scattering by mass disorder.
We do not consider Rayleigh scattering by the differences in
atomic size or bond strength because these contributions to 
are not well known and, in any case, should oppose each
other so that the total correction to  is relatively small.23 We

FIG. 3. Room temperature thermal conductivity of single crys-
tals of Si, InP, and GaAs; a 1 	m thick layer of amorphous SiO2;
and epitaxial layers of semiconductor alloys as a function of the
modulation frequency used in the measurement. Data for 2010 nm
thick InGaP, 3330 nm thick InGaAs, and 6000 nm thick Si0.4Ge0.6

are shown as open circles, filled circles, and open triangles,
respectively.

FIG. 4. Comparison of the frequency and thickness dependences
of the room temperature thermal conductivity of III-V semiconduc-
tor alloys. Data for 2010 nm InGaP �triangles� and 3330 nm
InGaAs �circles� acquired at different frequencies �open symbols�
are plotted as a function of penetration depth, d=�� /�Cf , where �
is thermal conductivity of thick layers at low frequency, C is the
heat capacity per unit volume, and f is the modulation frequency.
Also included are data for epitaxial layers of different thicknesses
measured at low f with d�h �filled symbols� plotted as a function
of the layer thickness h. The dashed line is the calculated thermal
conductivity using the isotropic continuum model described in the
text for InGaAs that limits the mean free path of the phonons to the
layer thickness.
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derive InGaP=0.0675 and InGaAs=0.0357. We note that
there is only one free parameter in our model, the absolute
values of the anharmonic scattering strengths.

The dashed line in Fig. 4 shows the results of this model
calculation for � with one additional phonon scattering rate
�−1=v /h or, equivalently for this plot, �−1=v /d. Given the
approximate form of the model, the agreement between this
model and the data is satisfactory and suggests that a scat-
tering rate of this form captures the essential physics of the
experiment. This scattering rate has the form of phonon
boundary scattering, in which phonons are assumed to be
scattered at the interface between the thin films and the sub-
strates. This assumption is reasonable for many combinations
of thin films and substrates, but for an electronic grade epi-
taxial alloy, it is difficult to identify a mechanism that would
strongly scatter low-frequency phonons at the interface since
the film is only differentiated from the substrate by compo-
sition. The difference between the acoustic impedance of the
epitaxial layer and the substrate is small and the structural
perfection and chemical purity of the interfaces should be
very high. And, of course, in the case of the frequency de-
pendence of the thick layers, no physical interface exists at
the penetration depth d.

Instead, we propose that the boundary scattering form is
able to describe the data because phonons with mean free
paths ��h or ��d do not contribute to the thermal conduc-
tivity of the alloy layer as measured in the experiment.
Phonons with ��h or ��d can be said to be “ballistic” on
the length scale of the experiments.24,25

To understand this result, we must return to the details of
the experiment. In a TDTR experiment, the sample is heated
at the surface and the thermal response of the sample is mea-
sured at the surface and used to determine the thermal prop-
erties. Therefore, to capture the basic geometry of the experi-
ment, consider one-dimensional heat flow in a semi-infinite
solid that is subjected to a periodic heat source at the surface
of P sin�2�ft�, where P is the power per unit area. The
steady-state temperature oscillation is then26


T = P exp�− x/d�sin�2�ft − �/4 − x/d�/��C2�f , �1�

where x is the depth from sample surface, ��C is the thermal
effusivity, and d=�� /�Cf as defined before. We divide the
contribution to the heat transport into two channels: a diffu-
sive channel that incorporates all equilibrium phonons with
��d and a ballistic channel incorporating all nonequilibrium
phonons with ��d. The overall thermal effusivity is then the
sum of the thermal effusivities of each channel rather than
the thermal effusivity that would result from the sum of the
thermal conductivities of the two channels. However, as the
population of ballistics phonons consists of low-frequency
phonons with small number of available modes, the heat ca-
pacity of the ballistic phonons is very small. Consequently,
the thermal effusivity of the ballistic channel is also very
small and does not contribute to the thermal conductivity
determined by TDTR.

The striking similarity between the dependence of � on
the thickness of thin layers and the frequency dependent � of
thick layers is further illustrated in Fig. 5 where we plot the

data and the model calculations as a function of temperature
T. We label each set of data in this plot by the layer thickness
h or penetration depth d, whichever smaller. When d�h,
thermal conductivity of the epitaxial layers with comparable
d coincides despite differences in layer thickness as large as
an order of magnitude. The agreement between the model
calculations with the measurements is reasonably good
across the entire temperature range, giving further support to
our conclusion that phonons with mean free paths longer
than penetration depth do not contribute to the thermal con-
ductivity measured by TDTR.

Thermal conductivity distribution as a function of mean
free path ���� is readily derived from the frequency depen-
dent measurements. The distribution function ���� is defined
by �=�����d�. We approximate ���� from the finite differ-
ences of the thermal conductivity with respect to penetration
depth d.

FIG. 5. �a� Temperature dependence of the thermal conductivity
of InGaP epitaxial layers of thicknesses 2010 nm �circles�, 456 nm
�squares�, 178 nm �diamonds�, and 70 nm �triangles�. �b� Tempera-
ture dependence of the thermal conductivity of InGaAs epitaxial
layers of thicknesses 3330 nm �circles�, 891 nm �squares�, 591 nm
�diamonds�, and 431 nm �triangles�. Both plots include measure-
ments at modulation frequencies of 10 MHz �solid symbols� and
0.6 MHz �open symbols�. The data sets are labeled by either the
layer thickness h or the penetration depth at room temperature d,
whichever is smaller. The upper and lower dashed lines in each
figure are thermal conductivities calculated using the isotropic con-
tinuum model described in the text that limits the mean free path of
the phonons to either 1 	m or 100 nm, respectively.
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���� =
d�

d�
�

�n+1 − �n

dn+1 − dn
, �2�

where �n+1 and �n are the thermal conductivities measured
at two adjacent modulation frequencies, and dn+1 and dn are

the corresponding penetration depths. The thermal conduc-
tivity distribution of InGaAs and InGaP derived using this
approach is plotted in Fig. 6 using ���� from Eq. �2� and �
= �dn+1+dn� /2.

IV. SUMMARY

In summary, we report in this paper experimental evi-
dence of frequency dependence of thermal conductivity in
epitaxial semiconductor alloys. We demonstrate that the fre-
quency dependence is fundamentally related to the thickness
dependence of the epitaxial layers, as phonons of mean free
paths longer than the penetration depth traverse the tempera-
ture gradient ballistically and do not contribute to the thermal
conductivity measured by the experiment. Hence, frequency
dependent measurements can be a convenient method for
probing the phonon distributions of materials.
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