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We investigate the physical properties of warm dense helium under the conditions found in the atmospheres
of cool white dwarfs using both a chemical model and ab initio simulations. A chemical model is developed for
the low-ionization limit that includes the species He, He+, He2

+, and electrons, and interactions between them.
The ab initio calculations consist in quantum molecular dynamics �QMD� simulations. We use the generalized
gradient approximation �GGA� to calculate the equation of state and the electrical and optical properties within
the linear response theory. We further use an exact exchange hybrid �PBE0� density functional as well as the
GW approximation to estimate the uncertainties on the electrical and optical properties resulting from the GGA
approximation. While both the chemical model and the QMD simulations are in excellent agreement with the
measured equation of state, a qualitative discrepancy exists with the measured conductivity.
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I. INTRODUCTION

White dwarf stars are the end stage of the evolution of
most stars. Having exhausted their nuclear fuel, they cool
simply by radiating their heat content to space at a rate that,
in the coolest white dwarfs, is controlled by the opacity of
the atmosphere �the semitransparent surface layer where ra-
diation escapes to space�.1 In general, cool white dwarf at-
mospheres are composed of hydrogen, helium, or a mixture
thereof. Modeling these atmospheres requires a knowledge
of the physical properties of He and H-He mixtures at high
densities �a few g/cm3� and low temperatures �T�104 K�
where conventional methods to calculate the opacity, which
are suitable for the ideal gas, usually fail.2 The equation of
state of helium in this regime is also of interest for modeling
the interiors of Jupiter, Saturn, and gaseous extrasolar
planets.3,4

Despite its astrophysical importance, warm dense helium
has received relatively little attention from experimentalists
and theorists alike. Experimental data are limited to a few
shock compression equation of state �EOS� points below
60 GPa �Ref. 5� and conductivities up to �160 GPa.6 Re-
flectivity measurements under shock compression are under
way.7 A few large EOS tables that model the regime of pres-
sure ionization have been computed with chemical
models8–10 but they are poorly constrained in the regime of
interest as demonstrated by the wide range of predictions for
the density at which helium pressure ionizes �from
�0.3 to 10 g/cm3�. These EOS models aim at a description
of helium over a very broad range of physical conditions and
are not suitable for estimating the degree of ionization in the
regime of weak pressure ionization. Recent ab initio simula-
tions of fluid helium have focused on the maximum com-
pression along the principal Hugoniot11 and the nonmetal-
metal transition.12

In this paper, we model the EOS and the electrical and
optical properties of pure helium under the conditions found

in cool white dwarf atmospheres, where ��2 g/cm3 and T
�1 eV. Under these conditions, the challenge is to calculate
the free-free absorption due to a very small but nonetheless
crucial fraction of free electrons in a dense fluid. To address
this problem, we have performed a suite of ab initio simula-
tions and developed a detailed model within the chemical
picture. Calculations were also performed at temperatures
and densities above these values for comparison with experi-
mental data and to explore more completely the properties of
helium.

The chemical model assumes the existence of the chemi-
cal species: He, He+, He2

+, and e, whose abundances in the
low-ionization limit �T�1 eV� are determined by minimiz-
ing the free energy of the system. We improve the treatment
of interactions between He atoms and trace species, espe-
cially the strong He-e interaction. The conductivity is esti-
mated from the density of free electrons and a simple con-
ductivity model. The great advantage of the chemical model
is its computational expediency. It is more readily general-
ized to H-He mixtures and it is easily implemented in appli-
cations. It also recovers the dilute gas limit which is not
accessible to simulations but is required for modeling stellar
atmospheres. Finally, it can be modified to better reproduce
the experimental data or other calculations.

We performed fixed-temperature quantum molecular dy-
namics �QMD� simulations where the electrons receive a full
quantum mechanical treatment using finite temperature den-
sity functional theory �DFT�,13 while the classical ions are
propagated in time using the force field resulting from the
calculated electronic charge density and the ionic configura-
tion of the system. We obtain the optical properties of dense
helium by first calculating the electrical conductivity within
the linear response theory and using the Kubo-Greenwood
formulation.14,15 We further establish the uncertainties on the
electrical and optical properties resulting from the underesti-
mation of the band gap by ground state DFT methods by
performing calculations using a hybrid functional and GW
calculations.16
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We compare the results from both models with measure-
ments of the EOS and conductivity of shock compressed
helium. We find that both models are in good agreement with
the EOS shock data.5 In contrast, the conductivity measured
at densities of about 1 g cm−3 and at temperatures of
1–2.35 eV �Ref. 6� as well as its temperature and density
behavior cannot be reproduced by quantum molecular dy-
namics simulations. By calculating band gap corrections us-
ing a hybrid functional and the GW method, we further show
that the shortcoming of the DFT method cannot be the source
of this discrepancy. We finally compare the absorption and
the index of refraction obtained with the ab initio calcula-
tions with a model developed for white dwarf atmospheres2

and find large differences in both shape and magnitude in the
relevant range of photon energies ��10 eV�.

II. CHEMICAL MODEL

A. Description

Motivated by the conditions found in the atmospheres of
cool white dwarfs, we developed a chemical model for the
ionization of He in the limit of very low ionization fraction
��1% �. This condition is satisfied for T�1.5 eV and �
�1.6 g cm−3. The chemical model includes the contributions
from the species He, He+, He2

+, and e to the Helmholtz free
energy of the system. Doubly ionized helium �He2+� is also
included but its contribution is extremely small in the regime
of interest and will not be discussed further. The free energy
is written as

F = Fkin + Fint + Fconf, �1�

where

Fkin = �
i

NikT�ln�Ni

V
�2��2

mikT
�3/2	 − 1
 �2�

is the contribution from the kinetic degrees of freedom
�Maxwell-Boltzmann� from all species �including electrons�,
and

Fint = − kT�
i

Ni ln Zi + NiIi �3�

is the contribution from the internal degrees of freedom of
He, He+, and He2

+, where Zi is the internal partition function

Zi = �
k

gk e−�	ik. �4�

Finally,

Fconf = Fconf�He-He� + Fconf�He-He+� + Fconf�He-He2
+�

+ Fconf�He-e� �5�

accounts for the interactions of each species with the domi-
nant atomic He. Because we restrict the model to very low
ionization, electron degeneracy �Fermi-Dirac statistics� and
Coulomb interactions between charged particles are negli-
gible. In the above expressions, �=1/kT, Ni is the number of
particles of species i, V is the volume of the system, mi is the

mass of the particle, 	ik is the energy of bound state k of
species i, measured with respect to the ground state, Ii is the
energy of the ground state of species i with respect to the
ground state of the He atom, and the other symbols have
their usual meaning.

Due to the very high first level energies of isolated He and
He+ compared to our temperature range of T�1.5 eV, their
internal partition functions are very well approximated by
their ground state contributions only. For He2

+, we use the
partition function of Stancil.17 The energy of the ground state
of each species relative to that of He is I1=24.5874 eV for
He+ and I2=22.222 eV for He2

+.18

For a given T and �, the chemical equilibrium abundances
are obtained by minimizing the total free energy with respect
to the particle number for each species, Ni, and subject to the
constraints of charge neutrality,

N�e� = N�He+� + N�He2
+� , �6�

and mass conservation,

� =
1

V
�

i

Nimi. �7�

For our system of four species, the chemistry can be writ-
ten as

He ↔ He+ + e , �8�

He2
+ ↔ He + He+. �9�

Minimizing the free energy for fixed T and V, the chemical
equilibrium is obtained when


�He� = 
�He+� + 
�e� , �10�


�He2
+� = 
�He� + 
�He+� , �11�

where


i = � �F

�Ni
�

V,T,�Nj�i
�12�

is the chemical potential of species i, a sum of kinetic, inter-
nal, and configuration �excess� terms. Using explicit expres-
sions for the 
i, Eqs. �10� and �11� lead to

n�He�
n�He+�n�e�

=
ZHe

2ZHe+
�2��2

kT
�3/2� mHe

memHe+
�3/2

�exp���I1 − 
conf�He� + 
conf�He+�

+ 
conf�e�� �13�

and

n�He2
+�

n�He+�n�He�
=

ZHe2
+

ZHe+ZHe
�2��2

kT
�3/2� mHe2

+

mHemHe+
�3/2

�exp���I1 − I2 − 
conf�He2
+� + 
conf�He+�

+ 
conf�He�� , �14�

respectively, where n�i�=Ni /V is the number density and

conf�i� is the excess chemical potential.
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In the limit of low ionization, 
conf�i� depends only on
n�He� and T and can be tabulated prior to the calculation of
the chemical equilibrium. For given pair interaction poten-
tials between species i and He, the pair correlation function,
the excess chemical potential, and other excess thermody-
namic quantities are obtained by solving the Ornstein-
Zernike equation in the Percus-Yevick approximation.

B. Interaction potentials

The He-He interactions, which dominate the thermody-
namics of the chemical model, are described by an effective
pair potential calibrated to single- and double-shock data and
the melting curve of helium.19 The He-He2

+ pair potential is
based on ab initio quantum mechanical calculations20 and a
spherical average of its angular dependence is performed
prior to calculating 
conf�He2

+�. The pair potentials are
shown in Fig. 1. The remaining two interaction potentials
that enter the chemical model require more attention and are
described below.

1. He-He+ interaction potential

Quantum mechanical calculations of the He-He+ dimer
show that there are two interaction curves that lead to ground
state He and He+ at large separations, the 1 2�u state �bond-
ing� and the 1 2�g state �antibonding�. Both potentials have a
multiplicity of 2. Scattering experiments21,22 show that aver-
aging the two potentials is representative of the interaction
only for T1 keV, well above the regime of interest. At
lower temperatures, both potentials must be considered for
the He-He+ interaction.21 We have therefore modeled the in-
teraction of a He+ ion surrounded by He atoms by consider-
ing that 1 /2 of the He atoms will interact with the 1 2�u
potential curve and 1/2 with the 1 2�g potential curve �Fig.
1�.

The He-He+ interaction potential should be corrected at
high densities for many-body effects. The relatively deep

well of the He-He+ 1 2�u potential �Fig. 1� leads to the for-
mation of a covalent bond where electrons are shared be-
tween the two He nuclei. At high density, we can expect
sharing of electrons between multiple nuclei �delocalization
of the binding electrons� and N-body corrections to be larger
than for the other potentials. Unfortunately, there are no ex-
perimental data or calculations to estimate the weakening of
the well of the He-He+ potential at high densities and the
only choice at present is to use the ab initio potentials for
isolated pairs.

2. He-electron excess energy

It is common practice in chemical models to describe the
interaction between electrons and atoms with a polarization
potential23 which is attractive at long range. A hard cutoff
may be introduced to provide short range repulsion.10,24,25

While the polarization potential is adequate at low densities
and large separation, low-energy scattering experiments26

show that the effective local He-e potential, while repulsive
at short range, is more complex than a simple repulsive wall.
Furthermore, in the low-temperature, high-density regime of
interest, the electron interactions cannot be treated classically
because its thermal wavelength overlaps several He atoms.
In view of these difficulties, we have opted for computing
the interaction energy of an electron in a dense helium bath
with density functional theory. We compute the energy dif-
ference between two ground state calculations of a simula-
tion box that contains 2N+1 electrons and one that contains
2N electrons, where N is the number of helium nuclei in the
box in a fixed configuration.

For this purpose, we generated classical Monte Carlo27

configurations of N=32 He atoms in the canonical ensemble
with the effective He-He pair potential mentioned above.19

For a fixed configuration of ions, the electronic ground state
energy Ee�2N� of the 2N electrons is solved using DFT and
periodic boundary conditions. The energy of a free electron
in a bath of helium is then given by Ee=Ee�2N+1�
−Ee�2N�. We take the average of Ee from nine ionic configu-
rations at each temperature and density point. We have veri-
fied that simulations using N=32 ions give a converged
value of Ee to within �0.1 eV by running simulations up to
N=256 �Fig. 2�. The Ee calculations were performed using
the ABINIT code28,29 and using both the local density approxi-
mation �LDA�30 and a generalized gradient approximation
�GGA� �Perdew-Burke-Ernzerhof31 �PBE�� density func-
tional. We also calculated Ee using the ESPRESSO code32 with
the Becke-Lee-Yang-Parr �BLYP� GGA functional.33,34 The
calculations were performed for densities between 0.5 and
4 g/cm3 and T=0–1 eV. The calculations show that Ee is a
linear function of the density of He atoms �Fig. 3�. Linear
least squares fits to the three calculations show that they have
the same slope within the statistical uncertainties of the
simulations. The BLYP functional is known to give better
results for electron affinities35 and our calculation with the
BLYP functional is the most consistent with the experimental
data36 �obtained at �� 0.2 g cm−3 and T�100 K�. For these
reasons, we use the BLYP calculation as our best estimate of
the energy of an electron in dense fluid He.

FIG. 1. Pair potentials used in the chemical model. For the
He-He+ potential, both the bonding �1 2�u� and the antibonding
�1 2�g� states are shown.
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Finally, we have performed a few full MD-DFT test simu-
lations to allow the ion configuration to relax with the 2N
+1 electron wave function. The resulting Ee agree with the
ABINIT-PBE �GGA� calculation to within 0.2 eV. This also
shows that the presence of the additional electron does not
affect the configuration of the atoms in this regime, and
therefore the excess entropy of the free electron is small
compared to the interaction energy. This is consistent with
the interpretation of measurements of the electron mobility
in cryogenic helium, where the electron does not form a
cavity by repulsion of the He atoms.37

The BLYP calculation of Ee(T ,n�He�) has been fitted with
a linear functional form for n�He�0.05 g/cm3. At low den-

sities, the energy of an electron in helium is given by the
Lenz formula36,38

Eel
Lenz =

2��2n�He�aHe�T�
me

= CL�T�� , �15�

where aHe�T��0.6–0.7 Å is the electron-He scattering
length39 that reproduces the experiments40 for T�1 eV. The
Lenz formula is also linear in n�He� and reproduces experi-
mental data at low densities.36,38 Corrections to the Lenz for-
mula are expected for moderate densities of �0.05 g cm−3,36

so we use a quadratic form that recovers the Lenz formula at
very low density and smoothly joins the fit of the DFT-BLYP
calculation of Ee�T ,n�He��. The final result is

Ee��,T� = 10���T� − CL��2 + CL� , �16�

for ���0 and

Ee��,T� = ��T�� + 10���T� − CL��0
2 + �CL − ��T���0,

�17�

for ���0, where

��T� = a1ea2T+a3T2 �
i=0,5

biT
i. �18�

Ee and T are in eV, � is in g cm−3, and the coefficients are
given in Table I.

Isotherms of Ee are shown in Fig. 4. The agreement with
the low-temperature data36 is excellent and the T dependence
is weak. We find that Ee is always positive and becomes
large for ��0.1 g/cm3, which is consistent with indepen-
dent calculations.41 The He-e interaction thus tends to inhibit
the pressure ionization of He.

Since the entropy contribution associated with the He-e
interaction �excluded volume interaction� is small compared
to Ee �Ee�TSe�, 
conf�e�=�Fe /�Ne�Ee, where Fe is the ex-
cess Helmholtz free energy and 
conf�e� is the configuration
chemical potential.

III. QUANTUM MOLECULAR DYNAMICS SIMULATIONS

For the quantum molecular simulations presented here,
we used the VASP ab initio simulation code.42 The simula-

FIG. 2. Convergence of the electron energy Ee in dense helium
as a function of the number of He atoms N in the simulation. The
calculation shown is for T=0.5 eV and �=1 g cm−3.

FIG. 3. Energy of an electron in dense helium based on DFT
calculations. Each curve corresponds to a different calculation:
ESPRESSO �BLYP�, ABINIT �GGA-PBE�, and ABINIT �LDA�. All three
curves are for T=0.5 eV.

TABLE I. Table of coefficients for the electron affinity �Eqs.
�14�–�18��.

�0 0.05 g cm−3

a1 8.60384 eV cm3 g−1

a2 −4.83886 eV−1

a3 1.97586 eV−2

b0 1.0313

b1 2.99678 eV−1

b2 10.3747 eV−2

b3 2.99498 eV−3

b4 −1.27844 eV−4

b5 −3.10191 eV−5
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tions were ran for typically 2 ps with time steps ranging
from 2 fs for the lowest densities to 0.5 fs at the highest, and
using 54 and 128 atoms in the simulation cell. We used a
projected augmented wave �PAW� pseudopotential in the
Perdew-Wang 91 �PW91�43 parametrization of the GGA.44

We paid particular attention to the convergence of the vari-
ous properties of interest as a function of the plane wave
energy cutoff. This issue was recently raised for the case of
hydrogen.45 For helium, we find that it is necessary to use a
cutoff energy of 800 eV to converge in pressure. In contrast
to the hydrogen findings, we find that the real space projec-
tion used in the QMD calculations does not introduce signifi-
cant error for the pressure or the internal energy.

IV. EQUATION OF STATE

A. Results from QMD

In Fig. 5, we compare the QMD Hugoniot with the ex-
perimental data.5 The Rankine-Hugoniot equation46

�U0 − U1� + 1
2 �V0 − V1��P0 + P1� = 0 �19�

describes the shocked state through a relation between the
initial and final volumes, internal energy, and pressure, re-
spectively, �V0 ,U0 , P0� and �V1 ,U1 , P1�. For a given V1, a
least squares fit of the MD-DFT values of P1 and U1 with a
quadratic function in T is used to solve Eq. �19�.47

For the principal Hugoniot calculation, the initial condi-
tion used is P0=0 GPa, and �0=0.1245 g/cm3, in agreement
with the experimental data. The reference energy point for
the QMD calculations is defined as U0=0 eV/atom, obtained
after subtracting from the QMD internal energies the com-
puted internal energy of an isolated atom in a box of 12 Å on
a side. For the principal Hugoniot, the agreement at the high-
est pressure measured is excellent. For the reshocked points,
we used the QMD Hugoniot point obtained at the highest
pressure as an initial condition: �1=0.4 g/cm3, U1
=1.7 eV/atom and P1=14.7 GPa. The highest QMD re-

shocked point calculated also agrees with the experimental
measurement within the error bars. While the high pressure
experimental data are very sparse, it is reassuring to find that
the QMD calculations agree very well with the data as these
four experimental points are used extensively to adjust the
helium EOS at high pressures. The QMD calculations indi-
cate, however, a slightly softer reshock Hugoniot, in agree-
ment with the EOS obtained using the chemical model �Sec.
IV B� and independent ab initio simulations.11,12

B. Results from the chemical model

With the configuration contribution to the chemical poten-
tials 
conf�i� derived above, the chemical equilibrium abun-
dances of each species are obtained by solving Eqs. �6�, �7�,
�10�, and �11� and all the thermodynamics quantities of in-
terest follow directly. The composition of this interacting he-
lium fluid model is shown in Fig. 6 for two temperatures.
The mole fraction of He2

+ remains below 10−6 for T�1 eV
so this ion plays a minor role in the ionization balance of
helium which is dominated by He+. The configuration con-
tributions, which are responsible for pressure ionization, be-
come noticeable for ��0.3 g cm−3. The ionization fraction
rises rapidly at higher densities but remains below 0.1% even
up to �=1.5 g cm−3. This low-ionization model for helium is
valid for ��1.6 g cm−3 and T�1.5 eV. At higher tempera-
tures or densities, the Coulomb interactions between e and
He+ that we have neglected become important. At higher
densities still, electron degeneracy is no longer negligible.

On the other hand, the thermodynamics of the chemical
model is in excellent agreement with the MD-DFT simula-
tions up to �=2 g/cm3. The first- and second-shock Hugo-
niots also agree very well with the experimental data �Fig.
5�, as well as with the MD-DFT simulations. This is not

FIG. 4. Energy of an electron in helium as a function of density
�Eqs. �16� and �17��. Each curve corresponds to an isotherm with
T=10, 5000, and 104 K �from top to bottom�. The experimental
data were taken in the 10–100 K range �Ref. 36�.

FIG. 5. �Color online� Principal and second-shock Hugoniots of
helium as a function of density. The experimental data �Ref. 5� are
shown by squares with error bars. Solid dots �blue� show the QMD
calculation and the two solid curves represent the first- and second-
shock Hugoniots computed with the chemical model. The latter also
guide the eye through the experimental and QMD first- and second-
shock points.
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surprising since, as mentioned above, the effective He-He
pair potential was adjusted to reproduce the shock data.5 In
the limit of low ionization for which this model was devel-
oped, the thermodynamics is indeed dominated by the con-
tribution from atomic He.

V. BAND GAP AND ELECTRICAL PROPERTIES

We now turn to the principal motivation of the current
study which is the calculation of the electrical and optical
properties of helium at high pressures and for conditions
relevant to white dwarf atmospheres. From the QMD trajec-
tories produced, we calculate the electrical properties on a set
of configurations using the Kubo-Greenwood formulation of
the optical conductivity where the real part is given as14,15

Re ���� =
2�e2

3�

1

�
�
k

W�k��
n,m

�fn
k − fm

k ����n
k��� ��m

k ��2��Em
k

− En
k − ��� . �20�

In Eq. �20�, � is the frequency, e is the electron charge, �n
k

and En
k are the electronic eigenfunctions and eigenvalues for

the electronic band n at a given k point in the Brillouin zone,
W�k� is the k-point weight in the Brillouin zone using the
Monkhorst-Pack scheme,48 and fn

k is the Fermi distribution

function. �� is the velocity operator and � the volume of the
simulation cell. Finally, the Kubo-Greenwood formulation is
applied using the all-electron PAW potential, which does not
require the correction term related to the nonlocality of the
pseudopotential that would be needed if, for example, an
ultrasoft pseudopotential was used. Calculations were per-
formed at the � point. Additional details on this type of cal-
culation can be found in Ref. 49.

A. GGA band gap

At normal conditions, helium in the ground state is an
insulator with a rather large gap ��20 eV�, which is defined
as the energy difference between the highest occupied mo-
lecular orbital and the lowest unoccupied molecular orbital
�HOMO-LUMO� at T=0. As can be seen from Eq. �20�, the
conductivity increases as the occupation of the conduction
band �and hence, the ionization fraction� becomes large. This
occurs when either the band gap diminishes or the tempera-
ture increases, or both. Figure 7 shows the variation of the
Kohn-Sham �KS� band gap as a function of density and tem-
perature as obtained using DFT �GGA functional�. For a
regular fcc lattice at T=0, the method predicts that the He
band gap closes at a density of 13.5 g cm−3 in agreement
with previous linear muffin-tin orbital calculations.50 At fi-
nite temperature, the KS band gap that enters Eq. �20� is
obtained by averaging the energy difference of the eigen-
states on either side of the Fermi energy along the whole
trajectory �Fig. 7�. This definition of the gap recovers the
HOMO-LUMO gap at T=0. The error bars are directly ob-
tained from the fluctuations of the band gap along the trajec-
tory. At low temperatures �0.5 eV �Ref. 51��, the KS band
gap obtained from the simulations is almost constant in the
density range investigated here. At higher temperatures, the
band gap diminishes as a function of both density and tem-
perature with a closure of the band gap predicted at around
10 g/cm3. The band gap of fluid helium is smaller than for
the solid fcc structure as a result of increased disorder.

At low densities, the gap tends to a value of about 15 eV.
For the isolated atom, calculation of the first excited state
gives a value of 15.8 eV using either the PW9143 or PBE31

functionals. The experimental value for the energy of the first
excited state of He is 19.82 eV above the ground state. It is
well known that the DFT method, which is a ground state
approach and formally not suited for handling excited states,
systematically underestimates band gaps.52 This deficiency
of DFT methods is related to the discontinuity in the
exchange-correlation potential when one electron is added to

FIG. 6. Chemical equilibrium in the He chemical model. The
mole fractions n�i� /n, where n=�in�i�, are shown as a function of
density for T=0.5 eV �solid curves� and T=1 eV �dashed curves�.
Since the electron mole fraction is given by n�e�=n�He+�
+n�He2

+� and n�He2
+��n�He+�, the electron mole fraction is indis-

tinguishable from that of He+.

FIG. 7. �Color online� GGA band gap as a function of density
for �from top to bottom� the T=0 fcc solid �black�, and fluid QMD
simulations at temperature Ti=Te=0.52 eV �green�, 1.5 eV �blue�,
and 3 eV �red�, where Ti and Te are the ion and electron tempera-
tures, respectively. The error bars are calculated from the average
obtained over the whole simulation.
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the system,52–54 and it occurs even if the exact functional is
used.55 For open shell atoms, this discontinuity causes the
eigenvalue of the highest occupied KS level to approximate
the average of the ionization energy �Ip� and of the electron
affinity �EA�53,54 rather than the ionization energy. Usually,
Ip�EA for atoms, leading to a significant underestimation of
Ip and of the HOMO-LUMO band gap. The excited state
energies Em

k used in Eq. �20� are generally underestimated for
semiconductors,52,56 which, in turn, leads to significant un-
certainties in the calculation of the optical response.

The situation at finite temperature is not as clear and a
systematic quantification of the uncertainties resulting from
the use of ground state DFT for systems subject to tempera-
tures in the eV range has yet to be conducted. A recent cal-
culation suggests that this approximation may not be as dras-
tic at finite temperature.57 To quantify the uncertainties for
the case of helium, we conducted calculations using hybrid
functionals and the GW approximation. We performed these
calculations at T=0 eV with the understanding that they pro-
vide an upper bound correction to the corresponding finite
temperature results.

B. Hybrid functional (PBE0)

To investigate the band gap correction, we first performed
DFT calculations using an exact exchange hybrid functional,
PBE0,58 with the chemistry code MONDOSCF, a program suite
for O�N� SCF theory and ab initio MD.59 The PBE0 hybrid
functional combines the orbital-dependent Hartree-Fock ex-
change and an explicit density functional, in the present case
the GGA PBE functional.31,60 Among other properties, exact
exchange functionals lead to improved calculations of the
band gap at an accuracy comparable to that of GW
calculations.16,61

The MONDOSCF electronic structure code uses Gaussian
basis sets. In extended systems, care must be taken when the
density is varied as numerical linear dependences between
the Gaussian basis functions arise when the basis contains
orbitals that are too diffuse. We find that the situation is
exacerbated for helium which requires rather diffuse orbitals
to obtain a converged band gap.

This situation is illustrated in Fig. 8, where we show the
convergence of the band gap as a function of the basis set
used for snapshots obtained using the trajectories calculated
at �=1 g cm−3 and two different ion temperatures Ti. Figure
8 shows band gaps based on a single configuration randomly
selected from the trajectory of interest. We further note that
the hybrid calculations are performed at zero temperature.
The temperature dependence results from the use of ionic
configurations obtained from a trajectory corresponding to
the thermodynamics conditions indicated. We show in Fig. 8
the GGA HOMO-LUMO band gap calculated at electronic
temperatures Te=0 and Te=Ti using a plane wave basis set in
addition to a Te=0 calculation with a Gaussian basis. The
PW91 functional is used for the plane wave calculations,
while the PBE and the hybrid PBE0 functionals are used for
the calculations using a Gaussian basis set. We note that
these two functionals are similar and should lead to very
close results. We use the even tempered basis set proposed

by Grüneich and Hess62 �10s2p��6s2p� and truncate the most
diffuse s orbitals as the density is increased. The basis pro-
posed for helium is reproduced in Table II for convenience.
At a density of 1 g cm−3, we truncated the initial basis set to
a �8s2p� / �6s2p� basis. Figure 8 shows the convergence of
the band gap as the smallest Gaussian exponent �min is in-
creased. The reference value, �Grun, is the value of the small-
est Gaussian exponent of the truncated basis at hand ��Grun
=0.126 636a0

−2 at 1 g cm−3�.
For both values of Ti, we see that the HOMO-LUMO

band gap obtained using the PBE functional at Te=0 is con-
verged for �min/�Grun�1.2 and agrees to within 0.5 eV of
the Te=0 plane wave band gap. The difference can be further

FIG. 8. �Color online� Convergence of the hybrid band gap as a
function of Gaussian basis set for ionic temperature Ti=0.5 eV �left
hand panel� and 3 eV �right hand panel� and a density of 1 g cm−3.
Plane wave GGA �PW-PW91� band gaps with Te=Ti are shown by
the horizontal lines �solid, red� and also for Te=0 �dashed, green�.
The corresponding Te=0 GGA �PBExc� band gap using a Gaussian
basis set �8s2p��6s2p� is shown by the solid curve �black�. Adding
a d orbital to the Gaussian basis set improves the agreement with
the plane wave GGA calculation �filled circles, cyan�. Finally, the
hybrid functional band gap �Te=0� with a Gaussian basis set
�8s2p��6s2p� is shown by the filled squares �blue�. The band gaps
shown are based on a single ionic configuration for each Ti.

TABLE II. Gaussian basis set used in the hybrid calculation.

l �i �a0
−2� ci

s 799.861 0.0007097979

113.852 0.0057978534

25.5122 0.029432073

7.27573 0.10662688

2.40109 0.27193618

s 0.859007 1.0

s 0.324421 1.0

s 0.126636 1.0

s 0.0334228 1.0

s 0.0111537 1.0

p 1.73 1.0

p 0.58 1.0
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reduced down to �0.3 eV by adding a d orbital, as shown in
Fig. 8. However, as our conductivity calculation is not sen-
sitive to band gap variations of �0.5 eV, we retained the
smaller basis to perform the more expensive PBE0 calcula-
tions that follow. We find that the additional correction ob-
tained using the PBE0 functional is constant when �min is
varied. We thus consider the PBE0 result converged for this
same basis set by analogy with the PBE results. We finally
note that the GGA �plane waves� band gap obtained at a
temperature of Te=Ti=3 eV is larger than the corresponding
Te=0 eV result �right panel�. This result is consistent with
LDA band gap calculations that show a universal increase
with electronic temperature. On the other hand, GW calcula-
tions at finite electronic temperatures show a decreasing
gap.57 In all our calculations �GGA, GW, and hybrid�, we
find that the band gap decreases with increasing ionic tem-
perature, a stronger effect than that caused by finite Te.

Figure 9 shows the difference between the hybrid PBE0
and the GGA PW91 band gaps obtained using calculations
that were performed on a single configuration randomly se-
lected from the trajectory of interest. As before, the PBE0
calculations are performed at electronic temperature Te=0.
The band gap correction is �3 eV and increases by about
0.7 eV as the density increases from 0.1 to 4 g/cm3. Using a
configuration obtained at a temperature Ti=3 eV leads to a
similar band gap correction of �3 eV. While these variations
could be physical, they remain well within the uncertainties
of the calculation as the error bars on the GGA band gap
alone are typically greater than 1 eV �Fig. 7�.

C. GW calculation

A powerful method for the correction of the band gap is
the GW approximation52 which we calculate with the ABINIT

code.28,29 For this purpose, we generated ionic configurations
with classical Monte Carlo �MC� simulations of 32 helium
atoms interacting with an effective He-He pair potential.19

We have verified that these configurations give the same ion-
ion pair correlation function and the same thermodynamics
as full QMD simulations. This agreement reflects the fact
that the He-He effective pair potential gives a very good

description of He up to densities of �2 g/cm3. The use of
the classical MC configurations as the input for the ABINIT

code is validated by the good agreement �better than 1 eV�
we obtain for the GGA band gap with that from full QMD
simulations we conducted using VASP with a larger number
of particles �Fig. 10�.

The GW calculation follows the standard implementation
in ABINIT with the PBE functional �GGA� and are performed
at Te=0. The number of bands �250� and the plane wave
cutoff �544 eV� were adjusted to ensure convergence of the
GW band gap correction to within 0.1 eV. The GW band gap
corrections at Ti=0.5 and 1.5 eV are shown on Fig. 10. At
low densities, the GW correction is �6–7 eV, and the band
gap approaches the correct value for an isolated He atom,
19.82 eV. For ��6 g cm−3, the band gap with the GW cor-
rection is �50% larger than the KS band gap, which is con-
sistent with the results of similar GGA and GW calculations
for semiconductors.52

We also note that while the hybrid functional and the GW
calculations disagree on the value of the band gap correction
by �3 eV, they both show that it is independent of the den-
sity for ��4 g cm−3. Our GW calculations are performed at
zero electronic temperature. While this allows the recovery
of the zero density band gap at low ionic temperature, and as
such can be seen as the most accurate calculation, it is really
an upper bound for the GW band gap at finite electronic
temperature. The recent work of Faleev et al.57 shows that
the GW band gap of several materials decreases by up to
�1 eV for Te�1.5 eV. A finite temperature GW calculation
should be performed to accurately establish the temperature
dependence of the band gap correction for helium. Below,
we apply corrections of +3 and +6 eV to the GGA band gap
�for ��4 g cm−3� as a representative illustration of the effect
on the conductivity and reflectivity at high temperature and
where experimental data are available.

VI. ELECTRICAL PROPERTIES

Figure 11 shows the variation of the dc conductivity along
the 2000, 6000, and 17 406 K �1.5 eV� isotherms and for one

FIG. 9. �Color online� Correction to the GGA band gap from the
hybrid functional DFT calculation. Filled circles show the density
variation at Ti=0.52 eV. The filled square shows a point calculated
at Ti=3 eV.

FIG. 10. �Color online� GGA and GW-corrected band gaps for
Ti=0.5 eV �upper curves, blue� and 1.5 eV �lower curves, red�. The
ABINIT GGA calculations are shown by the dotted curves, and the
GW-corrected band gap by the solid curves. Each point is the av-
erage of corrections computed for nine different ionic configura-
tions obtained from classical MC simulations �see text�. The dashed
lines show the GGA band gap from Fig. 7.
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value of the density at T=30 240 K. The dc conductivity is
obtained by taking the zero frequency limit of Eq. �20�. For
all the conditions studied here, the optical conductivity has a
Drude-like form for photon energies below 10 eV. This con-
firms that the opacity is dominated by the free-free contribu-
tion which, in turn, is directly related to the electrical con-
ductivity and the ionization fraction. For the three isotherms
shown in Fig. 11, we find that pressure ionization remains
moderate �weak� at these densities. While the dc conductiv-
ity varies by about 2 orders of magnitude as the density is
increased from 0.5 to 6 g/cm3, the fluid remains essentially
an insulator along the two lowest isotherms and up to the
highest densities investigated. The temperature dependence
of the dc conductivity is, in contrast, more drastic with an
increase of over 10 orders of magnitude as the temperature is
raised from 2000 to 17 406 K. Over the limited range where
they overlap, the conductivities we calculate with the GGA
functional are in very good agreement with those of Ref. 12.
To estimate the uncertainties on the electrical properties re-
sulting from the use of the ground state GGA method, we
apply, as explained above, uniform �E= +3 and +6 eV cor-
rections to the GGA eigenenergies above the Fermi energy
�Em

k � when calculating the conductivities using Eq. �20�. The
occupation number fn

k appearing in Eq. �20� also includes
this correction to Em

k . To first order, the matrix elements ap-
pearing in Eq. �20� do not need to be corrected.63 In the limit
where kT�Egap, these approximations imply that the con-
ductivity is reduced by a factor of exp�−�E /2kT�. Figure 11
also shows that the dc conductivity is significantly reduced
when these band gap corrections are introduced and is very
sensitive to the value of Egap for T�1 eV. At the low tem-
perature of 2000 K, the calculated conductivity reaches the
limit of accuracy of the method and is given as an order of
magnitude estimate only. For this reason, we do not apply
any band gap correction at this particular temperature.

We also calculate the electrical conductivity from the ion-
ization equilibrium of the He fluid obtained with the chemi-
cal model with a simple Drude approximation,

�dc = n�e�e2/me�eff, �21�

which is justified by the ab initio conductivities �see Sec.
VII�. The effective collision frequency �eff, corrected for
density effects, is estimated with37,64

�eff = �class�1 + 2�th�idn�He�� , �22�

where

�class =�3kT

me
�idS�0�n�He� , �23�

�th is the thermal de Broglie wavelength of the electrons,
�id�6 Å2 is the e-He scattering cross section for the dilute
gas,40 and S�0� is the He-He structure factor that accounts for
correlations.2,64

The term �1+2�th�n� accounts for multiple scattering in a
dense medium and is validated by experiments.37,64 Equation
�21� is of marginal validity at the highest densities of interest
here, however. The multiple scattering correction and the
S�0� correction become quite large for ��1 g cm−3, each
affecting �dc by an order of magnitude, but in opposite di-
rections. Other expressions for �eff in dense fluids are of a
heuristic nature and cannot be validated due to the lack of
experimental data at such high densities.

Our calculations of the dc conductivity of helium with the
MD-DFT �with a constant +6 eV correction to the GGA
band gap� and with the chemical model are summarized in
Fig. 12, where we also show experimental measurements of
the conductivity under shock compression.6,65 The measure-
ments clearly show that helium becomes a conductor akin to
a poor metal ��dc�103 �−1 cm−1� at densities slightly above
1 g/cm3. The measured conductivity rises rapidly with den-
sity and has only a very weak dependence on temperature.
This behavior was attributed to pressure ionization6 or,
equivalently, to the closing of the band gap.

Due to practical limitations, the experiments and the MD-
DFT simulations sample only a few points on the �dc�� ,T�
surface of helium �Fig. 12�. The conductivity surface defined

FIG. 11. �Color online� dc conductivity of helium based on MD-
DFT simulations with the GGA functional �filled circles� and after
applying band gap corrections of 3 eV �squares� and 6 eV �tri-
angles�. At densities above 4 g cm−3, both the hybrid and GW band
gap corrections are no longer constant and the corresponding con-
ductivities are not shown.

FIG. 12. Conductivity of helium as a function of � and T. The
value of the conductivity is given by the size of the symbols, as
shown by the scale at the right. The smallest symbols correspond to
log10 �dc�−3. Experimental values �Ref. 6� are shown by the solid
circles with error bars. MD-DFT calculations of the conductivity
after applying a +6 eV correction to the GGA band gap are shown
by open circles. Contours show the conductivity from the chemical
model for log10 �dc��−1 cm−1�=−3, −2, −1, 0, and 0.5, from bottom
to top, respectively.
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by the MD-DFT points intersects that defined by the data and
is within the same order of magnitude over a small region
���0.9–1.2 g cm−3 and T�1.3–2 eV�. However, there is a
striking difference in their variation with � and T, where the
simulations show a weak density dependence and a rapid
increase with temperature, which is the opposite of the trend
seen in the data. In other words, the conductivity surfaces
cross each other in a region probed by the experiment but
their gradients are nearly orthogonal. The behavior of the ab
initio conductivity follows from our band gap calculations,
where under the experimental �� ,T� conditions the gap re-
mains wide �15 eV compared to kT�2.4 eV for the ex-
periments� and essentially density independent for �
�1–2 g cm−3 �Figs. 7 and 10�. Since Egap�kT, there is a
roughly exponential thermal excitation of electrons into the
conduction band �Fig. 11�. This behavior of the ab initio
conductivities is firmly established by three different band
gap calculations; using a GGA functional, using a hybrid
functional, and computing a GW correction. All three show
that the band gap is almost constant in density in the range
shown in Fig. 12. The only difference between the three
calculations is that they progressively increase the band gap,
which reduces the conductivity by a factor that is weakly
dependent on density �Fig. 11�.

Where the region of validity of our chemical model over-
laps the data, there is a rather poor agreement, with the
chemical model predicting conductivities 1–2 orders of mag-
nitude smaller. Generally, the chemical model and the QMD
simulations give conductivities within the same order of
magnitude at the low T where the former is applicable.
Again, we find that the �� ,T� dependence of the modeled
conductivity is at odds with the data. In fact, contours of
constant �dc drawn through the data in Fig. 12 are essentially
perpendicular to the contours based on the chemical model.
In this aspect, the latter is also in qualitative agreement with
the QMD simulations.

Recent calculations of the dc conductivity of helium12 us-
ing VASP �GGA functional� and with a chemical model are in
generally good agreement with our results. As far as can be
assessed from the published results, both ab initio calcula-
tions with a GGA functional give essentially identical con-
ductivities. The chemical model66,67 gives conductivities
generally three to ten times larger than ours, with a �� ,T�
dependence that agrees well with ours. Both chemical mod-
els show that the pressure ionization of helium occurs at �
1.6 g cm−3. Nevertheless, Ref. 12 claims very good agree-
ment with the experimental data. This apparent disagreement
with the conclusion presented here arises from comparing
the experimental conductivities with the calculations without
considering the T dependence of the data. Figure 3 of Ref. 12
does not show that there is no trend in temperature along
the steady rise of the experimental conductivity with density.
For example, the highest conductivity measured
�1085 �−1 cm−1� corresponds to one of the lowest tempera-
tures �15 000 K�, while the calculations shown in Fig. 3
would imply that T�30 000 K, above the upper limit of the
temperatures achieved in the experiments. While conductivi-
ties typical of a metal are achieved in both the calculations
and the experiments, they do so for different reasons. In the

models, it is very clearly a consequence of high temperature
�T�2.5 eV�, while in the data, it results from an increase in
density ���1.3 g cm−3�.

VII. OPTICAL PROPERTIES

We show in Figs. 13 and 14 the variation of the absorp-
tion coefficient ���� and of the index of refraction n��� as a
function of frequency � for two temperatures. In agreement
with the low value of the dc conductivity under these condi-
tions, we find that the index of refraction and absorption
coefficient are characteristic of an insulating atomic system.
For helium, the first excitation energy is 19.82 eV. Accord-
ingly, we find that the index of refraction drops below unity
for photon energies �20 eV at low density, while the absorp-
tion coefficient presents a maximum. This peak in absorption
corresponds to bound-bound and bound-free transitions in
the dilute gas. As the density increases along both isotherms,
the index of refraction at photon energies below 10 eV in-
creases from a value of about 1 to almost 2 at the highest
density and temperature investigated. The increase in con-
ductivity noted in Fig. 11 corresponds to an increase of the
absorption coefficient at photon energies below 10 eV. In
this photon energy range, the free-free absorption dominates
the opacity. The variation of the absorption coefficient di-
rectly follows the variation of the dc conductivity and its
frequency dependence is very similar to that of the Drude
model of conductivity.

We compare in Fig. 15 the QMD index of refraction with
a semiempirical virial expansion68–71

n��� = 1 + a���n�He� + b��,T�n2�He� , �24�

where

a��� = 1.5913 � 109�0.6097

�a
2 − �2 +

1.065

�b
2 − �2� cm3, �25�

b��,T� =
3

2NA
2 �− 0.021 92X2 + 0.003 96X + 0.084 53

+ � �

�0
�2

�− 0.010 29X2 − 0.311 67X + 0.647 37�	
+

a2���
6

cm6, �26�

X=log10 T �K�, �a=5.413�1015 Hz, �b=9.771�1016 Hz,
�0=4.134 14�1016 Hz, and NA is Avogadro’s number. The
expansion is valid as long as n�He�� �a��� /2b�� ,T��. At both
temperatures shown, the two calculations agree in the density
dependence of the index of refraction. The largest difference
between the two calculations appears at 2 g/cm3 and T
=2000 K where the ab initio index of refraction is underes-
timated by a few percents.

We also compare the QMD-DFT absorption coefficients
calculated at two different temperatures and densities with
typical He− free-free opacity calculation used in modeling
the atmospheres of cool white dwarf stars.2,72,73 The latter
uses the dilute gas He− free-free cross section based on stan-
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dard electron scattering calculations.74 The free electron den-
sity that enters the He− free-free opacity is obtained from a
chemical EOS for helium, which differs from the one pre-
sented here in that it only includes interactions between He
atoms.72 Figure 15 shows two significant differences be-
tween the two calculations. First, the absorption coefficients
differ by several orders of magnitude between the two cal-
culations. This is a direct consequence of the huge difference
between the number density of free electrons in this particu-
lar chemical model72 and the number density of electrons in
the conduction band of the QMD-DFT calculation. These

two quantities are equivalent concepts within their respective
models. Second, the frequency dependence of the absorption
coefficient is noticeably different, with the QMD-DFT calcu-
lation showing a nearly flat, Drude-like behavior and the
dilute gas He− free-free cross section diverging rapidly at
low frequencies. The latter behavior is clearly unphysical
since ��0� is proportional to �dc which is always finite.

At T=2000 K, the standard He− free-free opacity is 2–13
orders of magnitude lower than that of the QMD-DFT simu-
lations for 0.5���2 g cm−3. At higher temperature �T
=6000 K�, the discrepancy is smaller, about 2 orders of mag-
nitude, with the standard calculation ultimately becoming
larger than the QMD-DFT results. This indicates that the
pressure ionization is too abrupt in the model of Ref. 72.

On the other hand, a rather good agreement between the
two EOSs was found in that regime. This comparison indi-
cates that in this regime of very low ionization fraction
where the free electron density does not contribute signifi-
cantly to the total pressure and energy, current chemical
models for helium can reliably provide the thermodynamics
but are inadequate for the calculation of the abundances of
the charged species that largely determine the opacity of the
fluid.

In addition to the conductivity, reflectivity is another po-
tential experimental probe of the state of helium at high den-
sities. The increase of reflectivity with temperature at a den-
sity of �1 g cm−3 is shown in Fig. 16. These conditions
correspond to the regime where measurements are currently
under way. The reflectivity remains very small for T�2 eV
but rises rapidly to measurable values at higher temperatures.

FIG. 13. The index of refraction n��� and the absorption coef-
ficient ���� as a function of photon energy. The left hand panels
show the values for T=2000 K and densities of �from bottom to
top� 0.5, 1, 2, and 4 g cm−3. The right hand panels show the values
for T=6000 K and densities of 0.5, 1, 2, 4, 8, and 10 g cm−3. Note
the change of scale for ����. The low-energy, flat portion of the
absorption coefficient corresponds to free-free transitions and the
peak at h��20 eV corresponds to bound-bound and bound-free
transitions in He.

FIG. 14. Absorption coefficient for low-energy photons �h�
�10 eV�. See Fig. 13 for details. The oscillations in some of the
curves are not physical.

FIG. 15. Comparison between the index of refraction and the
absorption coefficient obtained with QMD-DFT with other calcula-
tions for two temperatures and �=0.5 �solid curves� and 2 g cm−3

�dashed curves�. The QMD calculations are shown with thick lines.
The QMD-DFT index of refraction is compared with a semiempir-
ical virial expansion �thin lines, Eq. �24��. The absorption coeffi-
cient is compared to the He− free-free absorption commonly used in
modeling white dwarf atmospheres of pure helium composition
�thin lines�.
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The increase shown in Fig. 16 is only a temperature effect
and is due to the reduction of the band gap shown in Fig. 7
and an increase in the occupation of the conduction band.
The sensitivity to the band gap correction is significant and
reflectivity measurements should allow a measure of
Egap�� ,T� for helium in the regime of warm dense matter.

The dramatic differences in the opacity of helium shown
in Fig. 15 will have a large effect on atmosphere models of
helium white dwarfs.75 The flatter Drude-like opacity of the
DFT simulations will affect the near-infrared flux in model
spectra. With the higher He− free-free opacity, the contribu-
tion of Rayleigh scattering �not shown in Fig. 15� becomes
nearly negligible. The resulting opacity is nearly frequency
independent, with a noticeable effect on the modeled spec-
trum. More significantly, the overall increase in opacity will
lengthen the cooling time scale of cool white dwarfs with
pure helium atmospheres. In some �and perhaps all� cool
helium-rich atmospheres of white dwarfs, traces of hydrogen
and of heavier elements are inferred or observed. These ele-
ments ionize more readily than helium and, if sufficiently
abundant, can dramatically increase the opacity either by in-
creasing the He− free-free opacity or perhaps by forming H−.
Such “pollution” of the atmosphere may have a larger effect
than the increased opacity that we report here for pure He.
However, a better understanding of the limiting case of pure
helium atmospheres is an important aspect of unraveling the
properties of the coolest white dwarfs known. For example,
the atmospheric composition of very cool white dwarfs is
determined solely from fits of the observed spectral energy
distribution with models and, if present, of absorption lines
from heavier elements. The use of synthetic spectra based on
our modeled helium opacities will lead to revisions in the
inferred compositions.76

VIII. CONCLUSION

Using quantum molecular dynamics, we calculate the dy-
namical and electrical properties of helium in a regime rel-

evant to white dwarf atmospheres and compare them to EOS
and conductivity measurements. We find very good agree-
ment with the experimental principal and second-shock
Hugoniot below 1 g/cm3. As the experimental measure-
ments at high pressures are sparse, the current study provides
a useful benchmark for EOS modeling above 1 g/cm3.

For the purpose of computing the optical properties of
warm dense helium, we have done an extensive study of the
band gap of helium with the density functional theory with a
GGA functional �PW91�. We have calculated zero tempera-
ture corrections to the band gap with a hybrid functional
�PBE0� and the GW method. We find that the GGA band gap
decreases slowly with increasing density and closes around
12–14 g cm−3. We find that the gap decreases rapidly as the
temperature increases beyond 1.5 eV. The band gap is about
15 eV at low temperature and density, which is about 5 eV
below the value for the isolated atom. The GW correction
adds �6 eV to the GGA band gap and essentially recovers
the isolated atom value at low density. The hybrid functional
calculation increases the GGA band gap by �3 eV. Both the
GW and hybrid calculations are performed at zero electronic
temperature and, as such, are upper bounds to the band gap
correction. We have computed conductivities within the lin-
ear response theory from the results of the GGA calculation
and with +3 and +6 eV corrections to illustrate the effects
anticipated from more accurate band gap calculations at fi-
nite electronic temperature.

We have developed a chemical model of low-temperature,
low-density helium where the ionization fraction remains
small ��0.1% �. This model includes interactions between all
species and atomic He. The e-He interaction, in particular,
was modeled with DFT calculations rather than assuming
some pair interaction potential. By construction of the
He–He effective potential, this model also reproduces the
first- and second-shock Hugoniot data. The conductivity can
be calculated from the density of free electrons predicted by
this model.

The experimental conductivities cannot be reconciled ei-
ther with the ab initio QMD or with the chemical model. A
few experimental �� ,T� points agree well with the QMD-
DFT conductivities but there is a striking disagreement in
their density and temperature dependence. The surfaces
�dc�� ,T� defined by the data and the QMD-DFT simulations
intersect in the region covered by the data �roughly 1 g cm−3

and 1–2 eV�, but their large gradients are nearly orthogonal
to each other. Our calculations show a strong dependence on
temperature because the band gap in the QMD simulations
remains much larger than kT in the regime of interest. The
range of validity of the chemical model is limited to low
temperatures and moderate densities, compared to the data,
and the agreement is poor. Nonetheless, the trends with tem-
perature and density generally follow those of the QMD-
DFT calculations.

Disagreements between the data and the chemical model
may be expected as it is difficult to estimate the importance
of N-body effects on the He-He+ interaction potential �which
determines in large part the ionization fraction in the model�
and that the expression for e-He collision frequency in the
estimation of the Drude dc conductivity is of limited validity
when multiple scattering and correlations become important.

FIG. 16. Temperature dependence of the reflectivity of pure he-
lium at densities near 1 g cm−3 and a wavelength of 542 nm. The
points at T=1.9 eV are computed for a slightly higher density of
1.69 g cm−3. These correspond to a subset of the MD-DFT conduc-
tivities shown in Fig. 11. For each value of the temperature, the
reflectivity is computed with the MD-DFT with �1� the GGA band
gap �open circles�, �2� the GGA band gap with a +3 eV correction
�filled circles�, and �3� the GGA band gap with a +6 eV correction
�filled triangles�.
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The differences between the data, the chemical model,
and the QMD simulations arise principally from the different
implied values for the density where pressure ionization oc-
curs in helium. The experimental results can be understood
only if the pressure ionization �alternatively, the closing of
the band gap� occurs at ��1.4 g/cm3. The QMD simula-
tions show that the band gap is 15–20 eV at this density
�depending on temperature�. It would be rather surprising if
helium, with its tightly bound, closed-shell electronic struc-
ture would pressure ionize at approximately the same density
as hydrogen, as the data suggest. While the calculations per-
formed here provide a solid benchmark for physical models
to describe He at conditions found in white dwarf atmo-
spheres, the significant disagreement with the currently

available conductivity data calls for additional measurements
to firmly establish the density where helium becomes pres-
sure ionized. Ongoing reflectivity measurements under
shock compression may prove useful in resolving this dis-
crepancy.
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