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We perform a time-dependent analysis of four-wave mixing �FWM� in molecular magnets via electromag-
netically induced transparency and obtain the analytical expressions of pulsed electromagnetic waves, includ-
ing the FWM-generated pulse, group velocities, phase shifts, and absorption coefficients. We have also inves-
tigated analytically the time-dependent electromagnetically induced transparency in molecular magnets.
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I. INTRODUCTION

Recently, there has been considerable interest in investi-
gating systems of molecular magnets because such systems
are shown to have many interesting features both of funda-
mental importance, such as quantum magnetic phenomena at
macroscopic scale, and wide applications in magnetic
memory, quantum computing, and as powerful sources of
coherent microwave radiation.1–11

On the other hand, there also exist intensive investigations
on the oscillations and wave propagations in systems of mo-
lecular magnets such as the phonon super-radiance and pho-
non laser effect,12 the nonstationary behavior of a high-spin
molecule in a bifrequency ac magnetic field13 or in an acous-
tic wave and an ac magnetic field,14 the parametric interac-
tion of two acoustic waves in the presence of a strong ac
magnetic field,15 the electromagnetically induced
transparency,16 and the nonlinear propagation of acoustic
wave via electromagnetically induced transparency.17

The existence of the electromagnetically induced trans-
parency �EIT� in systems of molecular magnets16 is of par-
ticular significance because the EIT and the EIT-related phe-
nomena in cold atom media have been proven to have a vast
number of important applications and have hence received
considerable attention in the past decades.18–49 It opens up,
therefore, an avenue to explore new possibilities for nonlin-
ear optics and quantum information processing via the EIT
by means of systems of molecular magnets.

In this paper, we analyze the four-wave mixing �FWM� in
molecular magnets via electromagnetically induced transpar-
ency by a time-dependent theory. We shall derive the analyti-
cal expressions of pulsed electromagnetic waves including
the FWM-generated pulse, group velocities, phase shifts and
absorption coefficients. We have also investigated analyti-
cally the time-dependent electromagnetically induced trans-
parency in molecular magnets, which goes beyond the pre-
vious results with a continuous-wave �cw� approximation.16

The paper is organized as follows. In Sec. II, we describe
the FWM configuration and the corresponding model. We
shall also discuss how to put the Hamiltonian into the con-
venient form for dealing with the FWM and derive the dif-
ferential equations governing the dynamics of the molecular
magnets and the propagations of the pulsed electromagnetic
waves. In Sec. III, we present analytical solutions to these
governing equations and the analytical expressions of pulsed
electromagnetic waves including the FWM-generated pulse,

group velocities, phase shifts, and absorption coefficients.
Then, we investigate analytically the time-dependent electro-
magnetically induced transparency in molecular magnets and
compare our results with the previous results with a cw ap-
proximation. Lastly, we discuss how to greatly diminish the
Doppler effects in the FWM via EIT. Section IV concludes
the paper with a summary and discussions.

II. MODEL AND GOVERNING EQUATIONS

We consider FWM in a system of noninteracting molecu-
lar magnets, as shown in Fig. 1, where a four-state molecule
interacts with two continuous electromagnetic waves �1 and
4� and a weak-pulsed electromagnetic wave �2�, and a pulsed
FWM electromagnetic wave �3� can then be generated effi-
ciently. Below, we describe the features of the system of
noninteracting molecular magnets and derive the correspond-
ing model and governing equations.

A. Hamiltonian and its simplification

In describing a system of noninteracting molecular mag-
nets �for example, Mn12 acetate or Fe8� subject to a dc mag-
netic field H0 along the x axis and four electromagnetic
waves with their magnetic fields of the form
�H j /2�e−i�jt+ikj·r+c.c. �j=1,2 ,3 ,4�, we can use the follow-

ing Hamiltonian for one molecule16 Ĥ=Ĥ0+ V̂ with ��=1�

Ĥ0 = − DŜz
2 + Ĥtr − g�BŜxH0, �1a�
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FIG. 1. Schematic of FWM in a system of molecular magnets. A
four-level molecule �its states and the corresponding energies are
denoted as �j� and E j, j=0,1 ,2 ,3� interact with two continuous
electromagnetic waves �1 and 4� �with frequencies �1 and �4, re-
spectively� serving as the pump fields and a weak-pulsed electro-
magnetic wave �2� of frequency �2 serving as a probe pump to
generate a FWM-generated pulsed electromagnetic wave �3� of fre-
quency �3.
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V̂ = −
g�B

2 �
j=1

4

Ŝ · H je
−i�jt+ikj·r + H.c., �1b�

where z is assumed to be the easy anisotropy axis, Ŝx, Ŝy, and

Ŝz are the x, y, and z projections of the spin operator, and Ĥtr
is the operator of the transverse anisotropy energy; D, g, and
�B are the longitudinal anisotropy energy constant, the
Landé factor, and the Bohr magneton, respectively.

Let �n or �n� and En �n=0,1 ,2 , . . . � denote the eigenstates

and eigenenergies of the Hamiltonian Ĥ0, i.e., Ĥ0�n�=En�n�
so that Ĥ0=�nEn �n��n�. As shown in Fig. 1, we need to
consider only the four lowest energy levels �j� �j=0,1 ,2 ,3�
relevant for the investigation of the four-wave mixing con-

sidered here and, hence, we can take Ĥ0=� j=0
3 E j�j��j� for our

purpose. Besides, the wave magnetic fields H2 and H4 are
chosen to be polarized along the x axis while H1 and H3 are
chosen to be polarized along the y axis with their frequencies
chosen to satisfy the relevant resonance or near-resonance
conditions, i.e., �1��21, �2��20, �3��30, and �4��31,
with � jn= �E j −En � /� denoting the corresponding transition
frequencies. The interaction Hamiltonian in the interaction

picture, Ĥint=eiĤ0t/�V̂e−iĤ0t/�, under the rotating-wave ap-
proximation reads as

Ĥint/� = − �1e−i�1t+ik1·r�2��1� − �2e−i�2t+ik2·r�2��0�

− �3e−i�3t+ik3·r�3��0� − �4e−i�4t+ik4·r�3��1� + H.c.,

�2�

where � j are detunings defined as �1=�1−�21, �2=�2−�20,
�3=�3−�30, and �4=�4−�31, and the Rabi frequencies � j
are defined as16

�1 =
g�BH1

2�
�2�Ŝy�1�, �2 =

g�BH2

2�
�2�Ŝx�0� ,

�3 =
g�BH3

2�
�3�Ŝy�0�, �4 =

g�BH4

2�
�3�Ŝx�1� , �3�

with Hj characterizing the magnitude of the wave magnetic
field H j. Notice16 that in the situation where the z and x axes
coincide with the easy anisotropy axis and the dc magnetic

field, respectively, all the expectation values �j � Ŝx � i� in Eq.
�3� are nonzero due to the symmetric feature of the eigen-
states �j�, i.e., �0� and �2� are symmetric states while �1� and
�3� are antisymmetric states.

B. Description of the molecule’s dynamics

In describing the system’s dynamics, there usually exist
two formalisms: the Shrödinger formalism, where the state is
described by a state function or a state ket satisfying the
Shrödinger equation with decay rates inclusive, and the den-
sity operator formalism, where the state is described by a
density operator satisfying the master equation. It has been
shown that the Shrödinger formalism is equivalent to but
much simpler than the density operator formalism in describ-
ing the phenomenon of the EIT and the EIT-related multi-

wave mixing and soliton phenomena,20,27,29,35–39,43–45 in par-
ticular, see Ref. 39.

We, therefore, adapt the much simpler Shrödinger formal-
ism but we shall show that our results reduce to those of the
EIT in molecular magnets16 when the same conditions are
considered.

Denoting the state of one molecule as ���=C0�t��0�
+ C1�t�e−i	1t +i�k2−k1�·r�1�+C2�t�e−i	2t+ik2·r�2�+C3�t�e−i	3t+ik3·r


�3�, with 	1= ��2−�1�−�10 denoting a two-photon detun-
ing and 	k=�k−�k0 �k=2,3� being single-photon detunings,
and noting the phase matching conditions of k3−k4=k2−k1
and �3−�4=�2−�1 from the Schrödinger equation

i����� /�t=Ĥint��� in the interaction picture, we then obtain
the evolution equations for the probability amplitudes Cj�t�
as follows:

�C1

�t
= i�	1 + i�1�C1 + i�4

*C3 + i�1
*C2, �4a�

�C2

�t
= i�	2 + i�2�C2 + i�2C0 + i�1C1, �4b�

�C3

�t
= i�	3 + i�3�C3 + i�3C0 + i�4C1, �4c�

where 2�k �k=1,2 ,3� is the decay rate of the state �k�.

C. Equations for propagation of electromagnetic waves

We consider the four-wave mixing where electromagnetic
waves 1 and 4 are two strong cws and electromagnetic waves
2 and 3 are weak-pulsed electromagnetic waves. Conse-
quently the envelopes H1 and H4 are independent of the
space-time variables z and t while the slowly-varying enve-
lopes H2�z , t� and H3�z , t� depend on the space-time vari-
ables z and t. The differential equations for H2�z , t� and
H3�z , t� can be readily derived from Maxwell’s equations and
they read as

� �

�z
+

1

v

�

�t
	H2�z,t� = i

2��2
2

v
H2�z,t� , �5a�

� �

�z
+

1

v

�

�t
	H3�z,t� = i

2��3
3

v
H3�z,t� , �5b�

where 
 j �j=2,3� is the magnetic susceptibility defined by
the relation M j�z , t�=
 jH j�z , t� for the magnetization
M j�z , t�e−i�jt+ikjz /2+c.c. produced by the wave magnetic
field H j�z , t�e−i�jt+ikjz /2+c.c. and v is the wave speed of the
electromagnetic wave without taking into account the back
action of the magnetization M�z , t�.

It is pointed out that the static magnetization of the non-
interacting molecular magnets has been included in the wave
speed v, and the static magnetization should not be confused
with the magnetization M�z , t� produced by the electromag-
netic wave. Besides, in writing Eq. �5�, we have approxi-
mately taken v=v��2�
�2 /k2�v��3�
�3 /k3, which is a
good approximation if v��� varies slowly in the range of
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��2 ,�3
, a small frequency interval due to the fact that �2

��20, �3��30, and ��30−�20� /�30�1 for the system at
hand.

The magnetic susceptibilities 
 j �j=2,3� can be expressed
in terms of the probability amplitudes Cj�t� and C0�t� by the
formulas16


2 =
g�BN�0�Ŝx�2�C2C0

*

H2
=

N�g�B��0�Ŝx�2���2

2�

C2C0
*

�2
,


3 =
g�BN�0�Ŝy�3�C3C0

*

H3
=

N�g�B��0�Ŝy�3���2

2�

C3C0
*

�3
, �6�

where N is the number of molecules per unit volume.
Using Eqs. �3� and �6�, we can set Eq. �5� into the follow-

ing form:

� �

�z
+

1

v

�

�t
	� j = i� jCjC0

*, j = 2,3, �7�

where �2=N��2�g�B � �0 � Ŝx �2� � �2 /�v and �3=N��3


�g�B � �0 � Ŝy �3� � �2 /�v. This set of equations, together with
Eq. �4�, describes the propagation of pulsed electromagnetic
waves 2 and 3 in the system with the Rabi frequencies � j
�j=2,3� characterizing the corresponding wave magnetic
fields.

III. SOLUTIONS AND DISCUSSIONS

In this section, we solve differential Eqs. �4� and �7� under
the initial conditions Cj�t=0�=� j0, i.e., the molecules are all
in their ground state �0� at t=0, and the boundary conditions
where weak-pulsed electromagnetic wave 2 is illuminated at
the boundary z=0 while pulsed FWM electromagnetic wave
3 is not injected at the boundary z=0 and it is only generated
efficiently via the four-wave mixing within the system of
molecular magnets. It is noted that the two continuous elec-
tromagnetic waves �1 and 4� are always on and, hence, �1
and �4 are time- and space-independent constants. Besides,
throughout this section, we shall make the nondepleted
ground state approximation �C0�t��1
 which is always
adapted in describing the phenomenon of the EIT and
the EIT-related multiwave mixing and soliton
phenomena.18–40,43–45

A. Analytical solution for four-wave mixing

In order to obtain the analytical solutions, we use the
Fourier transform technique with respect to the time t. Tak-
ing the Fourier transform of Eqs. �4� and �7� and using the
nondepleted ground state approximation �A0�1�, we obtain

�� + 	1 + i�1��1 + �4
*�3 + �1

*�2 = 0, �8a�

�� + 	2 + i�2��2 + �1�1 = − �2, �8b�

�� + 	3 + i�3��3 + �4�1 = − �3, �8c�

�� j

�z
− i

�

v
� j = i� j� j, j = 2,3, �9�

where �k and � j are the Fourier transforms of Ck and � j
�j=2,3; k=1,2 ,3�, respectively, and � is the Fourier vari-
able.

The solution to Eq. �8� is

�1 = −
�� + 	3 + i�3��1

*�2 + �� + 	2 + i�2��4
*�3

S���
,

�10a�

�2 = −
S2���
S���

�2 +
�1�4

*

S���
�3, �3 =

�1
*�4

S���
�2 −

S3���
S���

�3,

�10b�

with

S��� = ��1�2�� + 	3 + i�3� + ��4�2�� + 	2 + i�2�

− �� + 	1 + i�1��� + 	2 + i�2��� + 	3 + i�3� ,

�11a�

S2��� = ��4�2 − �� + 	1 + i�1��� + 	3 + i�3� , �11b�

S3��� = ��1�2 − �� + 	1 + i�1��� + 	2 + i�2� . �11c�

Substituting Eq. �10b� into Eq. �9� and making use of the
initial condition for the FWM-generated field, i.e., �3�0,��
=0, we obtain

�2�z,�� =
�2�0,���U+eizK− − U−eizK+


U+ − U−
, �12a�

�3�z,�� =
U+U−�2�0,���eizK− − eizK+


U+ − U−
, �12b�

where K±=K±���, U±=U±���, and

K±��� =
�

v
+

− ��3S3��� + �2S2���
 ± �G���
2S���

,

=K±�0� + K±
�1�� + O��2� , �13a�

U±��� =
�2S2��� − �3S3��� ± �G���

2�2�1�4
* ,

=W± + O���, W± = U±�0� , �13b�

with G���= ��3S3���−�2S2���
2+4�2�3��1�2��4�2.
Figure 2 shows the generated FWM field intensity

�3�z ,�� versus the detuning 	3 for several different values
of the decay rate �1. Figure 3 illustrates the absorption coef-
ficients �±=2 Im�K±
 of the two modes characterized by the
subscripts � in Eqs. �12� and �13� versus the Rabi frequency
�4.

These two figures clearly demonstrate how the generated
FWM field intensity is affected by the detunings and the
decay rate or dephasing rate �1 originated from50 those
broadenings such as collisions, disorder, and the inhomoge-
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neous broadening of levels due to dipolar fields and disorder.
On the other hand, the limitations on the inhomogeneous
broadening of levels due to dipolar fields and disorder not
accounted for by the detunings and the decay rates are dis-
cussed in detail in part B of Sec. IV of Ref. 16

The analytical expressions of the pulsed fields are still
complicated in order to perform inverse Fourier transform,
but much physical insight can be gained by seeking their
approximated inverse Fourier transform with the approxima-
tion of neglecting both O��� terms in U± and O��2� terms in
K±. Then, it is straightforward to obtain

�2�z,t� =
W+�2��−�eizK−�0� − W−�2��+�eizK+�0�

W+ − W−
, �14a�

�3�z,t� =
W+W−��2��−�eizK−�0� − �2��+�eizK+�0�


W+ − W−
,

�14b�

where �2�t�
�2�z=0, t� is electromagnetic field 2 at z=0,
�±= t−z /Vg±, W±=U±�0�, the group velocities Vg± are deter-

mined by 1/Vg±=Re�K±
�1�
, Re�K±�0�
 denote the phase shifts

per unit length, and 2 Im�K±�0�

�± are absorption coeffi-
cients.

B. Analytical solution for electromagnetically
induced transparency

In this subsection, we consider the time-dependent EIT
where electromagnetic waves 3 and 4 do not exist. Our pur-
poses are threefold. First of all, we want to show that all the
previous results on the EIT in molecular magnets16 can sim-
ply be obtained by considering Eqs. �4� and �6� by taking
�3=�4=0 because electromagnetic waves 3 and 4 do not
exist in the case of the EIT.16 Secondly, this agreement be-
tween our theory with the previous one adapting the density
operator formalism16 serves to illustrate the equivalence of
the Shrödinger formalism and the density operator formalism
in describing the EIT and the EIT-related phenomena in mo-
lecular magnets, although such equivalence in cold atom me-
dia has already been shown before.20,27,29,35–39,43–45 Lastly,
but no less importance, in the previous study on the EIT,16

Shvetsov et al. have adapted the steady-state and continuous-
wave approximations which amount to consider the situation
of taking � /�t=0 in Eq. �4� and that �1 and �2 are time- and
space-independent constants. Here, we want to go one step
further by considering a time-dependent treatment. In this
way, our theory is able to consider the pulse propagation of
the probe or signal wave, i.e., electromagnetic wave 2, and to
obtain the corresponding group velocity.

Performing the Fourier transform to Eq. �4� with �3
=�4=0, we obtain

�2 =
� + 	1 + i�1

��1�2 − �� + 	1 + i�1��� + 	2 + i�2�
�2. �15�

This equation can also be obtained from Eqs. �10� and �11�
simply by taking �3=0 and �4=0.

In the steady-state approximation, by taking � /�t=0 in
Eq. �4� again with �3=�4=0, we have the steady-state result

C2 =
	1 + i�1

��1�2 − �	1 + i�1��	2 + i�2�
�2. �16�

Once again, this equation can be simply obtained from Eq.
�15� by the rule of taking �=0, �2→C2, and �2→�2. This
rule is equivalent to the steady-state approximation applying
to Eq. �4� with �3=�4=0. Using Eqs. �6� and �16� with
C0�1, we then have the result


2 =
N�g�B��0�Ŝx�2���2

2�

	1 + i�1

��1�2 − �	1 + i�1��	2 + i�2�
,

�17�

where 	1= ��2−�1�−�10 denotes the two-photon detuning
and 	2=�2−�20 is the single-photon detuning. Obviously,
this result is the same as the central result of Ref. 15 in its
Eq. �20� except for a difference of a factor of 2. This differ-
ence obviously comes solely from the definition difference
and does not come from the theory derivation. In our view,
there should be no factor of 2 in the first line �defining the
susceptibility� of Eq. �20� in Ref. 15.
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FIG. 2. Generated FWM field intensity ��3�2 versus the detuning
	3=�3−�30 for several different values of the decay rate �1. The
parameter values are �1=�4=�2, �2=10�3=0.1�2 /z, �=	1=	2

=	3=0, and �3=�2.
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FIG. 3. Absorptions �±z=2z Im�K±
 versus the Rabi frequency
�4 /�2 for several different values of the decay rate �1. The param-
eter values are �1=�2, �2=10�3=0.1�2 /z, �=	1=	2=	3=0, and
�3=�2.
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Let us now discuss the time-dependent EIT by using Eq.
�15� and the following equation, i.e., Eq. �7� for j=2 with
C0�1:

� �

�z
+

1

v

�

�t
	�2 = i�2C2, �18�

where �2=N��2�g�B��0�Ŝx�2���2 /�v. Performing the Fourier
transform to this equation, using Eq. �15b�, we readily obtain

�2�z,�� = �2�0,��eiK���z, �19�

with

K��� =
�

v
+

�� + 	1 + i�1��2

��1�2 − �� + 	1 + i�1��� + 	2 + i�2�
. �20�

Again, using the approximation K���=K�0�+K�1��+O��2�
and performing the inverse Fourier transform, we then have
the analytical expression for the propagation of pulsed wave
2 as follows:

�2�z,t� = �2�t − z/Vg�eiK�0�z, �21�

where �2�t�
�2�z=0, t� is electromagnetic field 2 at z=0,

K�0� =
�	1 + i�1��2

��1�2 − �	1 + i�1��	2 + i�2�

 	k + i

�

2
, �22�

and the complex group velocity Vg=1/K�1� can be exactly
obtained but we only give its approximate expression as fol-
lows:

Vg �
v

1 + �
, � =

N��2�g�B��0�Ŝx�2���2

���1�2 − �	1 + i�1��	2 + i�2�
�
, �23�

where 	1= ��2−�1�−�10 and 	2=�2−�20.
In Eq. �22�, the two real parameters 	k and � denote the

phase shift per unit length and the absorption coefficient,
respectively, if the group velocity takes nearly a real value in
some parameter regimes. In the two-photon resonance con-
dition or Raman resonance condition, 	1= ��2−�1�−�10=0,
and the conditions of the strong control field, ��1�2
��1��	2+ i�2�� and ��1�2��1�2, the absorption coefficient �
is very small and, hence, the probe wave or electromagnetic
wave 2 can go nearly freely through an optically thick me-
dium due to the presence of the strong control field.

C. Discussions on Doppler Effect

Before ending this section, we briefly discuss the effects
of Doppler broadening due to the molecule’s thermal veloc-
ity. So far, we have only considered the motionless mol-
ecules but the results can be readily generalized to those
when a molecule moves with a velocity V by the replace-

ment � j→� j −k ·V
� j −kjzVz �all the waves are assumed to
propagate along the positive or negative z directions in this
paper� or the replacements 	1= ��2−�1�−�10→ ��2−�1�
−�10+ �k1z−k2z�Vz and 	 j =� j −� j0→� j −� j0−kjzVz �j
=2,3�. The Vz-dependent quantities thus obtained are then
averaged over a given thermal velocity distribution f�Vz�,
which results in the so-called Doppler broadening. From the
above discussions, we see that the velocity-dependent effect
in the two-photon detuning 	1 in the copropagating case
k1zk2z�0 is much smaller than the one in the counterpropa-
gating case k1zk2z�0. This difference is significant when
considering �k1z���k2z� because ��20−�10� /�21�1 in the
usual EIT configuration. Consequently, the velocity-
dependent or the Doppler effect in the two-photon detuning
	1 can be usually neglected compared with the Doppler ef-
fect in the single-photon detunings if we choose the waves to
propagate in the same direction.

On the other hand, in studying the EIT or the EIT-related
phenomena, one can take the strong control field�s� to sup-
press the Doppler effect in the single-photon detunings. For
instance, from Eq. �22�, it is seen that in the two-photon
resonance condition, 	1=0 �or 	1�0 when the small
velocity-dependent effect is taken into account in the co-
propagating case�, and the condition of the strong control
field, ��1�2��1��	2+ i�2��, the absorption coefficient �
��1�2 / ��1�2 is nearly independent of the velocity-
dependent effect. Therefore, we see that the EIT or the EIT-
related phenomena can occur not only in the cold media but
also in media of relatively high temperatures, as the experi-
ments showed before.41

IV. CONCLUSIONS

In conclusion, we have analyzed the four-wave mixing in
molecular magnets via electromagnetically induced transpar-
ency by a time-dependent treatment. We have explicitly ob-
tained the analytical expressions of pulsed electromagnetic
waves �2 and 3�, their group velocities, the corresponding
phase shifts, and absorption coefficients. We have investi-
gated analytically the time-dependent electromagnetically in-
duced transparency in molecular magnets as well, which
goes beyond the previous results with the cw treatment. Our
results may be used to produce coherent radiation of new
frequencies and with certain tunability at low pump intensi-
ties in applications such as nonlinear laser spectroscopy and
quantum nonlinear optics.

ACKNOWLEDGMENTS

The work is supported in part by the NSF of China
�Grants No. 60478029, No. 10575040, No. 10634060, and
No. 90503010� and by the National Fundamental Research
Program of China �Grant No. 2005CB724508�.

FOUR-WAVE MIXING IN MOLECULAR MAGNETS VIA… PHYSICAL REVIEW B 76, 054425 �2007�

054425-5



1 D. Gatteschi and R. Sessoli, Angew. Chem., Int. Ed. 42, 268
�2003�, and references therein.

2 W. Wernsdorfer and R. Sessoli, Science 284, 133 �1999�; K.
Petukhov, S. Bahr, W. Wernsdorfer, A.-L. Barra, and V. Mosser,
Phys. Rev. B 75, 064408 �2007�.

3 E. M. Chudnovsky and D. A. Garanin, Phys. Rev. Lett. 87,
187203 �2001�.

4 J. R. Friedman, M. P. Sarachik, J. Tejada, and R. Ziolo, Phys.
Rev. Lett. 76, 3830 �1996�; M. Bal et al., Phys. Rev. B 70,
140403�R� �2004�.

5 C. Sangregorio, T. Ohm, C. Paulsen, R. Sessoli, and D. Gatteschi,
Phys. Rev. Lett. 78, 4645 �1997�; M. Bal, Jonathan R. Fried-
man, Y. Suzuki, E. M. Rumberger, D. N. Hendrickson, N. Avra-
ham, Y. Myasoedov, H. Shtrikman, and E. Zeldov, Europhys.
Lett. 71, 110 �2005�.

6 M. N. Leuenberger and D. Loss, Nature �London� 410, 789
�2001�.

7 A. Ardavan, O. Rival, J. J. L. Morton, S. J. Blundell, A. M.
Tyryshkin, G. A. Timco, and R. E. P. Winpenny, Phys. Rev. Lett.
98, 057201 �2007�.

8 M. G. Benedict, P. Földi, and F. M. Peeters, Phys. Rev. B 72,
214430 �2005�.

9 C. Calero, E. M. Chudnovsky, and D. A. Garanin, Phys. Rev. B
72, 024409 �2005�.

10 D. H. Kang and G.-H. Kim, Phys. Rev. B 74, 184418 �2006�;
G.-H. Kim and T.-S. Kim, Phys. Rev. Lett. 92, 137203 �2004�.

11 E. del Barco, A. D. Kent, S. Hill, J. M. North, N. S. Dalal, E. M.
Rumberger, D. N. Hendrickson, N. Chakov, and G. Christou, J.
Low Temp. Phys. 140, 119 �2005�.

12 E. M. Chudnovsky and D. A. Garanin, Phys. Rev. Lett. 93,
257205 �2004�.

13 I. D. Tokman and G. A. Vugalter, Phys. Rev. A 66, 013407
�2002�.

14 I. D. Tokman, G. A. Vugalter, A. I. Grebeneva, and V. I. Pozd-
nyakova, Phys. Rev. B 68, 174426 �2003�.

15 I. D. Tokman, G. A. Vugalter, and A. I. Grebeneva, Phys. Rev. B
71, 094431 �2005�.

16 A. V. Shvetsov, G. A. Vugalter, and A. I. Grebeneva, Phys. Rev.
B 74, 054416 �2006�.

17 X.-T. Xie, W. Li, J. Li, W.-X. Yang, A. Yuan, and X. Yang, Phys.
Rev. B 75, 184423 �2007�.

18 S. E. Harris, Phys. Today 50�7�, 36 �1997�; J. P. Marangos, J.
Mod. Opt. 45, 471 �1998�.

19 S. E. Harris and L. V. Hau, Phys. Rev. Lett. 82, 4611 �1999�.
20 H. Schmidt and A. Imamoğlu, Opt. Lett. 21, 1936 �1996�.
21 M. D. Lukin and A. Imamoğlu, Phys. Rev. Lett. 84, 1419 �2000�.
22 M. O. Scully and M. S. Zubiary, Quantum Optics �Cambridge

University Press, Cambridge, 1997�.
23 A. B. Matsko, O. Kocharovskaya, Y. Rostovtsev, G. R. Welch, A.

S. Zibrov, and M. O. Scully, Adv. At., Mol., Opt. Phys. 46, 191
�2001�.

24 A. S. Zibrov, C. Y. Ye, Y. V. Rostovtsev, A. B. Matsko, and M. O.
Scully, Phys. Rev. A 65, 043817 �2002�.

25 A. B. Matsko, I. Novikova, G. R. Welch, and M. S. Zubairy, Opt.
Lett. 28, 96 �2003�.

26 Y. V. Radeonychev, M. D. Tokman, A. G. Litvak, and O. Ko-
charovskaya, Phys. Rev. Lett. 96, 093602 �2006�.

27 S. E. Harris and Y. Yamamoto, Phys. Rev. Lett. 81, 3611 �1998�.
28 Y. Wu, M. G. Payne, E. W. Hagley, and L. Deng, Opt. Lett. 29,

2294 �2004�; Phys. Rev. A 69, 063803 �2004�; 70, 063812
�2004�.

29 H. Kang, G. Hernandez, and Y. Zhu, J. Mod. Opt. 52, 2391
�2005�; H. Kang, G. Hernandez, J. Zhang, and Y. Zhu, Phys.
Rev. A 73, 011802�R� �2006�.

30 M. D. Lukin, A. B. Matsko, M. Fleischhauer, and M. O. Scully,
Phys. Rev. Lett. 82, 1847 �1999�.

31 X. J. Liu, Z. X. Liu, X. Liu, and M. L. Ge, Phys. Rev. A 73,
013825 �2006�; X.-J. Liu, X. Liu, L. C. Kwek, and C. H. Oh,
Phys. Rev. Lett. 98, 026602 �2007�.

32 Z. Li, L. P. Deng, L. S. Xu, and K. Wang, Eur. Phys. J. D 40, 147
�2006�; Y. Wu and X. Yang, Opt. Lett. 31, 519 �2006�; 30, 311
�2005�.

33 J. Gea-Banacloche, Y. Q. Li, S. Z. Jin, and M. Xiao, Phys. Rev. A
51, 576 �1995�; Y. Zhang, A. W. Brown, and M. Xiao, ibid. 74,
053813 �2006�.

34 M. V. Pack, R. M. Camacho, and J. C. Howell, Phys. Rev. A 74,
013812 �2006�.

35 Y. Wu and X. Yang, Phys. Rev. A 70, 053818 �2004�.
36 Y. Wu, J. Saldana and Y. Zhu, Phys. Rev. A 67, 013811 �2003�.
37 Y. Wu, L. Wen, and Y. Zhu, Opt. Lett. 28, 631 �2003�.
38 Y. Wu, Phys. Rev. A 71, 053820 �2005�.
39 Y. Wu and X. Yang, Phys. Rev. A 71, 053806 �2005�.
40 B. K. Dutta and P. K. Mahapatra, J. Phys. B 39, 1145 �2006�;

Phys. Scr. 75, 345 �2007�.
41 M. M. Kash, V. A. Sautenkov, A. S. Zibrov, L. Hollberg, G. R.

Welch, M. D. Lukin, Y. Rostovtsev, E. S. Fry, and M. O. Scully,
Phys. Rev. Lett. 82, 5229 �1999�.

42 M. R. Singh and I. Haque, J. Mod. Opt. 52, 1857 �2005�; F.
Dell’Anno, S. D. Siena, and F. Illuminati, Phys. Rep. 428, 53
�2006�.

43 Y. Wu and L. Deng, Opt. Lett. 29, 2064 �2004�.
44 Y. Wu and L. Deng, Phys. Rev. Lett. 93, 143904 �2004�.
45 Y. Wu, Phys. Rev. A 71, 053820 �2005�.
46 X. J. Liu, H. Jing, and M. L. Ge, Phys. Rev. A 70, 055802 �2004�.
47 D. V. Skryabin and A. V. Yulin, Phys. Rev. E 74, 046616 �2006�.
48 M. Marklund, P. K. Shukla, B. Bingham, and J. T. Mendonça,

Phys. Rev. E 74, 067603 �2006�.
49 X.-T. Xie, W.-B. Li, and W.-X. Yang, J. Phys. B 39, 401 �2006�.
50 Andrea Morello, P. C. E. Stamp, and Igor S. Tupitsyn, Phys. Rev.

Lett. 97, 207206 �2006�; A. Ardavan, O. Rival, J. J. L. Morton,
S. J. Blundell, A. M. Tyryshkin, G. A. Timco, and R. E. P.
Winpenny, ibid. 98, 057201 �2007�.

YING WU AND XIAOXUE YANG PHYSICAL REVIEW B 76, 054425 �2007�

054425-6


