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The goal of this paper is to demonstrate that surface states in a defect chain embedded in a host photonic
crystal can be viewed as an interplay between the Tamm-like and Shockley-like states. The defect chain with
alternating strong and weak bonds is analyzed using an empirical tight-binding model and the finite difference
time domain technique. We investigate how the spectrum of the structures changes with different termination
of the chain. It is shown that under certain conditions the Tamm and Shockley states can coexist or can
transform from one to the other. These important features allow for controlling the surface states in photonic

crystals in frequency, location, and strength.
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I. INTRODUCTION

There is an increasing interest in surface states in elec-
tronic and photonic crystals. As the size of active devices
decreases, the role of surfaces becomes increasingly impor-
tant. Historically, the pioneering papers by Tamm!' and
Shockley? marked the beginning of the field of surface phys-
ics of solids in the 1930s.? Since then, surface states are in
general distinguished between Tamm and Shockley states.’
In the 1970s the first demonstration of the localized photonic
surface states in the electromagnetic analog of solids, nowa-
days called photonic crystals (PCs),*~¢ revealed certain simi-
larities in their properties with those of solids. It was natural
to relate the surface states of PCs to the Tamm or Shockley
surface states known in solids.*® However, the surface states
on PCs often reveal themselves in unexpected ways: for ex-
ample, in collimating’~ and imaging'® of light. This causes
confusion about their properties and their underlying
physics.!-12

Pursuing a more exact analogy of Tamm’s and Shockley’s
models in PCs recently,'>'> we investigated the surface
states of a one-dimensional defect chain embedded in a host
PC. We demonstrated that the Shockley and Tamm surface
states indeed have their electromagnetic analogs in PCs. We
showed that, in the case of the defect chain with a simple
unit cell containing one defect, whenever the surface states
appear, they must be the Tamm-like states.!»!> The
Shockley-like surface states appear in a defect chain with a
complex unit cell containing two different types of defects
and/or strong (short) and weak (long) bonds.'>!* In this pa-
per we will go beyond the models we studied previously for
the pure Schockley'* or Tamm!® surface states and consider
the possibility of their coexistence.

It is well-known that the Tamm-like and Shockley-like
surface states are complementary to each other in the
case of solids.'®!” Both of them are very sensitive to
the coupling constants which define the widths of the
allowed bands.®> In Fig. 1 we show the schematic of a
one-dimensional atomic chain with the Tamm-like (dashed
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line) and Shockley-like (solid line) potentials. In Tamm’s
model! the surface states appear entirely due to the perturba-
tion to the potential of the outermost cell of the crystal (sur-
face cell) as shown by the dashed line in Fig. 1. Since the
potential of the surface cells is not symmetric with respect
to the positions of the surface atoms, the potential is referred
to as asymmetric.>'® The asymmetry of the surface potential
causes the shift (perturbation) of atomic level in the surface
cell by a value of A with respect to the interior cells as
shown in Fig. 1. The perturbation A is a key parameter of
Tamm’s theory. As soon as the value of A becomes compa-
rable with the coupling constant, some states fall out of
the allowed band into the forbidden band and become the
surface states. Therefore the Tamm states are more likely to
fall out of the narrow allowed band.!> In contrast, the poten-
tial in the surface cell in the case of Shockley’s model
is similar to that of the interior cells (solid line in Fig. 1),
and thus the Shockley-like surface potential is referred to
as the symmetric one. Shockley showed that the surface
states can appear even in the symmetrical surface potential
if the coupling between different atomic orbitals is so
strong that they can cross. The Shockley states appear in
the so-called inverted band gap formed by anticrossing of the
wide hybrid bands.'>'> As a result, there is a narrow
window of the widths of the allowed bands where the
conditions for both types of the surface states can be satis-
fied. As a matter of fact this feature is widely used in

FIG. 1. (Color online) Schematic of one-dimensional atomic
chain with the Tamm-like (dashed line) and Shockley-like (solid
line) potentials. A shows the perturbation of the atomic level
(dashed-dotted line) in the surface cell in the case of the Tamm-like
potential.

©2007 The American Physical Society


http://dx.doi.org/10.1103/PhysRevB.76.045305

N. MALKOVA AND C. Z. NING

(o e e o @000 0 00 0
o0 0000000000
ooBIooEoooooodoo
e @ O o o ® O o o_@ @ e
Ogoo(xooﬁoooooTogﬂ

e e 0000000000

zéﬁxoooooooooooo

®s o 00000000 0000
o0 00000000000

51 eecccececcc o0 S2
o..oo..o‘t‘?::o.
opeo0ccocece e ol
000000000000
000000000000

e o 000000 ®@ 0000 00
o0 000000000000

S o 00 o000 00 000
clo o e ve oo ieaen
0P3oooooooooooroo Pl
0000000000000
0000000000000

FIG. 2. (Color online) Coupled defect structures with unit cell
containing two identical defects (small circles) embedded in a per-
fect host PC (gray circles). The surface layers of the host crystal
shown by light gray circles were removed in order to model the
asymmetrical surface potential. The sources (S1 and S2), light col-
lection ports (P1-P4), perfect matched layers (gray boxes), and ref-
erence system are shown.

solids. If it is desirable to remove the Shockley-like surface
state from the band gap, the surface is passivated by different
atoms, which generate the perturbation of the surface poten-
tial strong enough to move the surface state into the allowed
band.

The goal of this paper is to investigate the correlation
between the Tamm-like and Shockley-like surface states on
PCs and to demonstrate the possible transformation between
them. We consider the Shockley-like states in the presence of
an asymmetrical perturbation of the surface potential, which
presumably generates the Tamm-like states. We again sim-
plify the problem and study a one-dimensional defect chain
embedded in a two-dimensional PC. We focus on the chains
of identical defects with alternating strong (short) and weak
(long) bonds shown in Fig. 2. We analyze such structures
theoretically and numerically using the finite difference time
domain (FDTD) simulations to verify empirical tight-binding
modeling. !

The paper is organized as follows. In Sec. I we describe
the model systems to be studied and discuss the tight-binding
analysis of the surface states in PCs. In Sec. III, we present
the FDTD simulations and explain the numerical results in
terms of the tight-binding model. Section IV concludes the
paper with a summary of the main results.
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II. THEORY OF SHOCKLEY SURFACE STATES OF THE
DEFECT CHAIN WITH ASYMMETRICAL SURFACE
POTENTIAL

The model systems shown in Fig. 2 represent two-
dimensional (2D) arrays of the infinitely long (in the z di-
rection) dielectric rods embedded in another dielectric me-
dium. This otherwise perfect two-dimensional PC (gray
circles) is doped with a chain of the defect rods separated
by the lattice parameter d. The unit cell of the chain con-
tains two identical defects (small filled circle) supporting
the nondegenerate s mode. We design this structure in such
a way that the chain would generate the defect states (or
the allowed band of the chain) inside the band gap of
the host crystal. Then in the first-order approximation, we
neglect the coupling between the defect rods and the
host crystal. Therefore we can consider this structure as a
periodic chain installed in another quasihomogeneous me-
dium, whose role is to confine light in the direction per-
pendicular to the chain and to generate defect states of
desired type. We consider three structures: structures 1 and 3
with complete unit cells [Figs. 2(a) and 2(c)] and structure
2 with incomplete unit cells [Fig. 2(b)]. For all structures,
we distinguish two cases of the surface potential. It was
shown!3 that the perturbation of the end defect of the chain
strongly depends on its separation from the surface of the
host PC. The surface unit cell is only perturbed when the end
defects of the chain are placed on the surface of the host
crystal. Thus we create a perturbed surface cell by removing
the surface layers of the host crystal shown in light gray
circles in Figs. 2(a) and 2(b) (compare with dashed line in
Fig. 1).

For theoretical analysis, we use the tight-binding ap-
proach described in detail in Refs. 13 and 14. We briefly
specify the model for the structures studied in this paper.
The defect chains in Fig. 2 include N unit cells separated
by the lattice parameter d. Each unit cell of the chain
(Fig. 2) contains two s defects shifted with respect to
each other by 7. The wave function of the chain is ex-
pressed as a linear combination of the s-type eigenmodes,
¢(r—nd) and ¢y(r—7—nd), of the individual defects of the
nth unit cell W(r,0)==N_ [a,(1) ¢y(r—nd) +b,(t) ,(r— 7-nd)].
The dynamics of the field amplitudes a,(¢) and b,(t) is
described by the following set of ordinary differential
equations:'*

d
iaan =aa,+ IB(an—l + an+1) + :Blbn + ﬁsbn—l ’

d
labnzabn"'ﬁ(bn—l +bn+1)+:81an+ﬁsan+l’ (1)

where a=w—ivy are the complex eigenvalues of the indi-
vidual s defects defined by the frequency, w, and by the
width, v, of the resonant peak. The coupling matrix elements
B, B;, and B, are overlap integrals between the relevant de-
fect modes as specified in Fig. 2(a). The 8 defines the cou-
pling between the identical defects in the closest unit cells,
with the value of 48 being the width of the allowed band
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forthe chain with one defect in the unit cell. The B, and
Bdefine the coupling through the short and long bonds, re-
spectively.

For an infinite chain of the defects, the solution of prob-
lem (1) gives the dispersion relation:

w;5(k) = a+ 2B cos(kd) = By, (2)

a-o Bl B 0 0 -
B, a-o B B 0 -
B B a-o B B 0 -
0 a-w B B -

(e
(e}
(e
(e
(e}
o O

Here we introduce the asymmetry of the surface potential
through the perturbation of the eigenvalues (o’ and «”) and
coupling constants (B’, 8", B., and B3) of the end defects.
The solution of Eq. (3) defines 2N eigenenergies, w,, and
eigenfunctions, W,, with [W,[>=3,_,. /(A2 +B3).

First we analyze the eigenvalue problem (3) for structure
1 or 3 with four complete unit cells [Figs. 1(a) and 1(c)]
when we gradually increase the perturbation of the end de-
fects. For simplicity we assume that the surface perturbation
does not affect the coupling constants (8'=8"=8 and B;
= =p,). First we consider the case when both end defects
are perturbed identically (a’ =« # ). We describe the sur-
face perturbation by the dimensionless parameter A=(«
—a')/B, and use the dimensionless units for energy, (w
—a)/B,. Since the B describe the coupling between the
nearest neighbors and the 3 describes the coupling between
the next nearest neighbors, we can assume that 5, ;> .

As shown in Ref. 13, for the structure with alternating
short and long bonds the governing parameter for the surface
states is the ratio of strengths of the bonds, =g/, As
soon as 7>1 the surface states appear at the edges of the
allowed bands, and they move deeper inside the band gap
when 7 increases. We demonstrate the solution of eigenvalue
problem (3) for the chain of four complete unit cells at A
=0 and 4.5 in Figs. 3(a) and 3(b) and Figs. 3(c) and 3(d),
respectively. We assumed here that 7=3. The eigenvalues
are shown by the stars and the dispersion relation of infinite
chain calculated from Eq. (2) is shown by the solid lines in
Figs. 3(a) and 3(c). The corresponding absolute values of
wave functions |W| defined above are presented in ascending
order from bottom to top in Figs. 3(b) and 3(d). Figure 3(e)
demonstrates the change of the energy levels of the chain as
a function of perturbation A. The dashed regions show the
allowed bands of infinite chain.
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where ;.= B2+ 37 +28,8, cos(kd). The two branches of the
spectrum w; , describe the so-called bonding and antibond-
ing bands.

For a finite chain, we consider the case when the chain is
terminated by the strong (short) bonds and the Shockley sur-
face states can appear.'® For a chain of N unit cells we obtain
the following eigenvalue problem:

00 0 0 \[a
00 0 0 B,
o0 0 0 A,
00 0 0 B, |=o0. 3)
B B a-w 8 Ay
0 B8 B d-ow| \By

We can see from Fig. 3(a) that at A=0 the two states fall
out of the allowed bands. They form the two surface states
almost in the middle of the band gap. These states are char-
acterized by the imaginary value of £ and strongly localized
at the surface [see Fig. 3(b)]. Since these states are caused by
the termination of the chain by the strong bonds, they are the
Shockley surface states. With increasing in perturbation A,
these states move down in energy [see Fig. 3(e)]. At A~3
they reach band-edge of the lower allowed band and become
conducting states characterized by the real value of momen-
tum k. Simultaneously, at A>3 two other states fall out of
the lower allowed band and form the surface states [see Figs.
3(c) and 3(d)]. Such surface states must be classified as the
Tamm states because they are caused by the perturbation of
the surface potential. Importantly, the condition A>3 im-
plies that the perturbation A becomes as large as the # pa-
rameter. We therefore see that the Shockley surface states
can transform into the Tamm surface states when the pertur-
bation of the surface cell becomes as large as the ratio of
strengths of the bonds, A> 7.

From Fig. 3(e) we also note that the two Shockley surface
states deep inside the band gap almost overlap each other.
These states can be split into two well-separated states, for
example, if only one of the end defects is perturbed (o’
# o/'=a). Figure 3(f) shows the energy levels versus the per-
turbation A when only one of the end defects is perturbed in
contrast to Fig. 3(e) when both end defects are perturbed. We
can see that with increasing perturbation only one of the
Shockley states moves down in energy and finally converts
into the Tamm state at A> . The other state stays un-
changed through the entire interval of the A. In the interval
0 <A <7 the separation between the two states is propor-
tional to the perturbation A. It is interesting to note that this
structure gives a wonderful example of the coexistence of the
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FIG. 3. (Color online) The solution of eigenvalue problem (3)
for the chain of four complete unit cells at A=0 [(a) and (b)] and
A=4.5 [(c) and (d)]. The eigenvalues are shown by stars and the
dispersion relations of infinite chain calculated from Eq. (2) are
shown by solid lines in (a) and (c). The corresponding absolute
values of the wave functions |¥| are presented in ascending order
from bottom to top in (b) and (d). The change of the energy levels
of the chain as a function of the perturbation A is demonstrated in
(€) when both end defects are perturbed and in (f) when only one
end defect is perturbed. The dashed regions show the allowed bands
of infinite chain.
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Tamm and Shockley surface states on the two sides of the
sample.

Figure 4 shows the solution of the eigenvalue problem for
structure 2 [Fig. 2(b)], which represents a defect chain of five
incomplete cells. The spectrum and the wave functions at
A=0, 2, and 4.5 are shown in Figs. 4(a) and 4(b), Figs. 4(c)
and 4(d) and Figs. 4(e) and 4(f), respectively. The change of
the energy levels versus the perturbation parameter A is dem-
onstrated in Fig. 4(g).

As we discussed in Ref. 13 in the nonperturbed case, any
structure with alternating strong and weak bonds with in-
complete unit cells has one Shockley surface state almost in
the middle of the inverted band gap [see Fig. 4(a)]. This state
is localized at the defect with the strong broken bond as
shown in Fig. 4(b). We can see in Fig. 4(g) that with increas-
ing perturbation, this state moves down in energy and, simul-
taneously, the two states fall out of the allowed bands at A
> 1. They form the surface states on the opposite side of the
chain with the weak broken bond [see the first and sixth from
the bottom curves in Fig. 4(f)]. These states are caused by
the surface perturbation and, therefore, are the Tamm surface
states. We can see in Fig. 4(g) that at 1 <A < 7 the Shockley
and Tamm surface states coexist. Finally at A> 7, the
Shockley state merges with the lower allowed band and the
Tamm-like surface state falls from the lower allowed band
[see Figs. 4(e) and 4(f)]. We can view this effect as transition
or conversion of the Shockley state into the Tamm state even
so there is no continuous transition between those states in
terms of energy; but both the Tamm and Shockley states are
caused by the termination of the chain, being localized on the
surface.

From this analysis we conclude that, by varying the per-
turbation of the surface potential, the surface states can be
converted from the Shockley-like into Tamm-like surface
states. Critical condition for this conversion is that the per-
turbation of the surface cell must be larger than the ratio of
strengths of the bonds. We have also seen that for the struc-
ture with incomplete unit cells the Tamm-like and Shockley-
like surface states can coexist in the interval 1 <A <.

III. NUMERICAL RESULTS

Next we will conduct numerical simulations to confirm
the theoretical analysis presented in the last section. For the
numerical investigation we use the FDTD technique.?’ Our
computational domain is shown in Fig. 2. It was divided into
uniform square mesh Ax=a/40 (a is the lattice constant of
the host crystal). The computational domain was surrounded
by perfectly matched layers (gray boxes in Fig. 2), with the
thickness corresponding to ten layers of the discretization
grid. The numerical simulations were performed with a total
of 100 000 time steps, with each time step Ar=Ax/(2¢). In
order to excite the surface states on both sides of the chain,
we examined the structures in two runs. At first by launching
a Gaussian beam at one side of the structure (S1 in Fig. 2) we
analyzed the transmission and near field spectrum by collect-
ing the signal at ports P1 and P3, respectively. In the second
run, we launched the beam at the other side (S2 in Fig. 2)
and collected the signal at ports P2 and P4. The transmission
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FIG. 4. (Color online) The solution of eigenvalue problem (3)
for the chain of five incomplete unit cells at A=0 [(a) and (b)], 2
[(c) and (d)], and 4.5 [(e) and (f)]. The eigenvalues are shown by
stars and the dispersion relation of infinite chain calculated from
Eq. (2) are shown by solid lines in (a), (c), and (e). The correspond-
ing absolute values of the wave functions are presented in ascend-
ing order from bottom to top in (b), (d), and (f). The change of the
energy levels of the chain as a function of the perturbation A is
demonstrated in (g). The dashed regions show the allowed bands of
infinite chain.
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coefficient was calculated by normalizing the collected sig-
nal or response function at Ports 1 and 2 to the reference
signal. The spatial width of the beam was equal to 20 grid
cells. A frequency spectrum of the source covered the region
of interest Aw=0-0.4.

Our choice of the structure to demonstrate the effect of
the surface perturbation on the Shockley states must satisfy
two main requirements: (1) a weak coupling between the
allowed bands of the host crystal and defects; and (2) a large
perturbation of the end defects. The first requirement can be
satisfied if the relevant band gap of the host PC is much
larger than the width of the allowed bands of the defect
chain. Therefore we chose the defect chain with sufficiently
large lattice parameter (d=4a for structures 1 and 2). As for
the second requirement, we know that the perturbation of the
end defect can be controlled by its separation from the sur-
face of the host PC.!> The perturbation is at maximum when
the end defect of the chain is placed at the surface of the host
PC, and it is decreasing fast when the end defect moves away
from the surface of the crystal. Our analysis showed that in
the case of the square lattice of the silicon rods (e,=11.9) in
vacuum, the strongest perturbation is achieved for the defect
rods of R;=0.18a embedded into the host crystal with R
=0.35a.

The results of our analysis for structures 1 and 2 are
shown in Figs. 5 and 6, respectively. The transmission coef-
ficients for these structures are presented in Figs. 5(a) and
6(a), respectively. The solid lines show the data for the case
of perturbed end defects and the dashed lines correspond to
the structures with nonperturbed defects. We can clearly see
the shift of the central peak corresponding to the Shockley
state in the perturbed structure. The distributions of |E,| for
these modes are presented in Figs. 5(d) and 6(d).

We analyze the transmission coefficient of structure 1
with complete unit cells in Fig. 5(a). We assume that the
central peak corresponds to the overlapping of the two close
peaks as predicted by theory [see Fig. 3(e)]. Thus the number
of peaks in the transmission spectrum is equal to the number
of defects in the chain. In accordance with the theory, the
distributions of the fields in the allowed bands of the defect
chain are described by the bonding [Fig. 5(e)] and antibond-
ing [Fig. 5(c)] orbitals. We conclude that in the case of struc-
ture 1 with complete unit cells the perturbation of the surface
unit cell does not give rise to other surface state but shifts the
Shockley surface state down in energy.

In contrast, in the case of perturbed structure 2 with in-
complete unit cells, the number of peaks in the transmission
spectrum is two less than the number of defects [compare
solid and dashed lines in Fig. 6(a)]. In order to identify all
the states we analyzed the response function at ports P3 and
P4 [see Fig. 2(b)] as described above. In Fig. 6(f) we show
the response functions at ports P3 (dashed line) and P4
(dash-dotted line) along with transmission coefficient at port
P1 (solid line). First of all we note that the response function
at port P3 confirms the existence of the Shockley surface
state as a weak peak in the transmission spectrum [compare
solid and dashed lines in Fig. 6(f)]. Second, the response
function at port P4 clearly shows the two surface states close
to the band edges of the allowed bands. These states are
caused by the perturbation of the surface cell, therefore they
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FIG. 5. (Color online) Structure 1 with three complete unit cells:
(a) Calculated transmission coefficient for the case of perturbed
(solid line) and nonperturbed (dashed line) end defects. (b) Theo-
retical dispersion relationship: The solid and dashed lines represent
the supercell plane wave calculation and fitted dispersion relation
w1 5(k) [Eq. (2)] for the infinite chain, respectively. The stars and
circles show the calculated spectrum of the finite chains with per-
turbed and nonperturbed end defects, respectively. The |E,| distri-
butions for the modes pointed out by arrows in (a) are presented in
descending order from top to bottom in (c)—(e).

are the Tamm surface states. The field distributions of these
states are shown in Figs. 6(c) and 6(e). In agreement with the
theoretical predictions, these states are localized on the op-
posite side of the Shockley surface state [compare Figs. 4(c)
and 4(d) and Figs. 6(c)-6(e)].

In order to study the underlying physics of the surface
states studied, we analyze the results of the FDTD simula-

PHYSICAL REVIEW B 76, 045305 (2007)

tions in terms of the tight-binding model discussed in Sec. II.
This empirical model contains parameters, «, B, and S ;. We
found these parameters by fitting the dispersion relation Eq.
(2) with the exact (ab initio) spectrum of the infinite defect
chain embedded into the host crystal calculated by means of
the supercell plane-wave technique. According to dispersion
relation for the infinite chain Eq. (2), the band gaps at kd
=0 and 7 are defined as e(g)’”/B]:Z(ni 1), the widths of the
allowed bands are equal to A€ ,=|4B8+2p|. Thus the spec-
trum of infinite chain at kd=0 and 7 completely defines
unknown parameters of the nonperturbed structure. Using
the supercell plane-wave technique, we found the spectrum
of the infinite chain and estimated the parameters for struc-
tures 1 and 2 as follows: n=p,/3,=4.57, B=0.0573,. In the
case of the perturbed structure, we also have to take into
account the perturbation of the end defects A. We found the
value of A as was described in Ref. 15 from the FDTD
numerical analysis. For the structure studied we estimate that
AB;=2.28(140.3i). It is important to note that due to a
strong decay of the defect mode at the ends of the chain, the
value of A is complex.!> We can see that |A| < % for struc-
tures 1 and 2.

Using the parameters, we calculated the spectrum of the
finite chain. The results of our analysis are summarized in
Figs. 5(b) and 6(b). The solid lines present the supercell
plane-wave calculation of the spectrum for the infinite chain.
The dashed curves show dispersion relation Eq. (2) for the
infinite chain. The stars show the discrete spectrum of the
finite chain calculated from Eq. (3). The theoretical analysis
clearly demonstrates the two close surface states inside the
band gap for the structure with complete unit cells. These
states are characterized by the complex wave vector k
=m+ik. In the case of a structure with complete unit cells
k~1.3/d, which agrees very well with the localization
length of the surface modes, I,~ 1/x~0.8d [see Fig. 5(d)].

Next we analyze structure 1 when only one of the end
defects is perturbed. This case corresponds to the structure
shown in Fig. 2(a) with right or left surface layers (light gray
circles) removed. We present in Fig. 7(a) the transmission
coefficient of this structure (solid lines) along with the re-
sponse functions at ports P3 (dashed line) and P4 (dash-
dotted line). As described above we have also performed the
theoretical modeling of the structure, which is shown in Fig.
7(b). In agreement with the theoretical prediction [Fig. 7(b)]
we can clearly see the splitting of the central peak into the
two states in Fig. 7(a). The distributions of |E,| for these
modes presented in Figs. 7(c) and 7(d) show that these states
are located on the different sides of the chain.

It follows from our estimates for the structures studied
before that A < 7. Therefore for these structures, we cannot
observe the transformation from the Shockley states into the
Tamm states discussed in Sec. II. How could we design the
structure in order to have A> » required for this transition?
We know that in the tight-binding model'® the coupling con-
stants are inversely proportional to the separation between
the defects. Recalling definition of the parameters A=(«
—a')/ B, and n=,/B;, we conclude that, given the value of
surface perturbation @—a’, we can meet the criteria for the
transition by increasing the length of the short bond. On the
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FIG. 6. (Color online) Structure 1 of four incomplete unit cells. (a) Calculated transmission coefficient for the case of perturbed (solid
line) and nonperturbed (dashed line) end defects, where the arrows indicate the surface modes. (b) Theoretical dispersion relationship: The
solid and dashed lines represent the supercell plane wave calculation and fitted dispersion relation w; ,(k) [Eq. (2)] for the infinite chain,
respectively. The stars and circles show the calculated spectrum of the finite chains with perturbed and nonperturbed end defects, respec-

tively. The |E,

distributions for the modes pointed out by arrows in (a) are presented in descending order from top to bottom in (c)—(e). The

response functions at ports P3 (dashed line) and P4 (dash-dotted line) along with transmission coefficients at ports P1 and P2 (solid line) are

shown in (f). The arrows indicate the surface modes.

other hand, the existence of the Shockley states requires 7
> 1. Therefore in order to meet all the requirements we have
to increase the length of the short bond, while keeping the
length of the long bond unchanged. We finally come to struc-
ture 3 with period d=5a shown in Fig. 2(c).

Figure 8(a) shows the transmission coefficient (solid line)
and response function at port P3 (dash-dotted line) for struc-

ture 3 in the case of perturbed surface cells in comparison
with the transmission coefficient in the case of nonperturbed
surface cells (dashed line). The theoretical modeling of this
structure is presented in Fig. 8(b), where stars and circles
show the discrete spectrum of the finite perturbed and non-
perturbed chains, respectively. We can see that in the absence
of surface perturbation, the two close-by Shockley-like sur-
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FIG. 7. (Color online) Structure 1 with three complete unit cells
when only one of the end defects was perturbed. (a) Calculated
transmission coefficient (solid line) and response functions at ports
P3 (dashed line) and P4 (dash-dotted line). The arrows indicate the
surface modes. (b) Theoretical dispersion relationship: all notations

are similar to Fig. 5(b). The |E_| distributions for the modes pointed
out by arrows in (a) are presented in descending order from top to
bottom in (c) and (d).

face states appear almost in the middle of the inverted band
gap. The field distribution for these states is shown in Fig.
8(c). In the case of perturbed surface cells, these states trans-
form into the Tamm-like surface states and fall out of the
lower allowed band. The field distribution for these states is
shown in Fig. 8(d). We can see that the Shockley-like surface
states are well-defined even in the transmission spectrum.
When these states transform into the Tamm-like states, they
can be hardly identified from the transmission experiment
only, the near-field measurements must be used in addition.

We finally note that in all structures studied in this paper,
the existence of the surface states deeply inside the band gap
considerably reduces the transmission of the structure. As
soon as the surface state approaches the allowed band, the
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FIG. 8. (Color online) Structure 3 of three complete unit cells.
(a) Calculated transmission coefficient (solid line) and response
functions at port P3 (dash-dotted line) in the case of perturbed sur-
face cells in comparison with the transmission coefficient in the
case of nonperturbed surface cells (dashed line). The arrows indi-
cate the surface modes. (b) Theoretical dispersion relationship. The
solid and dashed lines represent the supercell plane wave calcula-
tion and fitted dispersion relation w; (k) [Eq. (2)] for the infinite
chain, respectively. The stars and circles show the discrete spectrum
of the finite perturbed and nonperturbed chains, respectively. The
E_| distributions for the surface modes pointed out by arrows in (a)
for the structure with nonperturbed (c) and perturbed (d) surface
cells.

transmission of the structures increases considerably [see
dashed and solid lines in Figs. 5, 6, and 8(a)]. This data is
consistent with the published results on enhancement of the
transmission of the PC waveguide via the surface states.® In
terms of the model developed we explain this effect as fol-
lows. The coupling of the surface states to the allowed states
can facilitate the transmission through the structure. When
the surface state moves far away from the allowed states so
that they cannot efficiently couple with each other, the sur-
face state traps the light at the surface and reduces the trans-
mission. Remarkably, this effect immediately follows from
Eq. (6) for the transmission coefficient derived in Ref. 15.
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INTERPLAY BETWEEN TAMM-LIKE AND SHOCKLEY-LIKE...

IV. CONCLUSION

We investigated the effect of the perturbation of the end
defects on the Shockley-like surface states of the defect
chains embedded in a host PC. We studied the structures with
complete and incomplete unit cells. We found that the per-
turbation of the end defects affects the Shockley surface
states differently in these cases. In the case of complete unit
cells, the two close surface states move simultaneously down
in energy if both end defects are equally perturbed. They
convert into the Tamm-like surface states when A> . If
only one of the end defects is perturbed, one of the surface
states moves down in energy and another one remains un-
changed. The separation between these states is proportional
to the value of A. The split state converts into the Tamm-like
surface state for A>#. The situation is different for the
structure with incomplete unit cells. In this case one
Shockley-like surface state moves down in energy and con-
verts into the Tamm-like state for A > %. In addition, the two
Tamm-like surface states fall out of allowed bands when A
>1, so that the Tamm-like and Shockley-like surface states
can coexist when 1 <A <. Importantly, the Shockley states

PHYSICAL REVIEW B 76, 045305 (2007)

are always associated with the strong broken bond, while the
Tamm states with the weak one. We conclude that the nature
of surface states strongly depends on the surface boundary
conditions. Given the symmetry of the infinite structure and
the boundary conditions, the character of the surface states is
completely defined by the strengths of bonds terminating the
structure.

In this paper we investigated the effect of the perturbation
of the end defects caused by the natural conditions on the
surface of the host PC. The theoretical results reported are
important in their own right for the relevant waveguide de-
vices. Besides this, we believe that the effect of the pertur-
bation induced by the external forces, for example, the
change of the radii or dielectric constant of the end defects or
the symmetry of the surrounding rods of the host PC, can be
successfully exploited in surface sensor devices. A prelimi-
nary analysis gives that the required changes in radius and
dielectric constant must be about 1%-5%. However, more
detail analysis of the dependence of coupling constants from
the dielectric constant and radius of the defects is needed to
give a more precise estimation.
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